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#### Abstract

The upwind-differencing first-order schemes of Godunov, Engquist-Osher and Roe are discussed on the basis of the inviscid Burgers equations. The differences between the schemes are interpreted as differences between the approximate Riemann solutions on which their numerical flux-functions are based. Special attention is given to the proper formulation of these schemes when a source term is present. Second-order two-step schemes, based on the numerical flux-functions of the first-order schemes are also described. The schemes are compared in a numerical experiment and recommendations on their use are included.
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1. Introduction. Upwind differencing, while trivial for a diagonalized hyperbolic system, is difficult to achieve when the difference scheme has to be written in conservation form. The oldest and most complicated version is due to Godunov [1], [2]; the increasing popularity of upwind differencing recently has led to a variety of simpler implementation techniques. A review of these is given by Harten, Lax and van Leer [3].

Among the recent additions to the family of upwind conservative schemes the method of Engquist and Osher [4], [5] is closest to the original Godunov scheme, while the method of Roe [6], [7] offers the greatest simplification. In the present paper the differences between these schemes are discussed on the basis of the inviscid Burgers equation. Part of the discussion covers known, but not well-known, aspects of the schemes, thus rendering the paper to some extent a review paper. For maximum clarity the presentation leans heavily on geometrical insights.

The first-order accurate schemes are explained in §§ 2,3 and 4 for the homogeneous equation; $\S 6$ describes how to include a source term and $\S 7$ how to achieve second-order accuracy in a two-step format. Their rendition of a stationary shock and a transonic expansion is discussed in § 5 and illustrated in the numerical experiments of $\S 8$. Section 9 rounds off with recommendations regarding the application of these schemes to single conservation laws and systems of conservation laws.
2. Godunov's method. Godunov's [1], [2] method for integrating a hyperbolic system of conservation laws

$$
\begin{equation*}
u_{t}+[f(u)]_{x}=0 \tag{1}
\end{equation*}
$$

is a scheme in conservation form:

$$
\begin{equation*}
\left(u_{i}^{n+1}-u_{i}^{n}\right) / \Delta t+\left\{F\left(u_{i}^{n}, u_{i+1}^{n}\right)-F\left(u_{i-1}^{n}, u_{i}^{n}\right)\right\} / \Delta x=0 ; \tag{2}
\end{equation*}
$$

here $u_{i}^{n}$ represents the average value at time $t^{n}=n \Delta t$ in the computational zone centered on $x_{i}=i \Delta x$. The numerical flux-function $F_{G}\left(u_{i}^{n}, u_{i+1}^{n}\right)$ in the Godunov scheme

[^0]is taken to be the flux value arising at $x_{i+1 / 2}$ in the exact solution of the initial-value problem with a piecewise uniform initial distribution
\[

$$
\begin{equation*}
u^{n}(x)=u_{i}^{n}, \quad x_{i}-\Delta x / 2<x<x_{i}+\Delta x / 2 . \tag{3.1}
\end{equation*}
$$

\]

That is, if

$$
\begin{equation*}
u(x, t)=v\left(x / t ; u_{L}, u_{R}\right) \tag{3.2}
\end{equation*}
$$

is the (weak) similarity solution of the Riemann problem with initial values

$$
u= \begin{cases}u_{L}, & x<0  \tag{3.3}\\ u_{R}, & x>0,\end{cases}
$$

then

$$
\begin{equation*}
F_{G}\left(u_{i}^{n}, u_{i+1}^{n}\right)=f\left[v\left(0 ; u_{i}^{n}, u_{i+1}^{n}\right)\right] . \tag{4}
\end{equation*}
$$

For Burgers' equation in the inviscid limit,

$$
\begin{equation*}
u_{t}+\left(\frac{1}{2} u^{2}\right)_{x}=0 \tag{5}
\end{equation*}
$$

the similarity solution to the initial-value problem (3.2) is

$$
\begin{align*}
& \text { (expansion) } u_{L} \leqq u_{R} \begin{cases}v=u_{L}, & x / t \leqq u_{L}, \\
v=x / t, & u_{L}<x / t<u_{R}, \\
v=u_{R}, & x / t \geqq u_{R},\end{cases}  \tag{6.1}\\
& \begin{array}{l}
u_{L}>u_{R} \\
\text { (shock) }
\end{array} \begin{cases}v=u_{L}, & x / t<u_{S}=\frac{1}{2}\left(u_{L}+u_{R}\right), \\
v=u_{R}, & x / t>u_{S} .\end{cases} \tag{6.2}
\end{align*}
$$

For numerical reasons it is useful to distinguish in the formula for $F_{G}\left(u_{L}, u_{R}\right)$ three cases:
(i) fully supersonic/subsonic

$$
F_{G}\left(u_{L}, u_{R}\right)= \begin{cases}\frac{1}{2} u_{L}^{2}, & u_{L}, u_{R}>0  \tag{7.1}\\ \frac{1}{2} u_{R}^{2}, & u_{L}, u_{R}<0\end{cases}
$$

(ii) transonic expansion

$$
\begin{equation*}
F_{G}\left(u_{L}, u_{R}\right)=0, \quad u_{L} \leqq 0 \leqq u_{R} \tag{7.2}
\end{equation*}
$$

(iii) transonic shock

$$
F_{G}\left(u_{L}, u_{R}\right)= \begin{cases}\frac{1}{2} u_{L}^{2}, & u_{L}>u_{S} \geqq 0 \geqq u_{R}  \tag{7.3}\\ \frac{1}{2} u_{R}^{2}, & u_{L} \geqq 0>u_{S}>u_{R}\end{cases}
$$

These cases are illustrated in Figs. 1, 2 and 3. The reference to a sonic speed $(=0)$ arises from the use of (5) in transonic aerodynamics.

In order to combine the formulas (7) in one compact algorithm, we follow Engquist and Osher by introducing

$$
\begin{align*}
& u^{+} \equiv \max (u, 0),  \tag{8.1}\\
& u^{-} \equiv \min (u, 0),  \tag{8.2}\\
& u=u^{+}+u^{-},  \tag{8.3}\\
& |u|=u^{+}-u^{-} \tag{8.4}
\end{align*}
$$

we then have

$$
\begin{equation*}
F_{G}\left(u_{L}, u_{R}\right)=\max \left[\frac{1}{2}\left(u_{L}^{+}\right)^{2}, \frac{1}{2}\left(u_{R}^{-}\right)^{2}\right] . \tag{9}
\end{equation*}
$$


(a)

(b)

Fig. 1. Riemann solution: ( $x, t$ ) diagrams for case (i), with $u_{L}>u_{R}>0$ (a); $u_{L}<u_{R}<0$ (b).


FIG. 2. ( $x, t$ ) diagram for case (ii).

(a)

(b)

Fig. 3. ( $x, t$ ) diagram for case (iii), with $u_{S}>0$ (a); $u_{S}<0$ (b).
3. The Engquist-Osher scheme. The Engquist-Osher [4], [5] scheme for integrating (1) also has the conservation form (2) and tacitly assumes the initial-value distribution to be (3.1); its numerical flux-function is

$$
\begin{align*}
F_{E O}\left(u_{L}, u_{R}\right) & =f\left(u_{L}\right)+\int_{u_{L}}^{u_{R}} A^{-}(u) d u=f\left(u_{R}\right)-\int_{u_{L}}^{u_{R}} A^{+}(u) d u  \tag{10}\\
& =\frac{1}{2}\left[f\left(u_{L}\right)+f\left(u_{R}\right)\right]-\frac{1}{2} \int_{u_{L}}^{u_{R}}|A(u)| d u,
\end{align*}
$$

where the matrices $A^{+}(u), A^{-}(u)$ and $|A(u)|$ are related to

$$
\begin{equation*}
A(u) \equiv d f / d u \tag{11}
\end{equation*}
$$

by an extension of (8). For precise definitions and a description of the integration path used for the integrals in (10), see [5] or the review [3].

For Burgers' equation (5) the above recipe boils down to

$$
\begin{align*}
F_{E O}\left(u_{L}, u_{R}\right) & =\frac{1}{2} u_{L}^{2}+\int_{u_{L}}^{u_{R}} u^{-} d u=\frac{1}{2} u_{R}^{2}-\int_{u_{L}}^{u_{R}} u^{+} d u  \tag{12}\\
& =\frac{1}{2}\left(\frac{1}{2} u_{L}^{2}+\frac{1}{2} u_{R}^{2}\right)-\frac{1}{2} \int_{u_{L}}^{u_{R}}|u| d u .
\end{align*}
$$

The integrals over $u$ in (12) are defined in phase space, without reference to any mapping onto the ( $x, t$ )-plane. We may, however, introduce a mapping in the style of (3.2), namely,

$$
\begin{equation*}
u(x, t)=w\left(x / t ; u_{L}, u_{R}\right), \quad \min \left(u_{L}, u_{R}\right) \leqq u \leqq \max \left(u_{L}, u_{R}\right) \tag{13}
\end{equation*}
$$

and consider $w\left(x / t ; u_{L}, u_{R}\right)$ an approximation to the exact solution $v\left(x / t ; u_{L}, u_{R}\right)$ of the Riemann problem (3.3). It follows that $w$ is the following function of $x / t$ :

$$
w= \begin{cases}u_{L}, & x / t \leqq u_{L},  \tag{14}\\ x / t, & \min \left(u_{L}, u_{R}\right)<x / t<\max \left(u_{L}, u_{R}\right), \\ u_{R}, & x / t \geqq u_{R} .\end{cases}
$$

In relating $F_{E O}\left(u_{L}, u_{R}\right)$ to $w\left(0 ; u_{L}, u_{R}\right)$ after the example of (4), caution is required, since, for $u_{L}>u_{R}, w$ becomes multivalued in the domain $u_{L} \geqq x / t \geqq u_{R}$. Specifically, we have three branches

$$
\begin{equation*}
w^{(1)}=u_{L}, \quad w^{(2)}=x / t, \quad w^{(3)}=u_{R}, \quad u_{L} \geqq x / t \geqq u_{R} . \tag{15}
\end{equation*}
$$

The picture associated with this case is that of an overturned centered compression wave or folded characteristic field (see Figs. 4 and 5); in the exact Rieman solution (6) such a wave would be replaced by a shock discontinuity.

The proper formula for $F_{E O}\left(u_{L}, u_{R}\right)$ in terms of $w\left(x / t ; u_{L}, u_{R}\right)$, equivalent to (12), is

$$
\begin{equation*}
F_{E O}\left(u_{L}, u_{R}\right)=\sum_{k}(-1)^{k-1} \frac{1}{2}\left\{w^{(k)}\left(0 ; u_{L}, u_{R}\right)\right\}^{2}, \tag{16}
\end{equation*}
$$

where the sum is taken over all branches present at $x / t=0$.


Fig:4. Approximate Riemann solution in the Engquist-Osher scheme: ( $x, t$ ) diagram for case (iii). The multivalued solution at $t=\tau$ is displayed in Fig. 5.


Fig. 5. Approximate Riemann solution at $t=\tau$.
In the cases (i), (ii) and (iii), distinguished earlier in (7) for $F_{G}\left(u_{L}, u_{R}\right)$, (12) or (16) yields
(i) $\quad F_{E O}\left(u_{L}, u_{R}\right)=F_{G}\left(u_{L}, u_{R}\right)= \begin{cases}\frac{1}{2} u_{L}^{2}, & u_{L}, u_{R}>0, \\ \frac{1}{2} u_{R}^{2}, & u_{L}, u_{R}<0,\end{cases}$
(ii) $\quad F_{E O}\left(u_{L}, u_{R}\right)=F_{G}\left(u_{L}, u_{R}\right)=0, \quad u_{L} \leqq 0 \leqq u_{R}$,
(iii) $\quad F_{E O}\left(u_{L}, u_{R}\right)=\frac{1}{2} u_{L}^{2}+\frac{1}{2} u_{R}^{2} \neq F_{G}\left(u_{L}, u_{R}\right), \quad u_{L} \geqq 0 \geqq u_{R}$.

As indicated in [4], these formulas combine into

$$
\begin{equation*}
F_{E O}\left(u_{L}, u_{R}\right)=\frac{1}{2}\left(u_{L}^{+}\right)^{2}+\frac{1}{2}\left(u_{R}^{-}\right)^{2} . \tag{18}
\end{equation*}
$$

The difference between the Godunov and Engquist-Osher schemes lies entirely in the treatment of a transonic compression (iii). The latter scheme is the simpler one, since it does away with one test, namely, a test for the sign of $u_{S}$ or for the maximum of $\frac{1}{2}\left(u_{L}^{+}\right)^{2}$ and $\frac{1}{2}\left(u_{R}^{-}\right)^{2}$.
4. Roe's method. Roe's [6], [7] method for integrating (1) again has the conservation form (2) and employs the initial-value distribution (3.1). Its numerical flux-function is defined as

$$
\begin{equation*}
F_{R}\left(u_{i}^{n}, u_{i+1}^{n}\right)=f\left[w\left(0 ; u_{i}^{n}, u_{i+1}^{n}\right)\right], \tag{19}
\end{equation*}
$$

where $w\left(x / t ; u_{L}, u_{R}\right)$ is the exact solution of the Riemann problem (3.3) for the locally linearized system

$$
\begin{equation*}
w_{t}+A\left(u_{L}, u_{R}\right) w_{x}=0 . \tag{20.1}
\end{equation*}
$$

The approximate Jacobian $A\left(u_{L}, u_{R}\right)$ is constructed such as to satisfy the discrete version of (11)

$$
\begin{equation*}
f\left(u_{R}\right)-f\left(u_{L}\right)=A\left(u_{L}, u_{R}\right)\left(u_{R}-u_{L}\right) . \tag{20.2}
\end{equation*}
$$

For a scalar equation like (5), (20.2) uniquely determines $A\left(u_{L}, u_{R}\right)$ :

$$
\begin{equation*}
A\left(u_{L}, u_{R}\right)=\frac{1}{2}\left(u_{L}+u_{R}\right)=u_{S} ; \tag{21}
\end{equation*}
$$

thus, the Riemann problem for the linear equation (20.1) with (21) has the similarity solution

$$
w\left(x / t, u_{L}, u_{R}\right)= \begin{cases}u_{L}, & x / t<u_{S}  \tag{22}\\ u_{R}, & x / t>u_{S} .\end{cases}
$$

In all cases (i), (ii) and (iii) this yields

$$
F_{R}\left(u_{L}, u_{R}\right)= \begin{cases}\frac{1}{2} u_{L}^{2}, & u_{S}>0,  \tag{23}\\ \frac{1}{2} u_{R}^{2}, & u_{S}<0 .\end{cases}
$$

The difference with Godunov's method lies in the treatment of an expansion: where the exact Riemann solution, used in Godunov's method, would include an expansion fan, Roe's method puts in a so-called expansion shock (see Fig. 6).

The numerical flux-function (23) deviates from the Godunov flux (7) only in case (ii), when the expansion is transonic. The computational simplification is, again, the elimination of one test.


Fig. 6. Approximate Riemann solution in Roe's scheme: ( $x, t$ ) diagram for case (iii), with $u_{s}>0$, showing the expansion shock.

Rewriting (23) as an approximation to the Engquist-Osher flux (12),

$$
\begin{equation*}
\left.F_{R}\left(u_{L}, u_{R}\right)=\frac{1}{2}\left(\frac{1}{2} u_{L}^{2}+\frac{1}{2} u_{R}^{2}\right)-\frac{1}{2} \frac{1}{2}\left(u_{L}+u_{R}\right) \right\rvert\,\left(u_{R}-u_{L}\right), \tag{24}
\end{equation*}
$$

we see that, for Burgers' equation, Roe's scheme is identical to the scheme of Murman and Cole [8], used in transonic aerodynamics. The latter is known to occasionally yield numerical results that include a (physically inadmissible) expansion shock. This is a direct consequence of the admission of an expansion shock in the underlying approximate Riemann solution.

Roe [14] has proposed a modification in the numerical flux-function for a transonic expansion that not only does away with expansion shocks, but may be an improvement over the flux-function in the Godunov and Engquist-Osher schemes. This is discussed at the end of the next section.

The problem of preventing inadmissible discontinuities in the use of upwind schemes has been addressed in general by Harten and Lax [15] and for gas dynamics by Colella [16].
5. Steady-shock and sonic-point representation. The fluxes in the schemes of Godunov and Engquist-Osher differ only on meshes where the data constitute a transonic compression; therefore, numerical results from these schemes differ only if a transonic shock, in particular, a stationary shock, is present. Likewise, the results of Roe's scheme will differ from those of Godunov's scheme only if a transonic expansion is present.

For Burgers' equation (5), Godunov's scheme admits the following stationary discrete representation of a stationary shock connecting the states $u_{L}>0$ and $u_{R}=$ $-u_{L}<0$ :

$$
\begin{array}{ll}
u_{i}=u_{L}, & i \leqq-1, \\
u_{0}=u_{M}, & u_{L} \geqq u_{M} \geqq u_{R},  \tag{25}\\
u_{i}=-u_{L}, & i \geqq 1 .
\end{array}
$$

This is the only stationary distribution admitted by the scheme.
The interior value $u_{M}$ indicates the subgrid position $x_{S}$ of the shock; by conservation we have (see Fig. 7a),

$$
\begin{equation*}
u_{L}\left(x_{S}+\frac{1}{2} \Delta x\right)+u_{R}\left(\frac{1}{2} \Delta x-x_{S}\right)=u_{M} \Delta x \tag{26.1}
\end{equation*}
$$

or

$$
\begin{equation*}
x_{S}=\frac{1}{2} \Delta x u_{M} / u_{L} . \tag{26.2}
\end{equation*}
$$

A shock standing exactly on the boundary of a zone will be represented without any interior value.

The Engquist-Osher scheme admits discrete steady shock-profiles with, in general, two interior states:

$$
\begin{array}{ll}
u_{i}=u_{L}, & i \leqq-1, \\
u_{0}=u_{M}, & u_{L} \geqq u_{M} \geqq 0, \\
u_{i}=u_{N}, & 0 \geqq u_{N} \geqq-u_{L},  \tag{27.1}\\
u_{i}=-u_{L}, & i \geqq 2,
\end{array}
$$

where $u_{M}$ and $u_{N}$ are constrained by

$$
\begin{equation*}
\frac{1}{2} u_{M}^{2}+\frac{1}{2} u_{N}^{2}=\frac{1}{2} u_{L}^{2} . \tag{27.2}
\end{equation*}
$$

Again, this is the only stationary distribution admitted by the scheme.
The pair of interior states indicates the subgrid position of the shock; by conservation we have (see Fig. 7b):

$$
\begin{equation*}
u_{L}\left(x_{S}+\frac{1}{2} \Delta x\right)+u_{R}\left(\frac{3}{2} \Delta x-x_{S}\right)=\left(u_{M}+u_{N}\right) \Delta x \tag{28.1}
\end{equation*}
$$

or

$$
\begin{equation*}
x_{S}=\frac{1}{2} \Delta x\left(u_{M}+u_{N}+u_{L}\right) / u_{L} . \tag{28.2}
\end{equation*}
$$

A shock standing exactly in the middle of a zone will be represented with only one interior value.

The representation of a stationary shock by Roe's scheme is the same as by Godunov's scheme, at least for Burgers' equation. However, Roe's scheme also admits as a stationary solution the expansion shock

$$
\begin{array}{ll}
u_{i}=u_{L}<0, & i \leqq-1,  \tag{29.1}\\
u_{i}=-u_{L}>0, & i \leqq 0 .
\end{array}
$$



Fig. 7. Fitting a shock discontinuity to stationary discrete shocks yielded by the schemes of Godunov or Roe (a) and Engquist-Osher (b). The numerical values $u_{M}$ and $u_{N}$ represent the average value of $u$ in the intervals $\left(-\frac{1}{2} \Delta x, \frac{1}{2} \Delta x\right)$ and $\left(\frac{1}{2} \Delta x, \frac{3}{2} \Delta x\right)$. A subgrid distribution representing a shock transition from $u_{L}$ to $u_{R}$ at $x_{S}$ must have the same integral as the numerical solution. In case (a) the integrals from $-\frac{1}{2} \Delta x$ to $\frac{1}{2} \Delta x$ are compared, in case (b) from $-\frac{1}{2} \Delta x$ to $\frac{3}{2} \Delta x$.

A transonic shock profile, steady or not, obtained with any of the upwind schemes, has the property that the interior zones cannot influence the exterior solution (see Fig. 8a). Inversely, in a transonic expansion computed with the Roe-Murman-Cole scheme, the zone with the value closest to the sonic value cannot be influenced by the rest of the grid (see Fig. 8b). Once established by transient waves, the value in this zone changes no more, and it fixes the amplitude of the steady expansion shock that will remain.

Colella [16] has pointed out that, in the approximate solution to the Riemann problem, two steps can be distinguished. The first step is to determine the speeds and amplitudes of the finite-amplitude waves; the second step is to compute the full solution as a function of $x / t$. It is only in the second step that the method of Roe errs. A rarefaction wave must always be given a finite spread; for Burgers' equation this boils down to replacing Roe's scheme by Godunov's.

The remedy that Roe [14] proposes cannot be formulated as a change in the approximate Riemann solution. It is based on regarding the initial values as nodal values of a smooth distribution, rather than zone averages of a piecewise uniform distribution. For neighboring zones $L$ and $R$ enclosing a sonic point we may write down the following upwind formulas:

$$
\begin{align*}
& \left(\frac{\partial u}{\partial t}\right)_{L}=-u_{L}\left(u_{R}-u_{L}\right) / \Delta x, \\
& \left(\frac{\partial u}{\partial t}\right)_{R}=-u_{R}\left(u_{R}-u_{L}\right) / \Delta x \tag{29.2}
\end{align*}
$$

from which follows

$$
\begin{equation*}
(\partial u / \partial t)_{L} /(\partial u / \partial t)_{R}=u_{L} / u_{R} . \tag{29.3}
\end{equation*}
$$



Fig. 8. Two ( $x, t$ ) diagrams showing the influence, through Godunov's scheme, of the adjacent zones on a zone inside a shock (a) and the influence, through Roe's scheme, of an almost sonic zone on the adjacent zones (b). In (a), the fluxes at the boundaries of zone $M$ do not depend on $u_{M}$; in (b) they depend only on $u_{M}$.

The latter relation can be forced onto the numerical flux $F_{t x}\left(u_{L}, u_{R}\right)$ for a transonic expansion:

$$
\begin{equation*}
\left\{\frac{1}{2} u_{R}^{2}-F_{t x}\left(u_{L}, u_{R}\right)\right\} /\left\{F_{t x}\left(u_{L}, u_{R}\right)-\frac{1}{2} u_{L}^{2}\right\}=u_{L} / u_{R} \tag{29.4}
\end{equation*}
$$

leading to

$$
\begin{equation*}
F_{t x}\left(u_{L}, u_{R}\right)=\frac{1}{2} u_{L} u_{R}, \quad u_{L} \leqq 0 \leqq u_{R} . \tag{29.5}
\end{equation*}
$$

This unphysical flux (it is negative!) breaks down an expansion shock faster than the zero flux dictated by the exact Riemann solution. This is a direct consequence of the underlying assumption of smooth initial values.

While not fitting into the general framework of approximate Riemann solutions, the above approach has its appeal. The piecewise uniform values associated with a Riemann problem are not necessarily a good representation of the solution near a sonic point. In particular, the errors in the signal speed $d f(u) / d u(=u)$ locally are of the order of the speed itself. The sonic point is always moved to a zone boundary and, in consequence, the flux gradient computed for each bordering zone becomes independent of the true gradient of the solution. In numerical solutions obtained with first-order schemes this shows up as a transonic expansion shock with amplitude $O(\Delta x)$. For a second-order scheme the effect disappears or reduces to $O\left[(\Delta x)^{3}\right]$.

In contrast, first-order accurate solutions obtained with the transonic flux (29.5) do not show these weak expansion shocks.
6. Inclusion of a source term. When approximating the equation

$$
\begin{equation*}
u_{t}+[f(u)]_{x}=s(x) \tag{30}
\end{equation*}
$$

with any upwind scheme, it is not sufficient to add the source term to the right-hand side of (2); we must also change the initial-value distribution implied in our numerical model. Instead of assuming that it is piecewise uniform, as in (3.1), we rather take it to be piecewise stationary, that is,

$$
\begin{equation*}
\left[f\left(u^{n}(x)\right)\right]_{x}=s(x), \quad x_{i}-\Delta x / 2<x<x_{i}+\Delta x / 2, \tag{31.1}
\end{equation*}
$$

with

$$
\begin{equation*}
\frac{1}{\Delta x} \int_{x_{i}-\Delta x / 2}^{x_{i}+\Delta x / 2} u^{n}(x) d x=u_{i}^{n} . \tag{31.2}
\end{equation*}
$$

This was first proposed by Liu [17] in constructing a random-choice method for the inhomogeneous conservation law (30).

The extension preserves a fundamental property of the homogeneous scheme, namely, that a zone-average can change only through the finite-amplitude waves entering from the zone boundaries. Moreover, if the numerical solution globally tends to a steady state, it will be the zone-averaged exact steady state almost everywhere (that is, provided that the scheme, like the three considered here, can render a shock transition in a finite number of zones). We shall come back to this further below.

As before, the initial values on either side of a zone boundary become the arguments of the numerical flux-function. Transient effects caused by a shock wave returning to the zone boundary under the influence of the source term, or by a curved transonic rarefaction fan, are ignored in order to keep the flux-function independent of $\Delta t$. The full scheme reads

$$
\begin{equation*}
\left(u_{i}^{n+1}-u_{i}^{n}\right) / \Delta t+\left\{F\left(u_{(i+1 / 2)-}^{n}, u_{(i+1 / 2)+}^{n}\right)-F\left(u_{(i-1 / 2)-}^{n}, u_{(i-1 / 2)+}^{n}\right)\right\} / \Delta x=s_{i}^{n}, \tag{32.1}
\end{equation*}
$$

with

$$
\begin{equation*}
s_{i} \equiv \frac{1}{\Delta x} \int_{x_{i-1 / 2}}^{x_{i+1 / 2}} s(x) d x . \tag{32.2}
\end{equation*}
$$

For the inhomogeneous Burgers equation

$$
\begin{equation*}
u_{t}+\left(\frac{1}{2} u^{2}\right)_{x}=s(x) \tag{33}
\end{equation*}
$$

the initial-value representation must satisfy

$$
\begin{equation*}
\frac{1}{2}\left[u^{n}(x)\right]^{2}=\frac{1}{2}\left[u^{n}\left(x_{(i-1 / 2)+}\right)\right]^{2}+\int_{x_{i-1 / 2}}^{x} s\left(x^{\prime}\right) d x^{\prime}, \quad x_{i}-\Delta / 2<x<x_{i}+\Delta / 2 \tag{34}
\end{equation*}
$$

under the constraint (31.2). This constraint, however, is not strong enough to define a unique distribution in each zone, since the distribution may (and, in some zones, must) contain a discontinuity. Uniqueness can be achieved by selecting the distribution with, say, the weakest possible shock.

If we take $\Delta x$ small enough to ensure that $s(x)$ does not change sign more than once in any zone, the following algorithm for the piecewise construction of $u^{n}(x)$ is adequate. First, determine for the zone under consideration the smallest continuous solution (see Fig. 9). Let $\omega_{i}^{n}$ be the average value on the positive branch of this solution; then the stationary distribution inside zone $i$ will be continuous if

$$
\begin{equation*}
\left|u_{i}^{n}\right| \geqq \omega_{i}^{n} . \tag{35}
\end{equation*}
$$



Fig. 9. Stationary solutions of (30) for some source term $s(x)$. In each zone the heavy line traces the positive and the negative branch of the smallest continuous steady solution. The average value on these branches is indicated by the upper and lower boundary of the shaded areas. If the average value in a zone falls in the range of the shaded area, a continuous stationary solution cannot be realized.

If this condition is satisfied, we search, iteratively, for the continuous distribution with the proper zone average. If it is violated, the stationary distribution will include parts of the upper and lower branch of the smallest continuous distribution, connected by a shock positioned so as to achieve the proper average value (see Fig. 10).

When using the upwind scheme to approach a globally stationary solution of (33), any zone containing a sonic point must be treated with special care, since the chance of numerically realizing the exact transonic structure without a shock is zero.


Fig. 10. Examples of steady structure with a discontinuity, in the zones shown in Fig. 9. A (steady) shock connects the upper and lower branch of the smallest continuous steady solution for the zone considered. In zone $j$ two different possibilities are shown.

Specifically, in order to prevent the zone-boundary values from flipping sign, making global convergence impossible, smoothing may be introduced (see Fig. 11).

In a zone containing a stationary shock, no particular interior structure is needed to ensure global convergence, since the zone cannot influence its neighbors (see earlier Fig. 8a). After convergence one may insert the proper structure by enforcing continuity across the zone boundaries (see Fig. 12).


Fig. 11. (a) A sequence of stationary structures close to the transonic expansion (graph IV), ordered by decreasing zone-average. Going from III to IV, and from IV to V, the slight change in zone-average causes one boundary value to flip its sign. (b) The solutions have been smoothed on the side where the shock occurs, so that the boundary values now vary continuously with the zone-average. The structures are not stationary but will allow convergence to the smooth transonic solution IV.


FIG. 12. Shock structure in a globally stationary solution. Global convergence of the zone averages to a steady solution containing a shock has been obtained, say, with Godunov's scheme. For zone $k$ containing the shock the scheme had adopted the structure (a), based on the smallest continuous steady solution for that zone. This may now be replaced by the stationary solution (b) that smoothly connects to the solution in zones $k-1$ and $k+1$.

The scheme described above must be considered a research tool from which more practical schemes may be derived. In the numerical experiment of § 8 we simplified the procedure by allowing only $s_{i}$ to enter the zone-boundary values. Away from sonic points or shocks the boundary values $u_{(i \pm 1 / 2) \mp}$ can be approximated by

$$
\begin{equation*}
u_{(i \pm 1 / 2) \mp}^{n}=u_{i}^{n} \pm \frac{1}{2} s_{i} \Delta x / u_{i}^{n}+O\left\{(\Delta x)^{2}\right\} \tag{36.1}
\end{equation*}
$$

or

$$
\begin{equation*}
u_{(i \pm 1 / 2) \mp}^{n}=\sqrt{\left(u_{i}^{n}\right)^{2} \pm s_{i} \Delta x}+O\left\{(\Delta x)^{2}\right\} . \tag{36.2}
\end{equation*}
$$

We used (36.2), extending it, for use in sonic and shock zones, to

$$
\begin{equation*}
u^{n}\left(x_{(i \pm 1 / 2) \mp}\right)=\operatorname{sgn}\left(u_{i}^{n}\right) \sqrt{\left(u_{i}^{n}\right)^{2} \pm \min \left\{\left|s_{i}\right| \Delta x,\left(u_{i}^{n}\right)^{2}\right\} \operatorname{sgn}\left(s_{i}\right)} . \tag{36.3}
\end{equation*}
$$

Note that (34), with $x=x_{i+1 / 2}$, is satisfied everywhere, but transonic structure in a zone is avoided. For zones that should include a sonic point the error in the boundary values is $O(\Delta x)$.

The technique of computing the boundary values in a zone from a locally stationary solution can easily be extended to systems of conservation laws of the form

$$
\begin{equation*}
u_{t}+[f(u, x)]_{x}=s(x) . \tag{37}
\end{equation*}
$$

7. Second-order upwind schemes. Any numerical flux-function used in a firstorder upwind scheme for (30) can be used in a second-order upwind scheme. For second-order accuracy in space we must introduce structure inside the zones by interpolation, while second-order accuracy in time may be achieved by advancing the cell-boundary values, to be used in the flux-function, to the intermediate time level $t^{n+1 / 2}=t^{n}+\frac{1}{2} \Delta t$. In predicting these time-centered values, the interaction between cells can be fully ignored. This observation, due to Hancock [9], has led to a drastic simplification of second-order upwind schemes since these first were formulated for systems of conservation laws by van Leer [10]. As in [10] we assume that the initial values form a piecewise linear distribution

$$
\begin{equation*}
u^{n}(x)=u_{i}^{n}+\left(x-x_{i}\right) \frac{(\delta u)_{i}^{n}}{\Delta x}, \quad x_{i-1 / 2}<x<x_{i+1 / 2} \tag{38}
\end{equation*}
$$

with

$$
\begin{equation*}
(\delta u)_{i}^{n}=\operatorname{ave}\left(u_{i+1}^{n}-u_{i}^{n}, u_{i}^{n}-u_{i-1}^{n}\right) ; \tag{39}
\end{equation*}
$$

ave $(a, b)$ is an averaging procedure to be specified later. We particularly need the initial boundary values inside cell $i$

$$
\begin{equation*}
u_{(i \pm 1 / 2) \mp}^{n}=u_{i}^{n} \pm \frac{1}{2}(\delta u)_{i}^{n} . \tag{40.1}
\end{equation*}
$$

These boundary values are now advanced to $t^{n+1 / 2}$ by

$$
\begin{equation*}
u_{(i \pm 1 / 2) \mp}^{n+1 / 2}=u_{(i \pm 1 / 2) \mp}^{n}-\frac{\Delta t}{2 \Delta x}\left\{f\left(u_{(i+1 / 2)-}^{n}\right)-f\left(u_{(i-1 / 2)+}^{n}\right)\right\}+\frac{\Delta t}{2} s_{i} . \tag{40.2}
\end{equation*}
$$

The full scheme becomes

$$
\begin{equation*}
\left(u_{i}^{n+1}-u_{i}^{n}\right) / \Delta t+\left\{F\left(u_{(i+1 / 2)-}^{n+1 / 2}, u_{(i+1 / 2)+}^{n+1 / 2}\right)-F\left(u_{(i-1 / 2)-}^{n+1 / 2}, u_{(i-1 / 2)+}^{n+1 / 2}\right)\right\} / \Delta x=s_{i} . \tag{41}
\end{equation*}
$$

The function ave $(a, b)$ is chosen such that it tends to $\frac{1}{2}(a+b)$ if $a$ and $b$ are subsequent finite differences of a smooth solution, but tends to the smallest value where the solution is not smooth. Examples can be found in [11], [10]; we chose a refined formula due to Van Albada [12]

$$
\begin{equation*}
\text { ave }(a, b)=\frac{\left(b^{2}+c^{2}\right) a+\left(a^{2}+c^{2}\right) b}{a^{2}+b^{2}+2 c^{2}} \tag{42.1}
\end{equation*}
$$

where $c^{2}$ is a small bias of the order $O\left((\Delta x)^{3}\right)$.
The weighted averaging prevents central differencing across a discontinuity in the solution or in its first derivative which would lead to numerical oscillations. It is an effective way of administering artificial dissipation wherever needed and nowhere else. By rewriting (42.1) as

$$
\begin{equation*}
\text { ave }(a, b)=\frac{a+b}{2}\left\{1-\frac{(a-b)^{2}}{a^{2}+b^{2}+2 c^{2}}\right\}, \tag{42.2}
\end{equation*}
$$

we see that, wherever the solution is smooth, the artificial-viscosity coefficient generally is of the order $O\left((\Delta x)^{2}\right)$. In a smooth extremum the coefficient grows to $O(\Delta x)$; the bias $2 c^{2}$ in the denominator prevents a further increase of the viscosity that could lead to an undesirable clipping phenomenon (see [13, §3(e)]).

With regard to Burgers' equation, an acceptable expression for the bias is

$$
\begin{equation*}
c^{2}=\left(u_{\max }-u_{\min }\right)^{2}(\Delta x)^{3} /\left(x_{\max }-x_{\min }\right)^{3}, \tag{43}
\end{equation*}
$$

where $u_{\text {max }}$ and $u_{\text {min }}$ are certain upper and lower bounds of the numerical solution, fixed a priori or determined at each time level and $x_{\text {max }}-x_{\text {min }}$ is the length-scale of the problem.
8. Numerical comparison. The performance of the three schemes was tested on the basis of the periodic intial-value problem

$$
\begin{align*}
& u_{t}+\left(\frac{1}{2} u^{2}\right)_{x}=(\pi / 2) \sin [2 \pi(x-\xi)], \quad 0 \leqq x \leqq 1, \quad 0 \leqq \xi \ll 1,  \tag{44.1}\\
& u(x, 0)=0,  \tag{44.2}\\
& u(0, t)=u(1, t) . \tag{44.3}
\end{align*}
$$

The solution tends to the steady state

$$
u(x, \infty)= \begin{cases}+\sin \pi(x-\xi), & 0 \leqq x<\xi+\frac{1}{2},  \tag{45}\\ -\sin \pi(x-\xi), & \xi+\frac{1}{2}<x \leqq 1\end{cases}
$$

including a sonic point at $x=\xi$ and a shock at $x=x_{S}=\xi+\frac{1}{2}$. We tested the ability of the schemes to approximate this steady state, and the accuracy of the approximation. For $\Delta x$ we chose a value of $\frac{1}{16}$; the zones were centered on $x_{i}=\left(i-\frac{1}{2}\right) \Delta x, i=1, \cdots, 16$. For $\xi$ we chose $0, \frac{1}{4} \Delta x$ and $\frac{1}{2} \Delta x$, in order to achieve different subgrid shock positions. The Courant-Friedrichs-Lewy condition on the timestep, based on the maximum characteristic speed (=1) in the steady solution is

$$
\begin{equation*}
\frac{\Delta t}{\Delta x} \leqq 1 ; \tag{46}
\end{equation*}
$$

accordingly we used $\Delta t=\frac{1}{2} \Delta x$ or $\Delta t=\Delta x$.

Table 1 shows the number of steps $N_{\varepsilon}$ it took the schemes to converge according to the $L_{1}$-criterion

$$
\begin{equation*}
\sum_{i=1}^{16}\left|u_{i}^{n}-u_{i}^{n-1}\right|<\varepsilon \tag{47}
\end{equation*}
$$

with $\varepsilon=1 \times 10^{-3}$ or $1 \times 10^{-6}$ and $\Delta t=\frac{1}{2} \Delta x$ or (for Godunov's scheme only) $\Delta t=\Delta x$. When the time-step is doubled, $N_{\varepsilon}$ appears to be halved. The $L_{1}$-error $E_{\varepsilon}$ was evaluated with respect to the zone-averaged exact solution, for the smallest value of $\varepsilon$. The subgrid shock positions in Table 1 were calculated with aid of (26.1) and (28.1), approximately valid because the source term is small in the shock region.

TABLE 1
Number of steps $N_{\varepsilon}$ till convergence, $L_{1}$-error $E_{\varepsilon}$ and steady-shock position $x_{S}$, for the initial-value problem (44), solved with the first-order schemes of Godunov (G), Engquist-Osher (EO) and Roe (R). Mesh: $\Delta x=\frac{1}{16}, \Delta t=\frac{1}{2} \Delta x$ or $\Delta x$ (G only, numbers between brackets).

| $\xi / \Delta \mathrm{x}$ | $\mathrm{N}_{\varepsilon}$ |  |  |  | $\mathrm{E}_{\varepsilon}$ |  | $\left(x_{S}-\frac{1}{2}\right) / \Delta x$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\varepsilon=1 \times 10^{-3}$ |  | $\varepsilon=1 \times 10^{-6}$ |  | $\varepsilon=1 \times 10^{-6}$ |  | $\varepsilon=1 \times 10^{-6}$ |  |
|  | $\mathrm{G}, \mathrm{R}$ | EO | G, R | EO | G, R | E0 | G, R | E0 |
| 0 | 62 | 61 | 112 [55] | 111 | $8.8 \times 10^{-3}$ | $4.6 \times 10^{-2}$ | 0 | 0 |
| $\frac{1}{4}$ | 68 | 66 | 138 [70] | 136 | $9.6 \times 10^{-3}$ | $1.8 \times 10^{-2}$ | . 23 | . 26 |
| $\frac{1}{2}$ | 52 | 52 | 88 [42] | 88 | $4.6 \times 10^{-3}$ | $4.6 \times 10^{-3}$ | $\frac{1}{2}$ | $\frac{1}{2}$ |

The converged solutions for $\xi=\frac{1}{4} \Delta x$, with $\varepsilon=1 \times 10^{-6}$, are listed in Table 5; these are independent of $\Delta t$. The zone-averaged exact solution is given for comparison. The error in the zone with the sonic point is comparable to the value in the zone, as anticipated with the use of (36.3).

The results of Roe's scheme happen to be identical to those of Godunov's scheme; in particular, no expansion shock shows up. The reason is that, with the use of the boundary values (36.3), a sonic point in a zone is always moved to a boundary; in this case Roe's flux function (23) yields the same value ( $=0$ ) as Godunov's (7.2). Furthermore, the initial average value in the zone ultimately containing the sonic point was close to the steady value to begin with.

The results of the Engquist-Osher scheme are identical to the Godunov-Roe results except for the expected spread in the shock profile for $\xi=0$ and $\frac{1}{4} \Delta x$. The subgrid shock positions are slightly, but not significantly, more accurate than for the other schemes. Likewise, convergence with the Engquist-Osher scheme is faster, but not significantly so.

Better results were obtained with the second-order versions of the schemes. Convergence was achieved in $10-35 \%$ fewer steps than with the first-order schemes (Table 2) and the local error near the sonic point is now of the same order as elsewhere outside the shock (Table 5).

TABLE 2
The quantities $N_{\varepsilon}, E_{\varepsilon}$ and $x_{S}\left(\varepsilon=1 \times 10^{-6}\right)$ for the initial-value problem (44), solved with the second-order two-step schemes based on the numerical flux-functions of Godunov (G2, G2a), Engquist-Osher (EO2) and Roe (R2). In G2a the algebraic average (48) is used instead of (42.1). Mesh: $\Delta x=\frac{1}{16}, \Delta t=\frac{1}{2} \Delta x$


The Engquist-Osher scheme still yields a shock structure with two interior zones. For the second-order Godunov scheme we checked that the use of algebraic averaging of differences,

$$
\begin{equation*}
\text { ave }(a, b)=\frac{1}{2}(a+b) \tag{48}
\end{equation*}
$$

causes the numerical shock to overshoot and undershoot (Table 5). The accuracy of the shock position also suffers (Table 2).

The results of Roe's scheme are practically, but not exactly, identical to the Godunov results, indicating a slightly different transient behavior. Again, the internal structure (36.3) in the zones, in combination with the particular choice of initial values, provides a safeguard against the occurrence of an expansion shock.

In order to make the problem more challenging, we changed the initial values (44.2), for $\xi=0$, into

$$
u_{i}^{0}=\left\{\begin{align*}
1, & i=1, \cdots, 8,  \tag{49}\\
-1, & i=9, \cdots, 16,
\end{align*}\right.
$$

including an expansion shock at $x=0$. The results are listed in Tables 3 and 6 . Among the second-order schemes Roe's scheme now requires $30 \%$ more steps than the other schemes: apparently, the expansion shock is not so easily dissipated by Roe's scheme. Among the first-order schemes the discrepancy gets worse: the results of Roe's scheme quickly converge to the wrong solution, including the full initial expansion shock. This

TABLE 3
The quantities $N_{\varepsilon}$ and $E_{\varepsilon}\left(\varepsilon=1 \times 10^{-6}\right)$ for the initial-value problem (44.1), (49), (44.3), solved with both first- and second-order upwind schemes. Scheme R converges to the wrong weak solution. The schemes $\mathrm{R}^{*}$ and $\mathrm{R} 2^{*}$ incorporate the flux-function (29.5) for a transonic expansion. Mesh: $\Delta x=\frac{1}{16}, \Delta t=\frac{1}{2} \Delta x$.

is because the zones on either side of the expansion shock cannot be influenced by their neighbors (see Fig. 8b), and they cannot change by themselves because of (36c).

We then replaced the transonic value of the flux-function in Roe's scheme by Roe's new formula (29.5), with dramatic results. Not only was the proper solution obtained, but in considerably fewer steps than required by the other schemes (Table 3). Even for the second-order scheme convergence was significantly faster.

Finally, Table 4 shows the same quantities as Table 1 for experiments in which, in the first-order schemes, the source-term dependence of zone-boundary values was dropped. It took the schemes of Engquist-Osher and Godunov 15-25\% more steps than previously to converge to a much less accurate solution (Table 5). Roe's scheme is now unstable: it yields an expansion shock where a smooth transonic transition should be; the amplitude of this shock grows linearly with time. The reason is that

TABLE 4
The quantities $N_{\varepsilon}, E_{\varepsilon}$ and $x_{S}\left(\varepsilon=1 \times 10^{-6}\right)$ for the initial-value problem (44), solved with the first-order upwind schemes under the assumption of piecewise uniform initial values (3.1). (The label " u " in $\mathrm{Gu}, \mathrm{Ru}, \mathrm{EOu}$ stands for "uniform".) Mesh: $\Delta x=\frac{1}{16}, \Delta t=\frac{1}{2} \Delta x$.


Table 5
Converged numerical solutions and zone-averaged asymptotic solutions for the experiments of Tables 1,2 and 4 , with $\xi=\frac{1}{4} \Delta x, \varepsilon=1 \times 10^{-6}, \Delta t=\frac{1}{2} \Delta x$.

| 1 | ${ }_{u_{i}{ }^{N} \varepsilon}, u_{u_{i}}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\xi / \Delta x=1$ |  |  |  |  |  |  |  |
|  | G, R | EO | 62, R2 | 62a | E02 | Gu | EOu | exact |
|  | . 89778 | . 69778 | . 84916 |  |  |  | . 13828 | . 84899 |
| 2 | . 25516 | . 25516 | . 24249 | . 24244 | . 24248 | . 39398 | . 33330 | . 24259 |
| 3 | . 43185 | . 43184 | . 42635 | . 42610 | . 42639 | . 51176 | . 51175 | . 42687 |
| 4 | . 59682 | . 59682 | . 59379 | . 59344 | . 59364 | . 66976 | . 66976 | . 59474 |
| 5 | . 73069 | . 73069 | . 73871 | . 73726 | . 73933 | . 80171 | . 80171 | . 73976 |
| 6 | . 853367 | . 853367 | . 85462 | . 85711 | . 85231 | . 98286 | . 98266 | . 85635 |
| $?$ | . 93631 | . 93631 | . 94880 | . 91445 | . 95106 | . 96879 | . 96879 | . 94883 |
| 8 | . 98329 | . 88833 | . 98172 | 1.15231 | . 95622 | . 99759 | . 89488 | . 98759 |
| 9 | -. 52996 | -. 42699 | -. 49587 | -. 60164 | -. 47889 | -. 54359 | -. 440888 | -. 49739 |
| 18 | -. 969441 | -. 96441 | -.96449 -.9923 | -1.01358 | -. 96440 | -. 98796 | -. 98796 | -.96847 -.90254 |
| 11 | -. 899927 | -. 899927 | -. 989232 | -. 89318 | -. 998335 | -. 94826 | -. 94026 | -. 988254 |
| 12 | -. 79997 | -. 79997 | -. 880842 | -. 880667 | -. 86841 | -. 85632 | -. 85632 | -. 80192 |
| 13 | -. 67847 | -. 67847 | -.66948 -.51252 | -. 66861 | -. 66948 | -. 73932 | -. 73932 | -.67848 -.5138 |
| 14 | -. 51616 | -. 51616 | -. 51252 | -. 51223 | -. 51252 | -. 593988 | -. 593368 | -. 51328 |
| 15 | -. 34426 | -. 34426 | -. 33685 | -. 33589 | -. 33683 | -. 42473 | -. 42473 | -. 33635 |
| 16 | -.16827 | -. 16827 | -. 14650 | -. 14649 | -. 14650 | -. 23797 | -. 23797 | -. 14649 |

TABLE 6
Converged numerical solutions and zoneaveraged asymptotic solution for the experiments of Table 3 with schemes R and R2. Note the expansion shock in the results of R. Parameters: $\xi=0, \varepsilon=1 \times 10^{-6}, \Delta t=\frac{1}{2} \Delta x$.

| i | $u_{i}{ }^{\mathrm{N}} \mathrm{E}^{\prime}, \mathrm{u}_{\mathrm{i}}^{\infty}$ |  |  |
| :---: | :---: | :---: | :---: |
|  | R | R2 | exact |
| 1 | 1.08880 | . 09815 | . 89786 |
| 2 | 1.83596 | . 28976 | . 28982 |
| 3 | 1.89933 | . 47012 | . 47864 |
| 4 | 1.17699 | . 63242 | . 63337 |
| 5 | 1.25564 | . 77076 | . 77177 |
| 6 | 1.32417 | . 87880 | . 88851 |
| 7 | 1.37431 | . 95648 | . 95540 |
| 8 | 1.48069 | . 98762 | . 99359 |
| 9 | -1.4006.9 | -. 98762 | -. 99359 |
| 10 | -1.37431 | -. 95648 | -. 95540 |
| 11 | -1.32417 | -. 87889 | -. 88051 |
| 12 | -1.25564 | -. 77076 | -. 77177 |
| 13 | -1.17699 | -. 63242 | -. 63337 |
| 14 | -1.09933 | -. 47012 | -. 47064 |
| 15 | -1.03595 | -. 28976 | -. 28982 |
| 16 | -1.06060 | -. 09815 | -. 09786 |

the zone containing the sonic point (say, zone $j$ ), not influenced by its neighbors, no longer has a steady internal structure, so that the scheme locally reduces to

$$
\begin{equation*}
u_{j}^{n}=u_{j}^{0}+n \Delta t s_{j} . \tag{50}
\end{equation*}
$$

9. Recommendations. For a scalar conservation law like Burgers' equation there seems to be little reason to abandon Godunov's first-order scheme in favor of the first-order Engquist-Osher scheme. The slight simplification in the flux calculation is accompanied by a degradation of steady-shock representation and no significant acceleration of the convergence to a steady state. The simplification achieved in Roe's first-order scheme is too drastic: the scheme cannot be used "as is" near a sonic point. With the modification (29.5), however, the scheme surpasses Godunov's scheme.

Both Godunov and Engquist-Osher schemes become appreciably more elaborate when applied to a nonlinear hyperbolic system like the one-dimensional Euler equations. The interpretation of the Engquist-Osher scheme as a Godunov-type scheme in which any shock in the solution of a local Riemann problem is replaced by an overturned centered compression wave remains valid. This modification makes it possible to compute $F_{E O}\left(u_{L}, u_{R}\right)$ explicitly, while $F_{G}\left(u_{L}, u_{R}\right)$ must be determined iteratively.

The Engquist-Osher scheme, on the other hand, requires two interior points in a discrete stationary shock [5], while Godunov's scheme probably requires only one (this has not yet been proven in general).

For the Euler equations, however, Roe's more drastic simplification of Godunov's method will pay off, even though the scheme must be somewhat modified in order to reject (almost) stationary expansion shocks. This can be achieved by spreading of rarefaction waves, as in [16], or by generalizing (29.3). Numerical experience with the latter technique is still lacking.

The first-order schemes, when formulated as in § 6, have the potential of achieving any desired order of spatial accuracy in a steady numerical solution. To what degree this potential can be realized for the one-dimensional Euler equations is at present not clear. Meanwhile, the second-order two-step schemes, intended primarily for solving transient problems, seem to outperform the first-order schemes based on (36.3) in obtaining a steady solution for Burgers' equation. Experiments for the Euler equations with both kinds of schemes, conducted for [13], but not fully reported therein, indicate a similar performance.

All schemes discussed in this paper are explicit. When using their numerical flux-functions in an implicit configuration, which may be desirable in approaching a steady state, the above recommendations do not automatically carry over. As noted by Engquist and Osher [4], the nonsmooth dependence of $F_{G}\left(u_{L}, u_{R}\right)$ on its arguments in the case (iii) of a transonic shock, that is: $F_{G}\left(u_{L}, u_{R}\right) \in C^{(0)}$, invalidates the linearization needed to invert the implicit difference equations. In contrast, $F_{E O}\left(u_{L}, u_{R}\right) \in C^{(1)}$ in all cases (i), (ii) and (iii). Whether this makes a difference in practice remains to be shown.
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# MULTIPLE STEADY STATES FOR 1-D TRANSONIC FLOW 

PEDRO EMBID, $\dagger$ JONATHAN GOODMAN $\ddagger$ AND ANDREW MAJDA§


#### Abstract

The existence of multiple steady states with the same farfield behavior is discussed for simple 1-D transonic model problems. These multiple solutions all have only entropy satisfying compressive steady shock waves. Only some of these solutions are stable in the time-dependent system and are accessible through physical time-dependent perturbations. This is demonstrated by some elementary explicit solutions in a scalar model problem. However, for a large class of initial data and large C.F.L. numbers, numerical experiments show that implicit schemes can converge to the physically unstable steady states and this phenomenon is analysed. The scalar model is also discussed as a very simple numerical test problem for implicit schemes with rich structure in both the steady state and time-dependent regimes.


Key words. transonic flow, multiple steady state, false stability
Introduction. One of the main objectives in 2-D transonic flow calculations is to compute the steady flow past a given airfoil at a fixed angle of attack, $\alpha$, and with a prescribed subsonic free stream Mach number, $M_{\infty}$. At the present time, most calculations of this type are performed within the framework of the potential flow or Euler equations with highly nonuniform stretched grids to concentrate many grid points near the airfoil. Most methods developed thus far for these steady state calculations are implicit so that no C.F.L. restrictions on the time steps are imposed for stability (see [1]). Implicit methods are used for two reasons: (1) large time steps can be used when the solution is near steady state and therefore slowly varying in time; (2) with the radically stretched grids, explicit schemes would require extremely small time steps to maintain stability.

We digress for the moment and consider the simplest nonlinear time-dependent mathematical model, the scalar autonomous O.D.E.

$$
\begin{equation*}
\frac{d y}{d t}=f(y), \quad y(0)=y_{0} \tag{1.1}
\end{equation*}
$$

where $f(y)$ is a given smooth function and $y_{0}$ is some prescribed constant initial value. The steady state solutions of (1.1) are the zeros of $f(y)$, i.e., the points $y_{j}, j=1, \cdots, N$, where

$$
\begin{equation*}
f\left(y_{j}\right)=0 \tag{1.2}
\end{equation*}
$$

Regarding (1.1) as a simple model for a physical process, from a practical viewpoint, one is interested not only in finding the steady state solutions but also the "physically realizable" stable steady states. For simplicity, we assume that all the zeros of $f(y)$ are simple, i.e., $f^{\prime}\left(y_{j}\right) \neq 0$. By linearizing (1.1) about $y_{j}$, we see that these physically accessible stable steady states are the zeros, $y_{j}$, where

$$
\begin{equation*}
f^{\prime}\left(y_{j}\right)<0 \tag{1.3}
\end{equation*}
$$

[^1]and for $y_{0}$ close to $y_{j}$, the solution of (1.1) adjusts rapidly to $y_{j}$ and satisfies the estimate,
\[

$$
\begin{equation*}
\left|y(t)-y_{j}\right|<c e^{f^{\prime}\left(y_{j}\right) t}\left|y_{0}-y_{j}\right| \tag{1.4}
\end{equation*}
$$

\]

for some constant $c>0$. For those zeros $y_{j}$ with $f^{\prime}\left(y_{j}\right)>0$, the solution to (1.1) with $y_{0}$ close to $y_{j}$ diverges from $y_{j}$ at an exponential rate and these steady states for (1.1) are physically inaccessible and unstable.

Next, analogous to the computational transonic program sketched in the first paragraph, we consider the numerical problem of finding a steady state solution of (1.1). Typically, one would use Newton's method,

$$
\begin{equation*}
y_{N+1}=y_{N}-\left(f^{\prime}\left(y_{N}\right)\right)^{-1} f\left(y_{N}\right), \quad y_{0}=y_{0}, \tag{1.5}
\end{equation*}
$$

and we are guaranteed that if $y_{0}$ is close to $y_{j}$ then
The algorithm in (1.5) always converges rapidly to $y_{j}$ whether $y_{j}$ is a physically stable or unstable steady state.

The use of Newton's method for computing the steady states of the model in (1.1) is analogous to the use of large time step implicit methods for computing transonic steady states-physical time accuracy is completely ignored. In fact, implicit methods often approach Newton's method as $\Delta t \rightarrow \infty$ (see [16]). With the behavior in (1.6) in a trivial model problem, the following two questions arise:
(1) Given a fixed airfoil, angle of attack, $\alpha$, and free stream Mach number, $M_{\infty}$, can multiple steady states occur for the potential flow or Euler equations?
(2) If there are multiple steady states, can numerical methods converge to the physically unstable steady solutions?

Given the fact that both (1) and (2) occur in a context, it is important either to check the stability of the computed steady state by a posteriori methods or to develop a convergence criterion guaranteeing convergence to a physically stable steady state.

Recently, Jameson and Steinhoff [9], [10] have given very convincing numerical evidence that the phenomenon of $(1.7)(1)$ occurs for the potential flow equations by producing three distinct solutions for symmetric Joukowski profiles with zero angle of attack for a range of free stream Mach numbers. To our knowledge, no calculations addressing the issue of (1.7)(2) have been performed, but we strongly suspect, by analogy with much simpler bifurcation problems, that all three solutions are not simultaneously stable-in fact, the symmetric solution is likely to lose its stability in a range of $M_{\infty}$. However, all three have been numerically computed through a variety of implicit and multigrid methods ([9]) so there is a real possibility that the phenomenon in (2) of (1.7) also occurs in these calculations.

Our main objective here is a detailed investigation of the two questions raised in (1.7) in simpler 1-D transonic model problems. Computing solutions of the averaged 1-D duct equations (see (2.1)-(2.3)) has become a popular 1-D test problem [8], [11] for multidimensional numerical shock algorithms because one can construct explicit steady shock wave solutions with considerable smooth structure (and often resembling the pressure profiles near airfoils). In § 2, we study steady solutions of the 1-D duct equations where the area variation is confined to $0 \leqq x \leqq 1$. We fix a constant supersonic
state, $\left(\rho_{0}, m_{0}, E_{0}\right)$, for $x \leqq 0$ and a subsonic state, $\left(\rho_{1}, m_{1}, E_{1}\right)$, for $x>0$. (This is the analogue in the duct case of prescribing $M_{\infty}$ and $\alpha$ in the 2-D transonic case.) We ask the general question which is the analogue of (1.7)(1).

Are there multiple steady states with entropy satisfying steady shock waves with the prescribed values ( $\rho_{0}, m_{0}, E_{0}$ ) and ( $\rho_{1}, m_{1}, E_{1}$ ) for $x \leqq 0$ and $x \geqq 1$ respectively?
In § 2, we give a complete answer to this question and give a simple recipe for constructing all the multiple steady states with a single standing shock wave in a given duct geometry with the above prescribed exit and entry values. In particular, for the example of a converging-diverging nozzle, there are often two distinct steady states with fixed transonic exit and entry conditions. One of these solutions has an "entropy satisfying" compressive steady shock in the expanding portion of the duct while the second solution has an "entropy satisfying" compressive steady shock in the contracting portion of the duct (see Fig. 2.1) for the isentropic case). The first of these solutions is well known and is expected to be stable. Since steady compressive shocks are never observed in the contracting portion of a duct, this second solution is expected to be unstable as regards perturbations with time-dependent solutions of the duct equations even though it is a bonafide steady state weak solution with a compressive, "entropy satisfying" shock. In fact, it is possible to construct general duct geometries with arbitrarily many multiple steady states of this type. Our analysis in $\S 2$ is motivated by earlier work of Liu ([6]) on a related problem although our approach has the advantages of being simpler, explicit and "in the large" for the problems we study here. In [6], Liu considers "noninteracting" time-dependent solutions of the duct equations and finds, for example, three time-dependent "noninteracting" wave patterns in a contracting duct with the same asymptotic values at $t=0$.

In $\S 3 \mathrm{a}$, we describe an explicit scalar equation model and demonstrate very similar multiple steady state structure as we have described above for the 1-D duct equations-see Fig. 3a). (In fact, the reader interested in the ideas of our construction in § 2 without the algebraic details should first look at the analogous and much simpler construction in § 3.) This model problem has the form

$$
\begin{equation*}
u_{t}+\left(\frac{1}{2} u^{2}\right)_{x}=a(x) u, \quad u(x, 0)=u_{0}(x), \tag{1.9}
\end{equation*}
$$

where $a(x)$ is nonzero only for $0 \leqq x \leqq 1$. In $\S 3 \mathrm{~b}$, we determine some interesting explicit time-dependent solutions of (1.9) with structure and moving shock waves and use these exact solutions to develop a rigorous but elementary nonlinear stability analysis of the multiple steady state solutions of (1.9)-in fact, only the stability analysis for the nonlinear O.D.E. already discussed in (1.1)-(1.4) needs to be applied in our construction. Recently, Liu ([7]) has succeeded in rigorously proving the instability of a steady shock in a contracting duct for the much more difficult full system of 1-D duct equations by utilizing his modification of the Glimm scheme and wave interaction estimates. In $\S 4$, we discuss a variety of numerical experiments with the model equation in (1.9). We have used two implicit upwind schemes, implicit modifications with $a(\rho) \neq 0$ of the two explicit upwind schemes of Engquist and Osher [3], [4] and the explicit MacCormack method in these calculations. Through numerical experiments, we demonstrate that there is a large range of C.F.L. numbers and a large set of initial data where the implicit schemes converge to an unstable multiple steady state. We call these "falsely stable" steady states since they are stable for the numerical method but not for the time-dependent physical model problem. Thus, the difficulty addressed in question (1.7)(2) already occurs for this very simple transonic model problem in (1.9).

We also advocate (1.9) as a simple model problem with rich spatial structure in shock solutions besides possessing multiple steady states. For "transonic" exit and entry conditions, the advantage of the model in (1.9) is that all variables have prescribed physical boundary conditions and the effects of additional numerical boundary conditions on the stability and the quality of computed solutions with the tested numerical methods at large C.F.L. numbers is relatively unimportant. We also recommend the use of the explicit solutions constructed in § 3b for time-dependent test calculations (see §4). Yee, Beam and Warming ([11]) have demonstrated the striking effect of numerical boundary conditions on the stability and quality of calculations for implicit methods at large C.F.L. numbers for the 1-D duct equations where additional purely numerical boundary conditions are needed at the subsonic wall. Although we have not pursued this here, it also seems interesting to test the variety of 2-D multigrid methods for transonic flow and also the steady shock tracking method of [8] on solutions of the simple model problem in (1.9). Also, we have intentionally avoided any intrinsically 1-D or scalar methods for computing (1.9) such as via singular perturbation. Many additional details and results of computations are presented in our report [15].
2. Multiple steady transonic patterns for the duct flow. The equations that model the isentropic flow of a gas through a duct of variable area are

$$
\begin{align*}
& \rho_{t}+m_{x}=-\frac{A^{\prime}(x)}{A(x)} m,  \tag{2.1}\\
& m_{t}+\left(\frac{m^{2}}{\rho}+p\right)_{x}=-\frac{A^{\prime}(x)}{A(x)} \frac{m^{2}}{\rho} . \tag{2.2}
\end{align*}
$$

(The full gas dynamic equations are discussed in [15].)
Where $\rho$ is the density, $m$ is the mass flux density, $p$ is the pressure and $A(x)$ is the area of the cross section of the duct at the point $x$. Also $p_{\rho}>0, p_{\rho \rho}>0$ and $p$ and $p / \rho$ tend to 0 with $\rho$. As a consequence the speed of sound $c=\sqrt{p_{\rho}}$ is a well-defined quantity. Finally we assume $A(x)$ is constant for $x \leqq 0$ and $1 \geqq x$ and we consider only solutions of (2.1)-(2.2) for which $m>0$.

We are interested in finding time-independent solutions of (2.1)-(2.2) that take a certain fixed value upstream ( $x \leqq 0$ ) and another fixed value downstream ( $x \geqq 1$ ), the value upstream being supersonic $(u>c)$ and the one downstream subsonic ( $u<c$ ). These "steady transonic patterns" will exhibit in general a finite number of standing shocks, and there the Rankine-Hugoniot jump condition

$$
\begin{align*}
& m_{L}=m_{R},  \tag{2.3}\\
& \frac{m_{L}^{2}}{\rho_{L}}+p_{L}=\frac{m_{R}^{2}}{\rho_{R}}+p_{R} \tag{2.4}
\end{align*}
$$

and the entropy condition

$$
\begin{equation*}
\frac{m_{L}}{\rho_{L}}-c_{L}>0>\frac{m_{R}}{\rho_{R}}-c_{R} \tag{2.5}
\end{equation*}
$$

must be satisfied. Here the subscripts $L$ and $R$ indicate that the limiting values of the parameter from the left and the right along the shock are considered.

We are especially interested in steady transonic patterns exhibiting only one standing shock. In general these patterns are not uniquely determined by the values upstream and downstream and the idea behind the construction of these patterns is
the following. Let $w_{0}=\left(\rho_{0}, m_{0}\right)$ and $w_{1}=\left(\rho_{1}, m_{1}\right)$ be the values fixed upstream and downstream respectively. Suppressing the time dependence in (2.1)-(2.3) we get a system of ordinary differential equations. Solve that system for $x \geqq 0$ with initial condition $w_{0}$ at $x=0$ and call the solution $w_{L}(x)$ "the branch emerging from the left". Similarly, solve the system for $x \leqq 1$ with initial condition $w_{1}$ at $x=1$ and call the solution $w_{R}(x)$ "the branch emerging from the right". In § 2 a we will give sufficient conditions under which $w_{L}(x)$ can be defined for all $x \geqq 0$ and $w_{R}(x)$ for all $x \leqq 1$. Finally, let $x_{1}$ be any point in $(0,1)$ for which $w_{L}\left(x_{1}\right), w_{R}\left(x_{1}\right)$ satisfy (2.3)-(2.5); then

$$
w(x)= \begin{cases}w_{L}(x), & x<x_{1} \\ w_{R}(x), & x>x_{1}\end{cases}
$$

defines a steady transonic pattern with values $w_{0}$ for $x \leqq 0$ and $w_{1}$ for $x \geqq 1$ and with only one standing shock. Moreover, it is clear that all such patterns can be obtained in this way. Thus, everything reduces to the problem build the left and right branches and to find all the possible points for which a jump from the left branch to the right one can be accomplished.

2a. Construction of steady smooth solutions. If we look for time-independent solutions of the system (2.1)-(2.2), it reduces to the system

$$
\begin{align*}
& m_{x}=-\frac{A^{\prime}(x)}{A(x)} m \\
& \left(\frac{m^{2}}{\rho}+p\right)_{x}=-\frac{A^{\prime}(x)}{A(x)} \frac{m^{2}}{\rho} \tag{2.2'}
\end{align*}
$$

After some straightforward algebraic manipulations we get the system

$$
\begin{align*}
& m A=\text { constant }=m_{0} A_{0}  \tag{2.1"}\\
& \frac{m^{2}}{2 \rho^{2}}+h(\rho)=\text { constant }
\end{align*}
$$

where $\left(\rho_{0}, m_{0}\right)=w_{0}$ is given at $x=0$ and $h(p)$ is an antiderivative of $p_{\rho}(\rho) / \rho$.
Equation (2.1") says that the flux of mass is the same across any cross section of the duct. Equation (2.2") is Bernoulli's law, it says that the total enthalpy is constant along the duct.

The quantity $m(x)$ can be computed from (2.1"). However, in order to compute $\rho(x)$ we must study in the phase plane $(\rho, m)$ the curve

$$
\begin{equation*}
\frac{m^{2}}{2 \rho^{2}}+h(\rho)=B=\text { constant } . \tag{2.6}
\end{equation*}
$$

We call this curve the "Bernoulli curve" and the constant $B$ the "Bernoulli constant".
From (2.6) we get $m=\sqrt{2 \rho^{2}(B-h(\rho))}$. It is easy to see that $m$ is a concave function of $\rho$ and attains its maximum value $m^{*}$ at a unique point $\rho^{*}$. Moreover ( $\rho^{*}, m_{*}$ ) is the unique point of intersection (besides $(0,0)$ ) of the Bernoulli curve and the "sonic line" $m=\rho c(\rho)$. The Bernoulli curve is divided into two branches, one contained in the supersonic region $m>\rho c(\rho)$ and the other contained in the subsonic region $m<\rho c(\rho)$.

Being a concave function of $\rho$, the Bernoulli curve intersects the line $m=m(x)$ at the most at two points, one of them in the supersonic region and the other in the subsonic region. This provides two possible choices for $\rho(x)$ and the choice will depend upon the region where the initial data is; for example, for the left branch we will choose the supersonic point and for the right branch the subsonic one.

So far we have seen how to construct a smooth solution.
As a final remark, this construction of smooth solutions is possible as long as the Bernoulli curve intersects the line $m=m(x)$, that is, if $m(x) \leqq m^{*}$, or equivalently, $m_{0} A_{0} \leqq m_{*} A(x)$ for all $x$. Moreover, if $m(x)<m^{*}$ then the solution always remains either in the supersonic region or in the subsonic one.

In the construction of the transonic patterns the next step is the determination of all the possible locations for the standing shock. We will do this in § 2 b for the isentropic approximation of two reasons: first, because the two-dimensional graphical interpretation for the isentropic case is revealing; and second, because as long as the solution is smooth the entropy remains constant and when there is a jump the increase of entropy is only of the third order in the shock strength. All our constructions will generalize for the nonisentropic case but the graphical interpretation is lost (see [15]).

2b. Steady transonic patterns for the isentropic model. We recall that the Rankine-Hugoniot jump conditions for (2.1), (2.2) are given in (2.3), (2.4) and the entropy condition is given in (2.5).

The solutions we are looking for must take the value ( $\rho_{0}, m_{0}$ ) for $x \leqq 0$ and ( $\rho_{1}, m_{1}$ ) for $x \geqq 1,\left(\rho_{0}, m_{0}\right)$ lies in the supersonic region and ( $\rho_{1}, m_{1}$ ) lies in the subsonic one. Consider the Bernoulli curves going through ( $\rho_{0}, m_{0}$ ) and ( $\rho_{1}, m_{1}$ ) with corresponding Bernoulli constants $B_{0}=m_{0}^{2} / 2 \rho_{0}^{2}+h\left(\rho_{0}\right)$ and $B_{1}=m_{1}^{2} / 2 \rho_{1}^{2}+h\left(\rho_{1}\right)$, and let $\left(m_{0}\right)_{*}$ and $\left(m_{1}\right)^{*}$ be their respective maximum values when they are regarded as functions of $\rho$. If the left branch and the right branch are such that $m_{L}(x)<\left(m_{0}\right)_{*}$ and $m_{R}(x)<\left(m_{1}\right)_{*}$ for all $x$, then as we have already seen in § 2 a the left branch will take its values in the supersonic region and the right branch will take them in the subsonic one, i.e. $m_{L}(x) / \rho_{L}(x)-c_{L}(x)>m_{R}(x) / \rho_{R}(x)-c_{R}(x)$ for all $x$ and the entropy condition (2.5) will be automatically satisfied.

Next we are going to study the jump conditions (2.3), (2.4). We want to show that for any given supersonic state ( $\rho_{L}, m_{L}$ ) there is a unique subsonic state ( $\rho_{R}, m_{R}$ ) such that (2.3), (2.4) hold.

Consider the curve $m^{2} / \rho+p(\rho)=P$, where $P=m_{L}^{2} / \rho_{L}+p\left(\rho_{L}\right)$. This defines $m$ as a function of $\rho$ and it can be easily shown that this function is concave and that its unique maximum is in the sonic line $m=\rho c(\rho)$. Since ( $m_{L}, \rho_{L}$ ) belongs to the curve and it is not the maximum (because it is in the supersonic region) then by concavity of the curve $m^{2} / \rho+p(\rho)=P$ it will intersect the line $m=m_{L}$ at two points: one is ( $\rho_{L}, m_{L}$ ) and the other, $\left(\rho_{R}, m_{R}\right)$ is in the subsonic region (Fig. 2.1). Clearly these two points satisfy (2.3), (2.4) and (2.5).

As we saw in § $2 \mathrm{a},\left(\rho_{L}(x), m_{L}(x)\right)$ belongs to the branch of Bernoulli curve $m^{2} / 2 \rho^{2}+h(\rho)=B_{0}$ that lies in the supersonic region and since this curve is concave this branch can be parametrized by $m$. If we associate to each point of this branch its unique shock state we get a "curve of shocks" $\left(\rho_{\sigma}, m_{\sigma}\right)$ that is also parametrized by $m$. This curve contains all the shock states associated with the left branch ( $\left.\rho_{L}(x), m_{L}(x)\right)$, i.e., all the points where the jump can occur. The main property of this curve of shocks is given in the following proposition which provides the key to the multiple steady state construction.

Proposition 2.1. The Bernoulli constant $B(\rho, m)=m^{2} / 2 \rho^{2}+h(\rho)$ increases with $m$ along the curve of shocks.

The proof, via straightforward calculation, is given in [15].
Now we are able to carry out the construction of the steady transonic patterns. For $m(x)$ the construction is straightforward: for smooth flows we know that $m A$ is constant and at any standing shock $m_{L}=m_{R}$, but since $A(x)$ is smooth it follows that $m A$ is constant also across a standing shock. Therefore $m(x)=m_{L}(x)=m_{R}(x)=$ $m_{0} A(0) / A(x)$ and $m(x)$ does not exhibit jumps along the duct. Finally let us remark that $m_{0}$ and $m_{1}$ cannot be arbitrarily prescribed since $m_{0} A(0)=m_{1} A(1)$.

The construction of $\rho(x)$ is as follows: assume for the moment that $B_{0}>B_{1}$. Since the Bernoulli constant increases from 0 to $B_{0}$ with $m$ along the curve of shocks there is a unique point ( $\rho_{1}^{J}, m^{J}$ ) of intersection of the curve of shocks with the Bernoulli curve $B_{1}$. The associated supersonic state ( $\rho_{0}^{J}, m^{J}$ ) lies on the Bernoulli curve $B_{0}$ by construction. Therefore the only way to jump from the Bernoulli curve $B_{0}$ to $B_{1}$ in the ( $\rho, m$ ) phase space is through these points. On the other hand we know that values ( $\rho_{L}(x), m_{L}(x)$ ) belong to the branch of the Bernoulli curve $B_{0}$ contained in the supersonic region and ( $\rho_{R}(x), m_{R}(x)$ ) belong to the branch of the Bernoulli curve $B_{1}$ contained in the subsonic region. Therefore if we want to jump in the $x$-physical space from $\rho_{L}(x)$ to $\rho_{R}(x)$ we must find all the points $x_{j}$ for which $m\left(x_{j}\right)=m^{J}$ and define

$$
\rho(x)= \begin{cases}\rho_{L}(x), & x<x_{j}, \\ \rho_{R}(z), & x>x_{j} .\end{cases}
$$

Finally let us remark that for $B_{0}<B_{1}$ no construction is possible because the maximum value attained by the Bernoulli constant on the curve of shocks associated with $B_{0}$ is $B_{0}$, but $B_{0}<B_{1}$ and the curve of shocks never intersects $B_{1}$.

Summarizing:
(a) If $B_{0}<B_{1}$, no steady transonic pattern with fixed values at $x \leqq 0$ and $x \geqq 1$ exists.
(b) If $B_{0}>B_{1}$, all the possible patterns are obtained by jumping from the left branch to the right at any point $x_{j}$ for which $m\left(x_{j}\right)=m^{J}$. Therefore the geometry of the duct is incorporated in the last step of solving the equation $m\left(x_{j}\right)=m^{J}$.

We finish this section by showing the possible patterns appearing in the contract-ing-expanding nozzle (de Laval nozzle) (Fig. 2.1), where two different steady solutions of the duct equations with the same entry and exit conditions and each one exhibiting a single standing shock are displayed (in this case the equation $m\left(x_{j}\right)=m^{J}$ has only two roots).
3. A scalar model with multiple steady states. Here we consider the simple scalar model problem,

$$
\begin{equation*}
u_{t}+\left(\frac{1}{2} u^{2}\right)_{x}=a(x) u, \quad u(x, 0)=u_{0}(x), \tag{3.1}
\end{equation*}
$$

where $a(x)$ varies for $0<x<1$ and vanishes for $x<0$ or $x>1$. Given a shock curve $(x(t), t)$, the Rankine-Hugoniot jump conditions for (3.1) are given by

$$
\begin{equation*}
\frac{d x}{d t}=\frac{u^{L}(x(t), t)+u^{R}(x(t), t)}{2} \tag{3.2}
\end{equation*}
$$

while the entropy condition (see [5]) requires

$$
\begin{equation*}
u^{L}(x(t), t)>u^{R}(x(t), t) \tag{3.3}
\end{equation*}
$$



Fig. 2.1. Converging-diverging nozzle showing the two possible solutions: one with a single standing shock at $x=x_{1}$ and the other with a single standing shock at $x=x_{2}$.
where $u^{L}, u^{R}$ are the limiting values from the left and right along the shock. We have two objectives in this section. First, we show that the simple equation in (3.1) already exhibits analogous multiple steady state transonic profiles with fixed exit and entry conditions. Then, we give a simple, explicit and rigorous nonlinear stability analysis for the multiple steady states in the model problem with suitably perturbed timedependent solutions of (3.1).

3a. Multiple steady states for the model. We are interested in finding the steady state solutions of (3.1) with prescribed constant valus $u_{0}$, for $x \leqq 0$, and $u_{1}$, for $x \geqq 1$. In the model, it is a simple matter to compute the left and right branches of the smooth steady solutions of (3.1) emanating from $u_{0}$ and $u_{1}$ since they satisfy the O.D.E., $u_{x}=a(x)$. In fact, we have

$$
\begin{align*}
& u^{L}(x)=u_{0}+A(x),  \tag{3.4}\\
& u^{R}(x)=u_{1}+A(x)-A_{1},
\end{align*}
$$

where $A(x)=\int_{0}^{x} a(s) d s$ and $A_{1}=\int_{0}^{1} a(s) d s$. We remark that the condition

$$
\begin{equation*}
u^{L}(x)>u^{R}(x) \tag{3.5}
\end{equation*}
$$

is valid for all $x$ provided that the three constants, $u_{0}, u_{1}, A_{1}$ satisfy

$$
\begin{equation*}
u_{0}>u_{1}-A_{1} . \tag{3.6}
\end{equation*}
$$

For the remainder of this section, we assume that the condition in (3.6) is satisfied for these constants. To find the steady state solutions in the model, we introduce the function

$$
\begin{equation*}
f(x)=\frac{u^{L}(x)+u^{R}(x)}{2} \equiv \frac{u_{0}+u_{1}-A_{1}}{2}+A(x) . \tag{3.7}
\end{equation*}
$$

If $x_{j}$ is a root of $f\left(x_{j}\right)=0$, i.e., $A\left(x_{j}\right)=-\left(u_{0}+u_{1}\right) / 2+A_{1} / 2$, it follows from the jump conditions in (3.2) with $d x / d t \equiv 0$ that

$$
u(x)= \begin{cases}u^{L}(x), & x<x_{j},  \tag{3.8}\\ u^{R}(x), & x>x_{j},\end{cases}
$$

is a steady solution of (3.1) and furthermore, by using (3.5) and (3.6), we see that $u(x)$ automatically stisfies the entropy condition in (3.3). Thus, we have the following:

Criterion for multiple steady states. Given $u_{0}, u_{1}, A_{1}$, satisfying (3.6) the transonic steady state solutions of (3.1) with fixed exit and entry values, $u_{0}, u_{1}$, and a single standing shock wave are in one to one correspondence with the distinct roots of the function, $f\left(x_{j}\right)=0$, from (3.7) via the formula in (3.8). Thus, several distinct roots of (3.7) imply that there are multiple steady states. In fact, we can choose $a(x)$ to guarantee an arbitrarily large number of multiple steady states satisfying the entropy conditions for fixed exit and entry conditions, $u_{0}, u_{1}$.

We illustrate this criterion with an example which is the analogue for the model in (3.1) of the converging-diverging nozzle discussed in § 2. In the model, $\boldsymbol{A}(x)=$ $\int_{0}^{x} a(s) d s$ has the same role as the cross sectional area in the duct case. Thus, for the analogue of the converging-diverging nozzle, $\boldsymbol{A}(x)$ has a graph as depicted in Fig. 3.1. Of course, in this case, $A_{1}<A_{\text {max }}$ and the equation, $f(x)=0$, has two distinct roots in [0,1] provided that the constants, $u_{0}, u_{1}, A_{1}$ satisfy (see Fig. 3.1)

$$
\begin{equation*}
\frac{A_{1}}{2}<\frac{-\left(u_{0}+u_{1}\right)}{2}<A_{\max }-\frac{A_{1}}{2} . \tag{3.9}
\end{equation*}
$$

To guarantee the entropy condition in (3.3), we also need to require (from (3.6))

$$
\begin{equation*}
u_{0}>u_{1}-A_{1} . \tag{3.10}
\end{equation*}
$$

We claim that given the constant, $A_{1}$, determined from the geometry, there are many choices of $u_{0}, u_{1}$ satisfying (3.9) and (3.10). (For example, we set


Fig. 3.1. Plot of typical $\boldsymbol{A}(x)=\int_{0}^{x} a(s) d s$ with analogous behavior as in contracting expanding nozzle. $x_{i}, i=1,2$ are the roots of $0=f(x)=A(x)+\left(u_{0}+u_{1}-A_{1}\right) / 2$.

$$
\begin{equation*}
u_{0}=u_{1}-A_{1}+d \quad \text { with } d>0 \tag{3.11}
\end{equation*}
$$

so that (3.10) is automatically satisfied. For details, see [15].) See the graphs drawn in Fig. 3.2. This is the analogous behavior to that occurring in the converging-diverging nozzle discussed in § 2.


Fig. 3.2. A typical case with two distinct steady states with the same exit conditions $u_{0}, u_{1}$ with a single entropy satisfying standing shock wave at either $x_{1}$ or $x_{2}$, respectively, for the model with $A(x)$ as in Fig. 3.1.

3b. Explicit nonlinear stability analysis. For the case of a converging-diverging nozzle, it is well known that shocks in the diverging part of the duct are the only ones experimentally observed. This implies that the duct geometry is a determining factor in the stability of such transonic patterns. In the model problem, the analogous stability phenomena are expressed by the:

Conjecture. Standing shock waves at locations $x_{j}$ with $a\left(x_{j}\right)<0\left(a\left(x_{j}\right)>0\right)$ are stable (unstable) against small time-dependent perturbations of (3.1).

Our purpose here is to give an elementary rigorous nonlinear stability analysis strongly supporting this conjecture and to build some interesting explicit time-dependent solutions of (3.1) with structure. For a fixed $u_{0}, u_{1}$, we assume that we have a finite number of multiple steady state solutions of (3.1) determined by the formula in (3.8), where $x_{j}$ are the roots, $f\left(x_{j}\right)=0$, from (3.7). We observe that $f^{\prime}(x)=a(x)$, thus

$$
\begin{equation*}
f^{\prime}\left(x_{j}\right)<0(>0) \quad \text { if and only if } \quad a\left(x_{j}\right)<0(>0) . \tag{3.12}
\end{equation*}
$$

We will not study general perturbations for (3.1) but instead explicitly analyse the time-dependent behavior of solutions of (3.1) defined by initial data with the form,

$$
u^{0}(x, \alpha)= \begin{cases}u^{L}(x), & x<\alpha,  \tag{3.13}\\ u^{R}(x), & x>\alpha,\end{cases}
$$

where $\alpha$ is a parameter. These are initial data with a moving shock wave located initially at $x=\alpha$-of course, for $\alpha=x_{j}$, we have the steady state solutions from (3.8). With the above initial data, we can construct the exact solution of the time-dependent equation in (3.1) by using only a single quadrature. The idea is that $u^{L}(x), u^{R}(x)$ are both exact smooth solutions of the model equation in (3.1) so that we only need to determine the location of the shock at later times to build the explicit solution to (3.1). Thus, we claim that a time-dependent solution of (3.1) with the initial data from (3.13) exists with the form,

$$
u(x, t, \alpha)= \begin{cases}u^{L}(x), & x<x(t, \alpha)  \tag{3.14}\\ u^{R}(x), & x>x(t, \alpha)\end{cases}
$$

The shock location is determined by requiring that the Rankine-Hugoniot jump conditions from (3.3) are satisfied across $x(t, \alpha)$. Thus, $x(t, \alpha)$ should satisfy the autonomous nonlinear O.D.E.,

$$
\begin{align*}
& \frac{d x(t, \alpha)}{d t}=\frac{u^{L}(x(t, \alpha))+u^{R}(x(t, \alpha))}{2} \equiv f(x(t, \alpha)), \\
& \left.x(t, \alpha)\right|_{t=0}=\alpha, \tag{3.15}
\end{align*}
$$

where $f(x)$ was defined in (3.7). We recall that the solution of (3.15) for $\alpha \neq x_{j}$ is determined by the quadrature formula,

$$
\begin{equation*}
t(x, \alpha)=\int_{\alpha}^{x} \frac{d x}{f(x)} \tag{3.16}
\end{equation*}
$$

By reversing the above steps, we see that provided (3.15) is satisfied, the function in (3.14) defines an explicit solution of (3.1) with the initial data in (3.13). Furthermore, since (3.6) guarantees (3.5), the entropy condition in (3.3) is automatically satisfied for this moving shock wave. The stationary points of the autonomous O.D.E. in (3.15) are the points, $x_{j}$, with $f\left(x_{j}\right)=0$ and these are precisely the locations of the steady shocks in (3.8). Thus, we have reduced the nonlinear stability analysis for the special data in (3.13) to that for the scalar autonomous O.D.E. discussed in the introduction.

Let's illustrate this explicit nonlinear stability analysis for the two distinct steady state solutions discussed at the end of § 3a and depicted in Fig. 3.2 (the analogue of the converging-diverging nozzle). Recall that at $x_{1}, f\left(x_{1}\right)=0$ but $f^{\prime}\left(x_{1}\right)=a\left(x_{1}\right)>0$ and intuitively, the corresponding steady solution from (3.8) is unstable. We have $f(x)<0$ for $x<x_{1}$ so from (3.15) and our remarks in the introduction, if we choose the initial shock location, $\alpha<x_{1}$, the explicit shock wave solution in (3.14) moves to the left becoming after a finite time, $T$, the time-dependent steady shock with constant velocity given by

$$
u(x, t)= \begin{cases}u_{0}, & x<\left(\frac{u_{0}+u_{1}-A_{1}}{2}\right)(t-T), \\ u_{1}-A_{1}, & 0 \geqq x>\left(\frac{u_{0}+u_{1}-A_{1}}{2}\right)(t-T)\end{cases}
$$

for $t>T$. On the other hand, if we choose $\alpha$ with $x_{1}<\alpha<x_{2}, f(x)>0$ for $x_{1}<x<x_{2}$ and from (3.15) the explicit solution from (3.14) approaches the steady state of (3.8) with $f\left(x_{2}\right)=0$ (where $f^{\prime}\left(x_{2}\right) 0=a\left(x_{2}\right)<0$ ) asymptotically as $t \rightarrow \infty$. The rate of adjustment of the shock location, $x(\alpha, t)$, to $x_{2}$ can be estimated for large $t$ by

$$
\left|x(\alpha, t)-x_{2}\right| \leqq c_{0} e^{a\left(x_{2}\right) t} .
$$

Thus, we have rapid adjustment of these perturbed shock profiles to the steady state with shock location at $x_{2}$. The same remark applies if $\alpha>x_{2}$ since $f(x)<0$ for $\alpha>x_{2}$ and we have rapid adjustment to this same steady profile with shock located at $x_{2}$. Therefore, for these special initial data, we have explicitly demonstrated the conclusion of the conjecture.

In fact, the reader can see that by appealing to the elementary stability properties of scalar O.D.E.'s ((1.2)-(1.4)), the above arguments supporting the conjecture are valid for general duct geometries with many multiple steady states for the model problem. By using the quadrature formula in (3.16), one can even discuss nonlinear stability for multiple roots $x_{j}$ with $f\left(x_{j}\right)=0, f^{\prime}\left(x_{j}\right)=0$. We omit this additional straightforward analysis here.

Finally, we remark that our analysis does not rigorously prove the stability of the shock wave located at $x_{1}$ to all small perturbations. However, this analysis does support the conjecture and we have rigorously demonstrated the instability of the steady shock at $x_{1}$.
4. Numerical results on the scalar model problem. In this section we describe our numerical experiments on the scalar model problem:

$$
\begin{align*}
& u_{t}+\frac{1}{2}\left(u^{2}\right)_{x}=a(x) u, \quad 0<x<1,  \tag{4.1}\\
& u_{0}=u(0, t)>0, \quad u_{1}=u(1, t)<0 .
\end{align*}
$$

We exhibit the falsely stable, but entropy satisfying, steady solutions to the difference schemes and show that these nonphysical solutions have a sizeable domain of attraction under the numerical relaxation process. We illustrate the use of (4.1) as a model problem for numerical computations by solving (4.1) in cases both steady and unsteady, where explicit solutions are known (see § 3).

The problem (4.1) differs from (3.1) only by the imposition of boundary conditions at $x=0$ and $x=1$. However, all solutions in § 2 were constant for $x>1$ or $x<0$ so they are also solutions of (4.1). Our numerical test problem (4.10) does not have $a^{\prime}(x)$ going smoothly to zero at $x=0$ or $x=1$. This could be a source of numerical problems if the numerical boundary treatment involved extrapolating $u$ or $a$ outside the computational domain $0 \leqq x \leqq 1$, where $u$ and $a$ are smooth. We have not used such boundary schemes.

A difference approximation to the time-dependent problem (4.1) can be used either to compute the time evolution of the system or as a relaxation method for solving the steady state difference equations. In the second case we take for efficiency the largest time steps for which the method is stable. However, if the time steps are too large to resolve the time evolution of (4.1) (see Fig. 4.5), then the stability properties of a steady state solution may change. A steady solution to (4.1) which satisfies the entropy condition but is unstable to small perturbations in physical time may be a stable steady solution to the numerical time step iteration. We call this phenonemon false stability and demonstrate that it can occur for large time step implicit methods with Courant number as small as 23. As mentioned in the introduction, we believe that analogous numerical phenomena are occurring in the multiple steady state solutions to the steady two-dimensional transonic potential equations in various regimes of free stream Mach number, air foil shape and angle of attack as reported in [9] and [10]. By contrast [13] reports spurious multiple solutions to the nonlinear difference equations which are not related to multiple solutions of a differential equation.

We believe that (4.1) is a useful model problem because it is simple and yet has solutions with enough interesting structure to be a genuine test of a numerical scheme (see in particular our remarks on the first order upwind scheme). Like the inviscid Burgers equations, (4.1) has many explicit analytical solutions both steady and unsteady. With boundary conditions satisfying the inequalities in (4.1) there are only inflow boundaries so no special boundary conditions are needed. On the other hand, steady solutions to (4.1) are not piecewise constant and may even have smooth sonic point transitions, depending on the choice of $a(x), u_{0}$ and $u_{1}$.

In the rest of this section we first describe three numerical methods we have used, a first and second order accurate upwind scheme and the explicit MacCormack scheme. We present steady solutions of the difference schemes and compare them with the exact solution computed from (3.16) using higher order Gauss quadrature; then we present the falsely stable steady states and show how the domain of attraction of a falsely stable solution depends on the Courant number. Next we examine the time accuracy of the schemes for the full time-dependent problem (4.1) in cases where exact solutions are given in § 3. Finally we analyze the large boundary errors of the upwind schemes and show that they are not due to improper boundary treatment but to the exceptional low accuracy of the first order scheme near a sonic point. This leads to a simple modification of the first order scheme, analogous to the box scheme, which eliminates the sonic point problem and gives second order accurate steady profiles.
I. The methods.
a) The first order upwind scheme. We use the form of upwind differencing proposed by Engquist and Osher ([3]) together with backward implicit Euler time differencing to get

$$
\begin{equation*}
u(x, t+k)=u(x, t)-\frac{\lambda}{2} D^{u}\left[u^{2}(x, t+k)\right]+k a(x) u(x, t+k), \tag{4.2}
\end{equation*}
$$

where $D^{u}$ is their upwind scheme with switching through zero. Since this is a three point scheme it could be used at every interior grid point. With all inflow boundaries we simply gave the specified boundary values at the boundary grid points.

The implicit equations (4.2) are a coupled system of nonlinear equations with a tridiagonal Jacobian matrix $J(u(\cdot, t+k), \lambda, k)$. Rather than solving the system exactly at each time step we took only one Newton iteration per time step using $u(\cdot, t)$ as the initial guess. This linearized implicit scheme takes the form

$$
\begin{equation*}
J(u(\cdot, t), \lambda, k) \cdot(u(\cdot, t+k)-u(\cdot, t))=-\frac{\lambda}{2} D^{u} u^{2}(\cdot, t)+k a u(\cdot, t) . \tag{4.3}
\end{equation*}
$$

In our experience the linear system $J u=0$ can always be solved without pivoting using a bidiagonal $L U$ factorization of $J$. This makes (4.3) an efficient method. As was pointed out by Engquist and Osher, one advantage of (4.2) is that the resulting Jacobian $J$ is a continuous function of $u$ so that Newton's method will converge quadratically. Godunov's version of the upwind scheme does not have this property.
b) The second order upwind scheme. The second order three point one-sided difference formula is

$$
\begin{align*}
\frac{d f}{d x} & =\frac{1}{h}\left(-\frac{1}{2} f(x+2 h)+2 f(x+h)-\frac{3}{2} f(x)\right)+O\left(h^{2}\right)  \tag{4.4}\\
& =\frac{1}{h} D^{++} f(x)+O\left(h^{2}\right)
\end{align*}
$$

As in the first order method we retain conservation form by using ( $D^{--}$is the backward analogue of $D^{++}$)

$$
\begin{equation*}
\left(u^{2}\right)_{x} \cong \frac{1}{h}\left[D^{++}\left(\psi(u) u^{2}\right)+D^{--}\left(\phi(u) u^{2}\right)\right]=\frac{1}{h} D^{u u}\left(u^{2}\right) \tag{4.5}
\end{equation*}
$$

(with $\psi(u)=\frac{1}{2}(\operatorname{sgn} u+1), \phi(u)=-1 \psi(u)$. Since this is a five point scheme it could not be used at the interior grid points adjacent to boundary points. At these points we used the first order upwind difference. Other second order one-sided schemes with more complex switches are developed in [4].

To achieve large Courant numbers we want a linearized implicit method like (4.3) but we want to avoid factoring the pentadiagonal $J^{\prime}$ resulting from (4.5). Following a suggestion of R. Warming we tried using the matrix $J$ from (4.3),

$$
J(u(\cdot, t), \lambda, k) \cdot(u(\cdot, t+k)-u(\cdot, t))=-\frac{\lambda}{2} D^{u u} u^{2}(\cdot, t)+k a u(\cdot, t)
$$

This gave an improved but still limited stability bound on $\lambda$. We finally achieved a very large $\lambda$ bound by using an ad hoc tridiagonal matrix $M(\alpha)$. If $J^{\prime \prime}$ is the tridiagonal restriction of $J^{\prime}$ gotten from $J^{\prime}$ by simply setting the off-diagonal elements to zero, then

$$
\begin{align*}
& M(\alpha)=\alpha J^{\prime \prime}(u)+(1-\alpha) J(u),  \tag{4.6}\\
& M(\alpha)(u(\cdot, t+k)-u(\cdot, t))=-\frac{\lambda}{2} D^{u u} u^{2}(\cdot, t)+\operatorname{kau}(\cdot, t) \tag{4.7}
\end{align*}
$$

was stable with $\lambda=600, \alpha=0.45$. As with the first order scheme, pivoting was never needed.

Both (4.3) and (4.7) are in " $\Delta$ form" (see Beam and Warming [12]) so that the steady solution, if it exists, is independent of $\lambda$.
c) The explicit MacCormack scheme. With $v(x, t+k)$ defined by

$$
\begin{equation*}
v(x, t+k)=u(x, t)-\frac{\lambda}{2} D^{+} u^{2}(x, t)+k a(x) u(x, t) \tag{4.8}
\end{equation*}
$$

we maintain second order accuracy and get a completely explicit method

$$
\begin{align*}
u(x, t+k)= & u(x, t)-\frac{\lambda}{4}\left[D^{+} v^{2}(x, t+k)+D^{-} u^{2}(x, t)\right] \\
& +k \frac{a(x)}{2}[u(x, t)+v(x, t+k)] . \tag{4.9}
\end{align*}
$$

This is MacCormack's explicit method modified slightly to take into account the additional term $a(x) u$ in (4.1). For linear constant coefficient problems (4.8), (4.9) is stable when $k$ is small enough and we had no problems computing with $\lambda=0.5$. At the right boundary we used (4.8) to predict $v(1, t+k)$ rather than using the known boundary value $u_{1}$. The local third order truncation error is preserved in this way.

In the above we gave $\lambda$ values which were the ratio of the time step size $k$ to the space step $h$. The Courant number is this ratio nondimensionalized by multiplying by the fastest wave speed in the problem. In our test problem (4.10) this is $\frac{1}{2}$ since the largest $u$ value is $u=1$ at $x=0$. Thus, we ran the explicit MacCormack scheme at Courant number $\frac{1}{4}$ and scheme (4.7) at Courant number 300.
II. Numerical results and discussion. For a specific test problem we used (4.1) with

$$
\begin{equation*}
a(x)=6 x-3, \quad u_{0}=1, \quad u_{1}=-0.1 \tag{4.10}
\end{equation*}
$$

Using the analysis from § 3 we see that there are two entropy satisfying steady solutions. One is stable in time with a standing shock at $x_{1}=0.18$ and one has an unstable standing shock at $x_{2}=0.82$. Here, unlike the example discussed in $\S 3, x_{1}$ is stable and $x_{2}$ is unstable since the sign of $a$ is reversed. In all our runs we took initial data to follow the solution branches $u(x)=u_{l}(x)$ for $x \leqq x_{0} u(x)=u_{r}(x)$ for $x>x_{0}$ (see (3.4)). This guarantees that the exact solution to the time-dependent problem always follows these solution branches with a time-dependent jump location $x(t)$. The right boundary value $u_{1}=-0.1$ is close to the sonic point $u=0$ and this causes problems for the upwind schemes.
a) Accuracy of numerical approximations to the time stable steady solution. We computed the steady profiles by taking the initial jump $x_{0}=x_{1}$ and marching in time until the convergence criterion,

$$
\sup _{x}|u(x, t+k)-u(x, t)| \leqq C_{\mathrm{conv}}
$$

was satisfied. We found little difference in the solution when $C_{\text {conv }}$ ranged between $10^{-5}$ and $10^{-10}$ or when the Courant number ranged from 0.1 to 0.75 to 500 for the explicit and implicit schemes, respectively.

For the first order upwind scheme (4.3) the accuracy is low (see Fig. 4.1). This should be contrasted with the high accuracy of the scheme for steady solutions of Burgers' equation (Engquist and Osher [9]) which we regard as somewhat accidental. However, the scheme being monotone, there are no numerical oscillations around the shock.

IMPLICIT ENGOUIST-OSHER UPWIND SCHEME


Fig. 4.1. Computer stable steady profile, implicit Engquist-Osher scheme, 40 points.

The second order upwind scheme (4.7) is not monotone so we should not be surprised that the shock profile is not monotone. One point of overshoot on either side of the shock is characteristic of the method (see Fig. 4.2). The accuracy is much better than the first order scheme except for the large error at the right boundary caused by the proximity of the boundary value $u=-0.1$ to the sonic point $u=0$. We give a discussion and remedy at the end of the section.

## SECOND ORDER UPWIND SCHEME



Fig. 4.2. Computed stable steady profile, second order upwind scheme 40 points.

The explicit MacCormack scheme is also accurate with more than 10 points (see Fig. 4.3), but there may be oscillations around the shock. We note that this is a particularly severe test of the scheme since we used no extra artificial damping.
b) Convergence to falsely stable steady solutions. We took initial data with a jump at

$$
x_{0}=d x_{1}+(1-d) x_{2} .
$$

We report Courant numbers, $c$, with $c=\lambda / 2$, since the fastest wave speed is $\frac{1}{2}$ which occurs at the right boundary where $u=1$. We found, for example, that using the second order upwind scheme (4.7) with $\alpha=0.45, c=300$ and $0 \leqq d \leqq 0.3$ the numerical solution would converge to the unstable steady solution (see Fig. 4.4) with a shock at $x_{2}$. These falsely stable solutions are accurate approximations to exact entropy satisfying but physically unstable solutions of (4.1).

For the first order scheme (4.3) we did systematic experiments with false stability. When the initial data was not far from the unstable solution we found three ranges of Courant number. For $c<c_{i}$ the numerical solution would converge to the physically stable solution. For $c_{i}<c<c_{f}$ the time integration became unstable. See Fig. 4.5 for signs of the onset of this instability. For $c>c_{f}$ we got convergence to the physically unstable steady state. Table 1 gives experimental values for $c_{i}$ and $c_{f}$ as functions of $d$.

## EXPLICIT MAC CORMACK SCHEME



Fig. 4.3. Computed stable steady profile, MacCormack scheme, 40 points.
Table 1

| $d$ | 0 | 0.1 | 0.2 | 0.3 | 0.35 | 0.4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $c_{i}$ | 3.1 | 3.1 | 3.7 | 4.4 | 6.1 | 12 |
| $c_{f}$ | 22.5 | 23 | 33 | 60 | 143 | $*$ |

* Could not get convergence to the unstable steady state.
c) Accuracy of time-dependent solutions. With an initial shock at $x_{0}=0.7$ (close to the unstable standing shock location) we computed solutions of (4.1) with time steps small enough to resolve the time evolution. First we report some results of time-dependent calculations given in detail in [15]. With 20 points and Courant number $c=\frac{1}{4}$ we observed that the upwind scheme (4.3) had roughly the correct time-dependent shock position but, as for the steady profiles, low overall accuracy. Engquist and Osher report [4] that for Burgers' equation moving shocks are more smeared than standing shocks. Here we did not observe any extra smearing in the moving shocks. The smearing is less than that of a typical monotone first order scheme. In the same situation ( 20 points, $c=\frac{1}{4}$ ) the explicit MacCormack scheme did rather poorly with large oscillations on one side of the shock. These oscillations disappeared as the solution approached the steady state. We repeat that this is a particularly severe test of MacCormack's scheme since we added no extra artificial dissipation.

In Figs 4.5, 4.6, 4.7 we show the upwind scheme with $c=3$ and 40 points. This value of $c$ is near to the onset of the instability reported in Table 1. The instability is localized around the shock front since the scheme is stable for smooth solutions.
d) Upwind differencing at a sonic point. As a demonstration that the error at the right endpoint is due to proximity to a sonic point, and not due to the numerical boundary for upwind schemes, we computed the profiles for $0 \leqq x \leqq 0.9$ so that the


Fig. 4.4. Computed falsely stable steady profile, second order upwind scheme, 40 points.
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Fig. 4.5. Time-dependent computations, implicit Engquist-Osher scheme, Courant number 3.0, 40 points.
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Fig.4.6. Time-dependent computations, implicit Engquist-Osher scheme, Courant number 3.0, 40 points.
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Fig. 4.7. Time-dependent computations, implicit Engquist-Osher scheme, Courant number 3.0, 40 points.
right boundary value would be far from the sonic point. Figs. $4.8,4.9$ show that the large boundary errors disappeared in this calculation. In [15], we give a more elaborate discussion of this error, another remedy and also many other computational results.
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FIG. 4.8. Computed steady profile with nonsonic boundary conditions, implicit Engquist-Osher scheme, 40 points.

## SECOND ORDER UPWIND SCHEME



FIG. 4.9. Computed steady profile with nonsonic boundary condition, second order upwind scheme, 40 points.
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# ADDITION OF POINTS TO GAUSS-LAGUERRE QUADRATURE FORMULAS* 

D. K. KAHANER, $\dagger$ J. WALDVOGEL $\ddagger$ AND L. W. FULLERTON§

Abstract. The Gauss-Laguerre quadrature formula is defined by

$$
I f=\int_{0}^{\infty} e^{-x} f(x) d x \simeq \sum_{i=1}^{n} \alpha_{i}^{(n)} f\left(\xi_{i}^{(n)}\right),
$$

where the numbers $\alpha_{i}^{(n)}$ and $\xi_{i}^{(n)}$ are weights and nodes. A common method of estimating the error of this rule is to evaluate the quadrature rule for two different values of $n$ and to then compare the difference in the answers. Unfortunately, none of the nodes are in common for the two different quadrature rules, and so the function must be evaluated at each separate node.

We investigate in this paper the addition of points to the Gauss-Laguerre rule such that the new points are real, lie in the interval of integration, and the associated weights are positive. Such rules enable one to estimate economically the error of quadrature, because the function values at the Gauss-Laguerre abscissae are reused. The weights and nodes for some suitable low-order formulae are given in Table 2.

Key words. automatic quadrature, adaptive quadrature, extrapolation

1. Introduction. Many practical applications require the evaluation of integrals of the form

$$
\begin{equation*}
I f=\int_{0}^{\infty} e^{-x} f(x) d x \tag{1.1}
\end{equation*}
$$

When $f(x)$ is a well-behaved function, the best known method for estimating this integral is by the use of Laguerre-Gauss quadrature [1]: we approximate If by the sum

$$
\begin{equation*}
Q_{n} f=\sum_{i=1}^{n} \alpha_{i}^{(n)} f\left(\xi_{i}^{(n)}\right) \simeq I f . \tag{1.2}
\end{equation*}
$$

The numbers $\alpha_{i}^{(n)}, \xi_{i}^{(n)}$, called weights and nodes, are determined by the requirements that $Q_{n} f=$ If whenever $f$ is a polynomial of degree $2 n-1$. These nodes and weights have been extensively tabulated [2], or may be computed directly [7]. For many functions, $Q_{n} f$ provides a good estimate of $I f$, but for practical purposes this number by itself is not sufficient because it is not accompanied by an error estimate. A common approach is to compute $Q_{n} f$ for two different values of $n$ and utilize the difference or something derived therefrom to estimate the error. Unfortunately, the set of nodes $\left\{\xi_{i}^{(n)}\right\}$ is different for each $n$; there are no points in common. In this paper we provide new formulas of the type

$$
\begin{equation*}
K_{n, k} f \equiv \sum_{i=1}^{n} A_{i}^{(n, k)} f\left(\xi_{i}^{(n)}\right)+\sum_{j=1}^{k} B_{j}^{(n, k)} f\left(x_{j}^{(n, k)}\right) \simeq I f . \tag{1.3}
\end{equation*}
$$

We call $K_{n, k} f$ an extended Gauss-Kronrod quadrature rule. These formulas make maximum use of old function values $f\left(\xi_{i}^{(n)}\right)$ but augment them with $k$ new evaluations $f\left(x_{j}^{(n, k)}\right)$. When no confusion can result we drop the superscripts. In analogy with (1.2) the new weights and nodes $A_{i}, B_{j}, x_{j}$ in (1.3) are determined by the requirement that $K_{n, k} f=$ If whenever $f$ is a polynomial of degree $2 k+n-1$.

[^2]In $\S \S 2$ and 3 we describe the technique which has been used to compute the nodes and weights. (As will be seen, this technique is perfectly general although we have only applied it in detail to the Laguerre case.) Henceforth when explicit integrals are required we use the inner product notation $\langle f, g\rangle$ to denote

$$
\begin{equation*}
I f g=\langle f, g\rangle=\int w(x) f(x) g(x) d x \tag{1.4}
\end{equation*}
$$

for nonnegative, integrable $w(x)$. Section 4 illustrates the new Laguerre weights and nodes for various $n$ and $k$, and provides some examples. A more complete tabulation is given in [8]. Section 5 gives, informally, more details about the numerical accuracy and stability of the techniques we utilized to obtain the new formulas.

Formula (1.3) was first considered in [3] for integration on a finite interval and with $k=n+1$. If $k \leqq n$ it is shown in [6, Lemma 1] for [ $-1,1$ ], $w(x)=1$ that the formulas do not exist. This result generalizes easily for any $w(x)>0$. For later work and more theoretical background see [4] and [5]. In the case of Gaussian formulas it is very well known that the nodes $\xi_{i}$ are on the integration interval and the weights $\alpha_{i}$ are always positive. To be practical the new formulas (1.3) must have similar properties, e.g., $A_{i}>0, B_{j}>0, x_{j} \geqq 0$ (in the Laguerre case). Unfortunately for certain values of $n$ and $k$ one or more of these inequalities fails (see Table 1 ), and there is yet no successful theory to predict this failure in advance with any generality. Thus, there are several combinations of $n$ and $k$ (but not all combinations) from which it is possible to select a formula. For estimating errors in the Gauss formulas, the $k=n+1$ formula is most natural. In those cases where the latter does not exist the smallest $k>n+1$ takes its place. We include for consideration some larger values of $k$ because such formulas may be of independent interest.
2. Computing quadrature nodes. Let $L_{j}(x)$ denote the orthogonal polynomial of degree $j$ with respect to the inner product (1.4)

$$
\begin{equation*}
L_{j}(x)=\prod_{i=1}^{j}\left(x-\xi_{i}^{(j)}\right) \tag{2.1}
\end{equation*}
$$

We are considering a formula of type (1.3) with $k$ additional nodes, and so we define

$$
\begin{equation*}
E_{k}(x)=\prod_{j=1}^{k}\left(x-x_{j}\right), \quad k>n \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{n, k}(x)=L_{n}(x) E_{k}(x) . \tag{2.3}
\end{equation*}
$$

A characterization of the numbers $x_{j}$, which is necessary for (1.3) to be exact for polynomials of degree $2 k+n-1$ is [6]

$$
\left\langle P_{n, k}, x^{j}\right\rangle=0, \quad 0 \leqq j<k .
$$

$E_{k}(x)$ is thus orthogonal, with respect to the modified weight function $w(x) L_{n}(x)$, to lower degree polynomials. Our approach to finding the points $x_{j}$ is to construct $P_{n, k}$ and find its zeros explicitly. Since the zeros of $L_{n}(x)$ are well known, it is easy to check the accuracy of the zero finding by seeing how well it reproduces the known zeros $\xi_{i}$. As we will see, in those cases when (2.3) has nicely spaced zeros, the numbers $x_{j}$ tend to interlace with $\xi_{i}$. Since the zero finding procedure does not play favorites, both sets are computed to comparable accuracy.

Expanding $P_{n, k}(x)$ in terms of $\left\{L_{j}\right\}$ we have

$$
\begin{equation*}
P_{n, k}(x)=\sum_{j=0}^{n+k} \alpha_{j} L_{j}(x), \quad \alpha_{n+k} \equiv 1 \tag{2.4}
\end{equation*}
$$

By the orthogonality of $E_{k}(x)$

$$
\begin{equation*}
\left\langle E_{k} \cdot L_{i}, L_{n}\right\rangle=0=\alpha_{j}, \quad j<k, \tag{2.5}
\end{equation*}
$$

so

$$
\begin{equation*}
P_{n, k}(x)=\sum_{j=k}^{n+k} \alpha_{j} L_{j}(x), \quad \alpha_{n+k} \equiv 1 \tag{2.6}
\end{equation*}
$$

By the definition (2.3) of $P_{n, k}$, the right-hand side of (2.6) has $L_{n}(x)$ as a factor, or equivalently

$$
\begin{equation*}
\sum_{j=k}^{k+n} \alpha_{j} L_{j}=0 \bmod L_{n} \tag{2.7}
\end{equation*}
$$

This result suggests the following definition

$$
\begin{equation*}
L_{j}^{*}:=L_{j} \quad \bmod L_{n} . \tag{2.8}
\end{equation*}
$$

Obviously

$$
\begin{equation*}
L_{0}^{*}=L_{0}, \quad L_{1}^{*}=L_{1}, \quad \cdots, \quad L_{n-1}^{*}=L_{n-1}, \quad L_{n}^{*}=0 \tag{2.9}
\end{equation*}
$$

As the $L_{i}$ 's satisfy a 3 -term recursion

$$
\begin{equation*}
L_{j+1}=\left(x-a_{j}\right) L_{j}+b_{j} L_{j-1}, \tag{2.10}
\end{equation*}
$$

so do the $L_{j}^{*}$

$$
\begin{equation*}
L_{j+1}^{*}=\left(x-a_{j}\right) L_{j}^{*}+b_{j} L_{j-1}^{*} \quad \bmod L_{n} . \tag{2.11}
\end{equation*}
$$

For example,

$$
\begin{equation*}
L_{n+1}=\left(x-a_{n}\right) L_{n}+b_{n} L_{n-1}, \quad L_{n+1}^{*}=b_{n} L_{n-1} . \tag{2.12}
\end{equation*}
$$

Similarly

$$
L_{n+2}^{*}=L_{n-1} b_{n}\left(a_{n-1}-a_{n+1}\right)-b_{n} b_{n-1} L_{n-2} .
$$

In general we write

$$
\begin{equation*}
L_{j}^{*}=\sum_{t=0}^{n-1} \alpha_{j, t} L_{t} . \tag{2.13}
\end{equation*}
$$

The numbers $\alpha_{j, t}$ can be computed by a recursion:

$$
\begin{align*}
& \alpha_{j, t}=\delta_{j, t} \quad j, t<n, \\
& \alpha_{j+1, t}=\alpha_{j, t}\left(a_{t}-a_{j}\right)+\alpha_{j-1, t} b_{j}-\alpha_{j, t+1} b_{t+1}, \quad t=0,1, \cdots, n-1, \quad j \geqq 0,  \tag{2.14}\\
& \alpha_{j,-1}=\alpha_{j, n}=0 .
\end{align*}
$$

(In fact in the Laguerre case, as the $a_{n}$ 's and $b_{n}$ 's are rational, these numbers can be computed in exact rational form.) We also note that each of $L_{n+1}^{*}, L_{n+2}^{*}, \cdots, L_{2 n}^{*}$ contains one additional term. Because (2.7) is equivalent to

$$
\begin{equation*}
\sum_{j=k}^{k+n} \alpha_{j} L_{j}^{*}=0, \quad \alpha_{n+k}=1, \tag{2.15}
\end{equation*}
$$

substituting (2.13) into (2.15) leads to the system of equations

$$
\left[\begin{array}{cccc}
\alpha_{k, 0} & \alpha_{k+1,0} & \cdots & \alpha_{k+n, 0}  \tag{2.16}\\
\vdots & \vdots & \vdots & \vdots \\
\alpha_{k, n-2} & \alpha_{k+1, n-2} & \cdots & \alpha_{k+n, n-2} \\
\alpha_{k, n-1} & \alpha_{k+1, n-1} & \cdots & \alpha_{k+n, n-1}
\end{array}\right]\left(\begin{array}{c}
\alpha_{k} \\
\vdots \\
\alpha_{k+n-1} \\
1
\end{array}\right)=\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
0
\end{array}\right) .
$$

By using the reduced matrix composed of the first $n$ columns, we see that (2.16) becomes a system of $n$ equations for $\alpha_{k}, \cdots, \alpha_{k+n-1}$. From the remark above (2.15) this matrix is lower cross triangular ( $\alpha_{t, s}=0, s<n-t-1,0 \leqq s, t<n$ ) if $k=n+1$ (the "traditional" Kronrod case) and each successive $k$ fills in one further upper cross diagonal. This result has also been noted by Monegato [6] in the case $k=n+1$, and he used this result to prove that the matrix is nonsingular. We have not utilized this triangular structure in our algorithm, although for some special situations, e.g., Chebyshev polynomials of the first or second kind, it is easy to show that some of the higher degree $T_{j}^{*}$. only involve two of the first $n T_{i}$. We also have not been able to prove that the matrix is in general nonsingular, although for all the cases we have studied it has been.
3. Computing quadrature weights. The quadrature weights $A_{i}, B_{j}$ are well defined by the requirement that $K_{n, k} f$ be exact for polynomials of highest possible degree. Once the $\xi_{i}$ and $x_{j}$ are given, though, the weights can in principle be determined by several methods. We use the following.

For convenience we merge the $\xi$ 's and $x$ 's, calling both $t$ 's and then rewrite (1.3) as

$$
\begin{equation*}
K_{n, k} f=\sum_{i=1}^{n+k} w_{i} f\left(t_{i}\right) . \tag{3.1}
\end{equation*}
$$

Define

$$
\begin{align*}
Q(x) & :=\sum_{i=1}^{n+k} w_{i} L_{k}\left(t_{i}\right) /\left(x-t_{i}\right)  \tag{3.2}\\
& =\frac{r(x)}{P_{n, k}(x)} \tag{3.3}
\end{align*}
$$

where $r(x)$ is a polynomial of degree $n+k-1$. In fact,

$$
\begin{equation*}
r(x)=\sum_{i=1}^{n+k} P_{n, k}(x) w_{i} L_{k}\left(t_{i}\right) /\left(x-t_{i}\right) . \tag{3.4}
\end{equation*}
$$

By evaluating $r$ at $x=t_{i}$, we get

$$
\begin{gather*}
r\left(t_{i}\right)=P_{n, k}^{\prime}\left(t_{i}\right) w_{i} L_{k}\left(t_{i}\right)  \tag{3.5}\\
=E_{k}\left(t_{i}\right) L_{n}^{\prime}\left(t_{i}\right) w_{i} L_{k}\left(t_{i}\right),  \tag{3.6}\\
r\left(t_{i}\right)=\left\{\sum_{j=k}^{k+n} \alpha_{j}^{\prime} L_{j}^{\prime}\left(t_{i}\right)\right\} w_{i} L_{k}\left(t_{i}\right), \quad \alpha_{k+n}=1, \tag{3.7}
\end{gather*}
$$

where (3.6) follows from (2.3) and (3.7) follows from (2.6).
The calculation of $L_{j}^{\prime}$ in (3.7) as well as $L_{k}\left(t_{i}\right)$ can be done quite stably via the recursion for the $L_{j}$ 's. Thus $w_{i}$ can be calculated if the left-hand side, $r\left(t_{i}\right)$, is known. Interestingly enough, although $r(x)$ is nominally a polynomial of degree $n+k-1$, in fact it is a much lower degree polynomial, $n-1$. This fact simplifies the calculation
considerably. For example, to compute weights for the case of one Gauss point and $k$ new points, $r(x)$ is a constant.

By expanding the denominator in (3.2) we have

$$
\begin{align*}
Q(x) & =\sum_{\nu=0}^{\infty} \frac{1}{x^{\nu+1}} \sum_{i=1}^{n+k} w_{i} L_{k}\left(t_{i}\right) t_{i}^{\nu} \\
& =\left[\sum_{\nu=0}^{n+k-1}+\sum_{\nu=n+k}^{\infty}\right] \frac{1}{x^{\nu+1}} \sum_{i=1}^{n+k} w_{i} L_{k}\left(t_{i}\right) t_{i}^{\nu}  \tag{3.8}\\
& =\sum_{\nu=0}^{n+k-1} \frac{1}{x^{\nu+1}}\left\langle L_{k}, x^{\nu}\right\rangle+O\left(\frac{1}{x^{n+k+1}}\right)  \tag{3.9}\\
& =\sum_{\nu=k}^{n+k-1} \frac{1}{x^{\nu+1}}\left\langle L_{k}, x^{\nu}\right\rangle+O\left(\frac{1}{x^{n+k+1}}\right) . \tag{3.10}
\end{align*}
$$

Here (3.9) follows from the exactness of (3.1) for polynomials of degree $n+2 k-1$ and (3.10) from the orthogonality of $L_{k}$. Thus we have

$$
\begin{equation*}
Q(x)=c_{1} x^{-(k+1)}+\cdots+c_{n} x^{-(n+k)}+O\left(x^{-(n+k+1)}\right) \tag{3.11}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{i}=\left\langle L_{k}, x^{k+i-1}\right\rangle, \quad i=1,2, \cdots, n . \tag{3.12}
\end{equation*}
$$

So from (3.3)

$$
r(x)=Q(x) P_{n, k}(x)=\sum_{i=1}^{n} c_{i} x^{-k-i} P_{n, k}(x),
$$

and we see that $r(x)$ is a polynomial of degree $n-1$. The contributions of $Q$ to $r(x)$ are only from the first $n$ terms in (3.11), that is,

$$
\begin{equation*}
c_{1} x^{-k-1}+\cdots+c_{n} x^{-k-n} \tag{3.13}
\end{equation*}
$$

The $c_{i}$ 's in (3.12) can be computed via the recursion (2.10), so

$$
\begin{equation*}
r(x)=\operatorname{poly}\left[P_{n, k}(x) Q(x)\right], \quad \operatorname{deg} r=n-1 . \tag{3.14}
\end{equation*}
$$

4. Formulas and examples. This section contains two sets of tables for use with the extended Gauss-Laguerre quadrature formulas (1.3).

Table 1 lists those values of $n$ and $k$ for which formulas have been computed.
Table 1
Summary information of extended Gauss-Laguerre-Kronrod quadrature

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 |  |
| 1 |  | Z | 6 | 8 | 10 | 12 | 14 | Z | Z | Z | Z | 24 |  |  |  |  |  |  |  |
| 2 |  |  | C | N | 11 | 13 | 15 | ZN | 19 | 21 | 23 |  |  |  |  |  |  |  |  |
| 3 |  |  |  | C | C | 14 | 16 | 18 | Z | 22 | C |  |  |  |  |  |  |  |  |
| 4 |  |  |  |  | C | C | C | 19 | 21 | ZN | 25 | C |  |  |  |  |  |  |  |
| 5 |  |  |  |  |  | C | C | C | 22 | 24 | Z | 28 | C |  |  |  |  |  |  |
| 6 |  |  |  |  |  |  | C | C | C | C | 27 | 29 | N | N |  |  |  |  |  |
| 7 |  |  |  |  |  |  |  | C | C | C | C | 30 | 32 | C | 36 |  |  |  |  |
| 8 |  |  |  |  |  |  |  |  | C | C | C | C | 33 | ZN | N | 39 |  |  |  |
| 9 |  |  |  |  |  |  |  |  |  | C | C | C | C | C | C | C | 42 |  |  |
| 10 |  |  |  |  |  |  |  |  |  |  | C | C | C | C | C | C | C | 45 |  |

Nodes and weights for extended Gauss-Laguerre quadrature

4-point Laguerre-Kronrod Quadrature Formula
with 1 Gauss point and 3 additional points


[^3]

Associated with a pair $(n, k)$ the reader will find in the table a number, one or more of the symbols $\mathrm{C}, \mathrm{Z}, \mathrm{N}$, or blank. The meanings are:
number This formula is suitable for computation. The nodes $x_{j}$ are all in $[0, \infty)$ and all the weights $A_{i}, B_{j}$ are positive. The number in this position is the highest degree polynomial $f(x)$ that formula (1.3) will integrate exactly. For this formula the weights $A_{i}, B_{j}$, the Gauss nodes $\xi_{i}$ and the new nodes $x_{j}$ are given in Table 2 [8, Table II]. To illustrate the formulas we reproduce a few of these entries later. Entries in this table are accurate to all the digits printed. As a convenience the Gaussian weights $\alpha_{i}^{(n)}$ (see (1.2)) are also given.

C One pair or more of the nodes $x_{j}$ is complex.
$\mathrm{Z} \quad$ All the nodes $x_{j}$ are real, but at least one is negative.
$\mathrm{N} \quad$ This formula may be suitable for computation. The nodes $x_{j}$ are all real and nonnegative, but at least two are close together. Accompanying this, one or more weights $A_{i}, B_{j}$ is negative. These rules will also be found in Table 2 [8].
blank No computations were done to derive this formula. Note that for $k \leqq n$ the formula does not exist.

In Figs. 1, 2, 3 we illustrate the application of the formulas from Table 2 to three sample integrals

$$
\int_{0}^{\infty} e^{-x} x \ln x d x, \quad \int_{0}^{\infty} e^{-x} \sqrt{x} d x, \quad \int_{0}^{\infty} \frac{e^{-x}}{(1+x)} d x
$$

In each we plot the error in estimating the integral using Gauss-Laguerre and extended Gauss-Kronrod quadrature rules for various total numbers of points. We note the very smooth decrease of the error with Gauss-Laguerre and the rather erratic behavior of the extended formulas. On the other hand, most of these errors are substantially less than the Gauss errors with the same number of points.

Figure 4 represents graphically the nodes of these new formulas and illustrates the interlacing of the new extended Kronrod nodes with the Gauss-Laguerre nodes.
5. Some numerical considerations. Here we provide a few brief details about some of the numerical issues faced in obtaining Tables 1 and 2.

The nodes were computed as the zeros of (2.4). The coefficients $a_{j}$ were obtained quite accurately by first using rational arithmetic to compute the matrix elements (2.14) and then solving (2.16) in multiple precision. The zeros of (2.3) were obtained via a Newton-Raphson iteration in CDC double precision. During this phase of the calculation, we experienced a considerable loss of accuracy. For small $x$ the function $P_{n, k}(x)$ has very small values (e.g. $O\left(10^{-6}\right)$ in our largest cases) which are produced by subtraction. This evidences itself as

$$
P_{n, k}(0)=\sum_{j=k}^{n+k} \alpha_{j} \ll \max _{j}\left|\alpha_{j}\right| .
$$

Hence the small zeros can be inaccurate even with exact $a_{j}$ 's.
The confirmation of the 15 -digit accuracy in all the zeros we publish comes from verifying that the Laguerre zeros, a subset of those of $P_{n, k}$, where correct to at least 20 digits, via CDC double precision. An independent check on the accuracy of the zeros was obtained by carefully forming $E_{k}$ in powers of $x$ and finding its zeros by an eigenvalue calculation with 80 digit arithmetic. This latter was done on a VAX 11/750 (Comet) using Brent's multiprecision subroutine package. This also served to check
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Fig. 3 (cont.)


Fig. 4a). 1-Gauss-Laguerre node, $\bigcirc$, extended Kronrod nodes, $\times$.


Fig. 4b). 2-Gauss-Laguerre nodes, $\bigcirc$, extended Kronrod nodes, $\times$.


Fig. 4c). 3- and 4-Gauss-Laguerre nodes, $\bigcirc$, extended Kronrod nodes, $\times$.


Fig. 4d). 5- and 6-Gauss-Laguerre nodes, $\bigcirc$, extended Kronrod nodes, $\times$.


Fig. 4e). 7-, 8-, 9- and 10-Gauss-Laguerre nodes, $\bigcirc$, extended Kronrod nodes, $\times$.
on those cases for which there are complex zeros. As mentioned above, the ( $n, k$ ) values leading to real zeros cannot be predicted in advance.

The weight calculations were done as decribed in § 3 in CDC single and double precision, and then by using a more direct technique in 80 digit multiple precision. The last two agreed to at least every figure in Table 2.

In addition to comparing the results at the three different precisions, we also tested the quadrature sum (1.3) on the monomials $f(x)=x^{i}, 0 \leqq i \leqq 2 k+n-1$. These functions ought to be integrated exactly. Using the double precision versions of the nodes and weights we found no relative error more than $10^{-15}$. For all $n+k \leqq 20$ the maximum relative error was less than $10^{-20}$.
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# FINITE DIFFERENCE METHODS FOR THE STOKES AND NAVIER-STOKES EQUATIONS* 
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#### Abstract

This paper presents a new finite difference scheme for the Stokes equations and incompressible Navier-Stokes equations for low Reynolds number. The scheme uses the primitive variable formulation of the equations and is applicable with nonuniform grids and nonrectangular geometries. Several other methods of solving the Navier-Stokes equations are also examined in this paper and some of their strengths and weaknesses are described. Computational results using the new scheme are presented for the Stokes equations for a region with curved boundaries and for a disk with polar coordinates. The results show the method to be second-order accurate.
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1. Introduction. In this paper we examine several common methods for solving the incompressible Navier-Stokes equations by finite differences and we present a new second-order accurate finite difference scheme for these equations. This new scheme is designed to be applied with nonuniform grids and nonorthogonal coordinate systems. Numerical experiments with the Stokes equations illustrate the versatility and accuracy of the scheme.

The steady-state Stokes equations on a domain $\Omega$ in $\mathbb{R}^{n}$ are given by

$$
\begin{equation*}
-\nabla^{2} \mathbf{u}+\boldsymbol{\nabla} p=\mathbf{f}(x), \quad \boldsymbol{\nabla} \cdot \mathbf{u}=g(x) \tag{1.1}
\end{equation*}
$$

and the steady-state Navier-Stokes equations are

$$
\begin{equation*}
-R^{-1} \nabla^{2} \mathbf{u}+(\mathbf{u} \cdot \nabla) \mathbf{u}+\nabla p=\mathbf{f}(x), \quad \boldsymbol{\nabla} \cdot \mathbf{u}=g(x) \tag{1.2}
\end{equation*}
$$

where $R$ is the Reynolds number. We will consider the systems (1.1) and (1.2) with Dirichlet boundary conditions

$$
\begin{equation*}
\mathbf{u}(x)=\mathbf{b}(x) \quad \text { on } \partial \Omega . \tag{1.3}
\end{equation*}
$$

A necessary condition for (1.1) or (1.2) to have a solution is that the data $g(x)$ and $\mathbf{b}(x)$ satisfy the integrability condition

$$
\begin{equation*}
\int_{\Omega} g=\int_{\partial \Omega} \mathbf{b} \cdot \mathbf{n}, \tag{1.4}
\end{equation*}
$$

where $\mathbf{n}$ is the outer unit normal to $\partial \Omega$. For the mathematical theory of the systems (1.1) and (1.2) we refer to Ladyzhenskaya (1963) and Temam (1979).

We will be concerned only with methods that solve the systems (1.1) and (1.2) in the primitive variables $\mathbf{u}$ and $p$ and not with methods such as the vorticity and stream-function reformulation. Also our methods are applicable in two or three dimensions although our examples will be only in two dimensions.

We emphasize that the scheme presented here is designed to be easily applicable with nonrectangular geometries and nonuniform grids. The vast majority of papers on the numerical solution of the incompressible Navier-Stokes equations limit

[^4]themselves to examples using rectangular geometry and uniform grids. By way of contrast, computations with the compressible Navier-Stokes equations routinely use nonrectangular geometries and nonuniform grids.

The scheme proposed in this paper uses central finite differences with a regularizing term. Chorin (1967), (1968), (1969) proposed schemes with standard central finite differences for the time-dependent Navier-Stokes equations. There are several difficulties with central differencing schemes and the scheme presented here avoids them. The first difficulty is that with central differences the grid decomposes into two staggered grids which are coupled only at the boundaries and this can cause the pressure field to be oscillatory (see for example Patterson and Imberger (1980) and Ghia et al. (1977) reporting on the method of Chorin (1968) and the paper by Zoby in Rubin and Harris (1975) reporting on the method of Chorin (1967)). Since the pressure is of significant importance in engineering applications this oscillatory behavior of the pressure is undesirable. Another difficulty is with the possible nonexistence of a solution to the finite difference equations. We discuss this point in § 4. The regularized central difference scheme proposed here removes the grid decoupling and thus the pressure oscillations and, furthermore, the incompressibility constraint is modified to guarantee the existence of a solution.

The most common finite difference methods for the Navier-Stokes equations are the staggered mesh schemes. They avoid the grid decoupling of the standard central differencing schemes but require more care when used with nonrectangular geometry. These schemes are discussed in more detail in § 3 .

In § 5 results are given of the regularized central scheme being used to solve the Stokes equations on a nonrectangular region and the results are shown to be secondorder accurate in both the velocities and the pressure. To our knowledge no other finite difference scheme for the Stokes or Navier-Stokes equations in the primitive variables has been shown to be second-order accurate for nonrectangular geometry. For rectangular geometry with uniform grid one can give proofs of the convergence of schemes, e.g. Chorin (1969), Temam (1979), Kzivickii and Ladyzhenskaya (1966), but these proofs fail for nonrectangular geometry (see § 4). Chorin (1967), (1968) gives results of using central differences for rectangular regions but the results are for only one grid spacing.

Peskin (1977) has used Chorin's method with moving boundaries which are superimposed on a rectangular grid and Viecelli (1971) has a similar method for staggered grid schemes. Liu and Krause (1979) have developed a staggered grid scheme for general geometry. However, the order of accuracy of these schemes has not been demonstrated. Thompson (1980) used central differencing with nonrectangular geometry but also used the elliptic equation for the pressure (see § 2), which makes the accuracy uncertain.

The outline of the remaining sections of the paper is as follows. In § 2 we discuss the strengths and weaknesses of some common approaches to solving the systems (1.1) and (1.2) and in § 3 we discuss finite difference schemes for these systems. The finite difference integrability condition is discussed in $\S 4$, and computational results are given in $\S 5$. The numerical examples of $\S 5$ demonstrate that the new scheme given here can be used to give second-order accurate solutions to the Stokes equations for nonrectangular geometries. To our knowledge no other finite difference schemes for the Stokes or incompressible Navier-Stokes equations in the primitive variables have been shown to be second-order accurate for nonrectangular geometries. Computations using the new scheme for the incompressible Navier-Stokes equations are currently being made and will be reported when complete.
2. Solution techniques. In this section we review some approaches to solving the Navier-Stokes and Stokes equations numerically. Few researchers have treated the system (1.2) in the given form, most have altered it in some way. Before examining the altered forms of (1.2) we look at the system in the given form.

The Stokes equations (1.1) and the Navier-Stokes equations (1.2) are elliptic systems of $n+1$ equations in $n+1$ dependent variables. The definition of an elliptic system, as given by Douglis and Nirenberg (1957), requires that the determinant of the principal symbol of the system not vanish for nonzero values of dual variables. For the Navier-Stokes equations the determinant of the principal symbol is

$$
\operatorname{det}\left(\begin{array}{cc}
(1 / R)|\xi|^{2} I_{n} & i \xi  \tag{2.1}\\
i \xi^{T} & 0
\end{array}\right)=R^{-(n-1)}|\xi|^{2 n},
$$

which is nonzero for $|\xi| \neq 0$. Moreover, since the determinant is a polynomial of degree $2 n$ in the variables $\xi=\left(\xi_{1}, \cdots, \xi_{n}\right)$ the system requires $n$ boundary conditions at each point of the boundary (Agmon, Douglis and Nirenberg (1964)). These boundary conditions will usually be Dirichlet or Neumann conditions on the velocity u.

One of the most common ways of modifying the Navier-Stokes equations (1.2) is to replace it by the system

$$
\begin{align*}
& -R^{-1} \boldsymbol{\nabla}^{2} \mathbf{u}+(\mathbf{u} \cdot \boldsymbol{\nabla}) \mathbf{u}+\boldsymbol{\nabla} p=\mathbf{f}(x), \\
& \nabla^{2} p=\boldsymbol{\nabla} \cdot \mathbf{f}+R^{-1} \boldsymbol{\nabla}^{2} g-\sum_{i, j} u_{x_{j}}^{i} u_{x_{i}}^{j}-\mathbf{u} \cdot \boldsymbol{\nabla} g . \tag{2.2}
\end{align*}
$$

The last equation of (2.2) is obtained by taking the divergence of the first equation of (1.2) and then using the last equation of (1.2) to eliminate the divergence of velocity. The system (2.2) has the advantage over (1.2) in that, when discretized, it can be solved using standard methods for inverting the discrete Laplacian. However, the system (2.2) has a grave disadvantage in that it requires $n+1$ boundary conditions, one for each elliptic equation, as opposed to (1.2) which requires only $n$ boundary conditions. Thus any attempt to solve (1.2) via (2.2) would require some means of determining the correct additional boundary condition. Without the correct boundary condition solutions of (2.2) will not be solutions of (1.2).

Roache (1972, p. 194) suggests that the additional boundary condition be given by the normal derivative of pressure as determined by the first equation of (1.2) or (2.2) evaluated on the boundary. This, however, is not satisfactory as a boundary condition since it is not independent of the system of differential equations. Roache's suggestion leaves the system (2.2) underdetermined.

Another boundary condition which is commonly used along boundaries corresponding to physical surfaces is to set the normal derivative of the pressure to zero, which is valid in the limit for high Reynolds number flow. With this boundary condition and (1.3) the system (2.2) has the proper number of boundary conditions, however, its solutions are not solutions of (1.2).

As one would expect, the methods using (2.2) or similar systems have difficulty with the accuracy of the pressure field and with satisfying the incompressiblity condition on the velocities (see for example the work by Boney, Hefner, Hirsh and Zoby reported in Rubin and Harris (1975)).

The above mentioned difficulties are seen in computations with the time-dependent Navier-Stokes equations as well. Roache (1972) has a discussion of the difficulties of obtaining a zero divergence for the velocity field when using the above approach for time-dependent flows (see also Harlow and Welch (1964)).

Because of these difficulties, it seems best not to use the derived system (2.2) but to use the original system (1.2). This is also the approach used by Chorin (1968).

Another approach to solving the Navier-Stokes equations (1.2) is the artificial compressiblity method. The basic idea of this method is to solve a time-dependent system of equations, whose steady-state solutions solve (1.2), until a steady state is reached. Methods have been proposed by Chorin (1967) and Yanenko (1967). The convergence rate of these methods is dependent on the choice of finite difference method used to solve the system. Moreover, as will be discussed in § 4, it may happen that the finite difference equations do not have a steady-state solution, so the method cannot converge. Taylor and Ndefo (1970) reported difficulty in getting Yanenko's method to converge, most likely because there was no solution.

Another common method is to use the "parabolized" Navier-Stokes equations which the second-derivatives in the stream-wise direction are removed. Because of its limited applicability and uncertain justification we will not discuss this method here except to note that often an analogue of (2.2) is derived and thus some of our observations on (2.2) also apply to the parabolized equations. Raithby and Schneider (1979) discuss these difficulties for three-dimensional flow problems.
3. Finite difference schemes. In this section we discuss the staggered mesh and central finite difference schemes for (1.1) and (1.2) and introduce a new scheme. The second-order accurate staggered mesh scheme for a uniform Cartesian grid assigns the values of each of the velocity components and the pressure to different interlaced grids. In two dimensions with velocity components $u$ and $v$, one may assign values of $u$ to grid locations $\left(\left(i+\frac{1}{2}\right) h, j h\right)$, values of $v$ to $\left[i h,\left(j+\frac{1}{2}\right) h\right)$, and values of $p$ to $(i h, j h)$ (see e.g. Harlow and Welch (1965), Patankar and Spalding (1972), Raithby and Schneider (1979), Brandt and Dinar (1979)). This method works very well as long as the geometry is rectangular and the grid is uniform. Nonuniform grids and grid mapping techniques cannot be conveniently handled, although Liu and Krause (1979) have developed a staggered mesh scheme for use with general geometries.

The staggered mesh schemes also have some difficulty at boundaries. For example, when both velocity components are specified at a boundary then that velocity component whose mesh lines do not lie on the boundary requires some special treatment.

The central difference scheme on a uniform rectangular mesh assigns values of all the variables to each grid point. The divergence and gradient operators are approximated using central differences and the Laplacian is approximated by the standard five-point discrete Laplacian. Central difference schemes have been used by Chorin (1967), (1968) in time-dependent calculations.

An important concept for finite difference schemes for elliptic systems such as (1.1) and (1.2) is that of regularity (see Bube and Strikwerda (1983), and also Frank (1968), Brandt and Dinar (1979)). Regular schemes give rise to regularity estimates analogous to those in the theory of elliptic systems of differential equations. Solutions to regular difference schemes will in general be smoother than solutions to nonregular schemes and also will be more accurate approximations to the solutions of the differential equations.

The central difference scheme is nonregular (Bube and Strikwerda (1983)), which results in nonsmooth solutions. The lack of smoothness is most noticeable in the pressure. The staggered mesh scheme is regular. The advantage of the central difference scheme is that it is easily implemented with nonuniform grids as introduced by coordinate changes.

It should be emphasized that none of the difficulties mentioned above are insurmountable. Both the staggered mesh and central differencing schemes have been used
and often quite successfully. However we will consider a new scheme which incorporates both regularity and ease of implementation with coordinate grid mapping techniques.

Before introducing the new scheme we will discuss the concept of regularity for difference schemes as given in Bube and Strikwerda (1983). A difference operator $A$ may be written as

$$
A f(x)=\sum_{\mu} a_{\mu}(h, x) T^{\mu} f(x)
$$

where $T^{\mu}$ is the translation operator given by

$$
T^{\mu} f\left(x_{\nu}\right)=f\left(x_{\nu+\mu}\right)
$$

for multi-indices $\nu$ and $\mu$.
The symbol of $A$ is given by

$$
a(h, x, \zeta)=\sum_{\mu} a_{\mu}(h, x) e^{i \mu \cdot \zeta}
$$

For example, the first-order central difference operator in the $k$ th coordinate direction has symbol

$$
\frac{e^{i \zeta_{k}}-e^{-i \zeta_{k}}}{2 h_{k}}=i h_{k}^{-1} \sin \zeta_{k}
$$

and the standard second-order accurate Laplacian in $n$ variables has the symbol

$$
-\sum_{k=1}^{n} 4 h_{k}^{-2} \sin ^{2} \frac{1}{2} \zeta_{k} .
$$

A finite difference scheme for the Stokes equations is regular elliptic if the determinant of the matrix of symbols of the scheme vanishes only for $\zeta$ equal to zero modulo $2 \pi$. For the Stokes equations with central differencing, and $\Delta x=\Delta y=h$, this determinant is

$$
\operatorname{det}\left(\begin{array}{ccc}
4 h^{-2}\left(\sin ^{2} \frac{1}{2} \zeta_{1}+\sin ^{2} \frac{1}{2} \zeta_{2}\right) & 0 & i h^{-1} \sin \zeta_{1}  \tag{3.1}\\
0 & 4 h^{-2}\left(\sin ^{2} \frac{1}{2} \zeta_{1}+\sin ^{2} \frac{1}{2} \zeta_{2}\right) & i h^{-1} \sin \zeta_{2} \\
i h^{-1} \sin \zeta_{1} & i h^{-1} \sin \zeta_{2} & 0
\end{array}\right)
$$

This determinant vanishes for the dual variables $\zeta_{1}$ and $\zeta_{2}$ equal to $\pi$, and thus the scheme is not regular. One sees that the nonregularity comes from the form of the differencing used for the gradient and divergence terms. Our new scheme is a modification of the central differencing scheme so as to make the scheme regular.

The new scheme we consider will be called the regularized central difference scheme. In this scheme the derivatives of pressure are approximated as

$$
\begin{equation*}
\frac{\partial p}{\partial x_{k}} \simeq \delta_{k o p} p-\alpha h_{k}^{2} \delta_{k-} \delta_{k+}^{2} p \tag{3.2}
\end{equation*}
$$

and the first derivatives of the velocity in the divergence equation are approximated as

$$
\begin{equation*}
\frac{\partial u^{k}}{\partial x_{k}} \simeq \delta_{k 0} u^{k}-\alpha h_{k}^{2} \delta_{k+} \delta_{k-}^{2} u^{k}, \tag{3.3}
\end{equation*}
$$

where $\alpha$ is a nonzero constant and $\delta_{k 0}, \delta_{k+}$ and $\delta_{k-}$ are the centered, forward, and backward divided differences, respectively. The Laplacian is approximated with the usual five-point scheme. For a Cartesian grid in two dimensions the determinant of the symbol is

$$
\operatorname{det}\left(\begin{array}{ccc}
4 h^{-2}\left(\sin ^{2} \frac{1}{2} \zeta_{1}+\sin ^{2} \frac{1}{2} \zeta_{2}\right) & 0 & d\left(\zeta_{1}\right) \\
0 & 4 h^{-2}\left(\sin ^{2} \frac{1}{2} \zeta_{1}+\sin ^{2} \frac{1}{2} \zeta_{2}\right) & d\left(\zeta_{2}\right) \\
-\overline{d\left(\zeta_{1}\right)} & -\overline{d\left(\zeta_{2}\right)} & 0
\end{array}\right)
$$

where

$$
\begin{aligned}
d(\zeta) & =i h^{-1} \sin \zeta-\alpha h^{-1} e^{1 / 2 i \zeta}\left(2 i \sin \frac{1}{2} \zeta\right)^{3} \\
& =2 i h^{-1} \sin \frac{1}{2} \zeta\left(\cos \frac{1}{2} \zeta+4 \alpha e^{1 / 2 i \zeta} \sin ^{2} \frac{1}{2} \zeta\right) .
\end{aligned}
$$

since $d(\zeta)$ is not zero for any nonzero value of $\zeta$, when $\alpha$ is nonzero, the scheme is regular. Note that for $\alpha$ equal to one-sixth the approximations (3.2) and (3.3) are third-order accurate.

Since the regularized central difference scheme is a variant of the central difference scheme it is easy to implement with coordinate maps. At those boundary points where the correction term would require points beyond the boundary we use the correction term which interchanges the forward and backward operators. This scheme also requires the use of extrapolation to compute the pressure values on the boundary. It has been found that third order extrapolation gave quite good results, e.g.

$$
\begin{equation*}
p_{0 j}=3 p_{1 j}-3 p_{2 j}+p_{3 j} \tag{3.4}
\end{equation*}
$$

at the boundary $x=0$ in two dimensions.
The use of the extrapolation boundary condition (3.4) should not be confused with the discussion in $\S 2$ about the extra boundary condition for the system of differential equations (2.2). The boundary condition (3.4) is required only by the finite difference scheme and is not required by the system of differential equations (1.1) or (1.2). Therefore the solution of the system (1.1) or (1.2) will not satisfy any extra nontrivial condition analogous to (3.4), even though the difference approximations will satisfy (3.4). Other extrapolations may be used in place of (3.4); however, if the order of extrapolation is too low the accuracy may be degraded at the boundary.

A number of first-order accurate schemes for the Stokes and Navier-Stokes equations have been presented e.g. Kzivickii and Ladyzhenskaya (1966) and Temam (1979, p. 48). In this paper we are concerned only with second-order accurate schemes.
4. The integrability condition. Each of the schemes for the Stokes equations which have been discussed in the previous section can be written as

$$
\begin{align*}
& L_{h} \mathbf{u}_{h}+\mathbf{G}_{h} p_{h}=\mathbf{f}_{h}, \quad \text { on } \Omega_{h},  \tag{a}\\
& \mathbf{D}_{h} \cdot \mathbf{u}_{h}=g_{h}, \tag{4.1}
\end{align*}
$$

with Dirichlet boundary conditions

$$
\mathbf{u}_{h}=\mathbf{b}_{h} \quad \text { on } \partial \Omega_{h} .
$$

The difference operators $L_{h}, \mathbf{G}_{h}$, and $\mathbf{D}_{h}$ are approximations to the differential operators in (1.1). The discrete functions $\mathbf{f}_{h}, g_{h}$, and $\mathbf{b}_{h}$ are approximations to $\mathbf{f}, g$ and b on the mesh $\Omega_{h}$, where $h$ is some measure of the fineness of the mesh $\Omega_{h}$.

Now let us compare the system (4.1) with the system (1.1). First note that if $\mathbf{G}_{h}$ is a consistent approximation to the gradient then the discrete pressure $p_{h}$ is determined only up to a constant. This means that the system of linear equations (4.1) does not have full column rank. If there are as many equations in (4.1) as there are unknowns, and this is the case for each scheme we have considered, then the system (4.1) does not have full row rank either. This implies that there is a constraint which the data must satisfy to guarantee a solution; in particular, the discrete integrability condition analogous to (1.4) must be satisfied.

There are at least two ways to satisfy the discrete integrability condition. The first method would be to analyze the matrix corresponding to (4.1) and determine the null space of the adjoint matrix. If the data is constrained to be orthogonal to this null space then a solution will exist. This approach is impractical for many situations, especially if coordinate changes have been employed, since then the matrices are not easy to analyze.

A second approach, which will be adopted here, is to replace (4.1b) by

$$
\mathbf{D}_{h} \cdot \mathbf{u}_{h}=g_{h}+\delta_{h}
$$

where $\delta_{h}$ is a constant chosen to guarantee a solution. The value of $\delta_{h}$ must be determined as part of the solution. As shown in the examples in $\S 5 \delta_{h}$ is at least $O\left(h^{2}\right)$ for the regularized central scheme. We will refer to the equations (4.1a, $\mathrm{b}^{\prime}, \mathrm{c}$ ) as (4.2').

Another way of looking at the condition (4.1b') is as follows. As shown by Temam (1979) and others, any discrete divergence operator $D_{h}$, defined only on the interior of the grid, has a corresponding gradient operator $\mathbf{G}_{h}^{\prime}$ defined by

$$
\begin{equation*}
\left(D_{h} \mathbf{u}, \phi\right)+\left(\mathbf{u}, \mathbf{G}_{h}^{\prime} \phi\right)=0 \tag{4.2}
\end{equation*}
$$

for all grid vector functions $\mathbf{u}$ and scalar functions $\phi$ which vanish on the boundary. If one wishes to satisfy (4.1b) at each point of the interior then (4.2) with $\phi$ taken to be one at each interior point gives the requirement that

$$
\begin{equation*}
(g, 1)+\left(\mathbf{u}, \mathbf{G}_{h}^{\prime} 1\right)=0 \tag{4.3}
\end{equation*}
$$

must be satisfied. This formula is the analogue of the integrability condition (1.4), and the second term in (4.3) will usually involve only the values of $\mathbf{u}$ on and near the boundary. If the constraint (4.3) is not satisfied then the data must be modified so that (4.3) is satisfied. The use of $\left(4.1 b^{\prime}\right)$ in place of $(4.1 b)$ is one way by which (4.3) can be satisfied. An advantage of using (4.1b') over approaches which would modify the boundary data of $\mathbf{u}$ is that $\left(4.1 b^{\prime}\right)$ requires no explicit knowledge of $\mathbf{G}_{h}^{\prime}$. Note that it is not necessary for $\mathbf{G}_{h}^{\prime}$ to be the same as $\mathbf{G}_{h}$.

It is interesting to note that for the staggered mesh scheme on a uniform grid one can easily satisfy the discrete integrability condition since the calculus of finite differences mimics the differential calculus very closely, see e.g. Kzivickii and Ladyzhenskaya (1966). Similarly, Chorin (1969) proves the convergence of a central difference scheme for the time-dependent Navier-Stokes equations on a periodic rectangular mesh. An essential element of these proofs is that one has a convenient form of the finite difference analogue of the divergence theorem of the differential calculus. Liu and Krause (1979) develop a staggered grid scheme for nonrectangular grids and the success of their scheme is due to their careful treatment of the integrability constraint. Also, Ghia, Hankey and Hodge (1977) mention being unable to obtain a solution to the discrete Navier-Stokes equations for certain situations. We conjecture
that this difficulty was caused by the discrete integrability condition not being satisfied.

There is the possibility that the null space of the discrete operator (4.1) has dimension greater than one. The regularized central scheme with the third-order extrapolation (3.4) appears to have only a one-dimensional null space. However, for $\alpha$ equal to zero numerical experiments indicate that there are solutions which are effectively null vectors in that they solve (4.1) with $\mathbf{f}_{h}$ and $g_{h}$ smaller than the norm of the solution by a factor proportional to $h$ or $h^{2}$. The dimension of the space of nearly null vectors and null vectors appears to be four for the central differencing scheme. These vectors correspond to the four zeros of the determinant of the symbol of the difference operator.

These nearly null vectors and null vectors, other than the usual constant pressure null solution, make solving the discrete system very difficult. On the other hand the regular discrete systems can be solved easily by the iterative procedure given in Strikwerda (1983).
5. Computational results. In this section we present the results of testing the new scheme described in §3. In the examples discussed here the discrete Stokes equations were solved using test problems which illustrate various features of the schemes. For each example an exact analytical solution is known and the approximate solutions were compared to the exact solutions to study the accuracy of the method. The value of $\alpha$, the regularity parameter, was one-sixth in all cases. We restrict ourselves here to the Stokes equations for reasons of simplicity. For low Reynolds numbers the nonlinearity of the Navier-Stokes equations usually does not present difficulties as great as those addressed in this paper. For higher Reynolds numbers the nonlinear effects cause additional computational problems which we do not wish to address here. The schemes presented here are being used in computations for the incompressible Navier-Stokes equations and the results will be reported when complete.

The iterative procedure which was used to solve the system of finite difference equations is described at length in Strikwerda (1983). The method consists of alternatively updating the velocity components by successive over-relaxation and updating the pressure by subtracting from the pressure at each grid point a multiple of the discrete divergence of the velocity field. This update of the pressure is of the same form as that used by Chorin (1968). The iterative method was stopped when the changes to the velocity field were sufficiently small and when the changes of the pressure were sufficiently close to being constant. The quantity $\delta_{h}$ was computed as the average value of the discrete divergence of the velocity minus the average value of $g$. The magnitude of $\delta_{h}$ is one measure of the truncation error of the scheme.

For the first test problem the Stokes equations were solved on the unit square with a uniform grid. The exact solution is

$$
\begin{align*}
& u=(2 \pi)^{-1} \sin \pi x \cos \pi y, \\
& v=(2 \pi)^{-1} \cos \pi x \sin \pi y,  \tag{5.1}\\
& p=\cos \pi x \cos \pi y
\end{align*}
$$

with $\mathbf{f}=0$ and $g=\cos \pi x \cos \pi y$. For this example both the accuracy and symmetry of the solution were checked. The symmetry was checked to study the effect of the nonsymmetric regularizing term on the symmetry of the solution. The symmetry was
measured by computing the quantities sym $(u)$ and sym ( $p$ ) given by

$$
\begin{align*}
& \operatorname{sym}(u)=\left(\sum_{i, j=0}^{N}\left(u_{i j}+u_{N-i, N-j}\right)^{2}\right)^{1 / 2} /\|u\|_{2}, \\
& \operatorname{sym}(p)=\left(\sum_{i, j=0}^{N}\left(p_{i j}-p_{N-i, N-j}\right)^{2}\right)^{1 / 2} /\|p-\bar{p}\|_{2} \tag{5.2}
\end{align*}
$$

for an $(N+1) \times(N+1)$ grid. The quantity $\bar{p}$ is the average value of the $p_{i j}$ and the norm is the $l^{2}$-norm, e.g.

$$
\|u\|_{2}=\left(\sum_{i, j} u_{i j}^{2}\right)^{1 / 2}
$$

The second test problem demonstrates the ability of the scheme to produce second-order accurate solutions on a nonrectangular region. The exact solution is

$$
\begin{equation*}
u=\xi^{2}+\eta^{2}, \quad v=-2 \xi \eta+\xi^{2}, \quad p=4 \xi+2 \eta \tag{5.3}
\end{equation*}
$$

on the region $\Omega$ which is the image of the unit square under the mapping

$$
\xi=x \cosh (y), \quad \eta=y-x^{2}
$$

for $(x, y)$ in the unit square, i.e. $0<x, y<1$. Thus the equations being solved on the unit square were

$$
\begin{aligned}
& x_{\xi}\left(x_{\xi} u_{x}\right)_{x}+x_{\xi}\left(y_{\xi} u_{y}\right)_{x}+y_{\xi}\left(x_{\xi} u_{x}\right)_{y}+y_{\xi}\left(y_{\xi} u_{y}\right)_{y} \\
& \quad+x_{\eta}\left(x_{\eta} u_{x}\right)_{x}+x_{\eta}\left(y_{\eta} u_{y}\right)_{x}+y_{\eta}\left(x_{\eta} u_{x}\right)_{y}+y_{\eta}\left(y_{\eta} u_{y}\right)_{y}-x_{\xi} p_{x}-y_{\xi} p_{y}=0
\end{aligned}
$$

for the first equation, with the second being similar, and

$$
x_{\xi} u_{x}+y_{\xi} u_{y}+x_{\eta} v_{x}+y_{\eta} v_{y}=0
$$

for the third equation. The regularizing terms were added only to the terms corresponding to $p_{x}$ in the first equation, $p_{y}$ in the second, and $u_{x}$ and $v_{y}$ in the third. The regularizing terms were added to only these terms since that was sufficient to guarantee the regularity of the scheme.

In the third test problem the Stokes equations were solved on a disk using polar coordinates with uneven grid spacing in both the radial and angular direction. The exact solution is

$$
\begin{equation*}
u=r^{3} \sin 2 \theta, \quad v=2 r^{3} \cos 2 \theta, \quad p=6 r^{2} \sin 2 \theta \tag{5.4}
\end{equation*}
$$

with $\mathbf{f}$ and $g$ being zero. The uneven grid was given by

$$
r_{i}=.75 \rho_{i}+.25 \rho_{i}^{2}, \quad \theta_{j}=\varphi_{j}-.25 \sin \varphi_{i}
$$

where $\rho_{i}$ and $\varphi_{j}$ were evenly spaced in the interval $[0,1]$ and $[0,2 \pi]$ respectively. This uneven spacing was chosen merely to show the versatility of the scheme and is not intended to give a better resolution of the solution.

For completeness we give the Stokes equations in polar coordinates,

$$
\begin{align*}
& r^{-1}\left(r u_{r}\right)_{r}+r^{-2} u_{\theta \theta}-r^{-2} u-2 r^{-2} v_{\theta}-p_{r}=0, \\
& r^{-1}\left(r v_{r}\right)_{r}+r^{-2} v_{\theta \theta}-r^{-2} v+2 r^{-2} u_{\theta}-r^{-1} p_{\theta}=0,  \tag{5.5}\\
& r^{-1}(r u)_{r}+r^{-1} v_{\theta}=0 .
\end{align*}
$$

The difference formulas used in the numerical experiments were all second-order accurate. As an example of the formulas, the term $r^{-1}\left(r u_{r}\right)_{r}$ was differenced as

$$
\left(\left(\frac{r_{i+1}+r_{i}}{r_{i+1}-r_{i}}\right)\left(u_{i+1, j}-u_{i, j}\right)-\left(\frac{r_{i}+r_{i-1}}{r_{i}-r_{i-1}}\right)\left(u_{i, j}-u_{i-1, j}\right)\right) / \frac{1}{2}\left(r_{i+1}^{2}-r_{i-1}^{2}\right) .
$$

The results of the numerical experiments are shown in the following tables. Each table lists the errors incurred for grids with $N+1$ points on a side for values of $N$ of 20, 30, 40 and 60 . Tables 1, 2 and 3 list the relative errors for test problems 1,2 and

TABLE 1
Errors for test problem 1 for grids with $N+1$ points on a side for four values of $N$. The numbers in parentheses are the decimal exponents, i.e., $.35(-3)=.35 \times 10^{-3}$.

| $\boldsymbol{N}$ | err (u) | $\operatorname{err}(p)$ | $\delta_{\boldsymbol{h}}$ | $\operatorname{sym}(u)$ | $\operatorname{sym}(p)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 20 | $.35(-3)$ | $.17(-2)$ | $-.44(-5)$ | $.68(-3)$ | $.13(-2)$ |
| 30 | $.11(-3)$ | $.86(-3)$ | $-.89(-6)$ | $.22(-3)$ | $.37(-3)$ |
| 40 | $.41(-4)$ | $.51(-3)$ | $-.53(-6)$ | $.82(-4)$ | $.15(-3)$ |
| 60 | $.19(-4)$ | $.23(-3)$ | $-.50(-7)$ | $.37(-4)$ | $.52(-4)$ |

Table 2
Errors for test problem 2

| $\boldsymbol{N}$ | $\operatorname{err}(u)$ | $\operatorname{err}(p)$ | $\delta_{\boldsymbol{h}}$ |
| :---: | :---: | :---: | :---: |
| 20 | $.10(-3)$ | $.21(-2)$ | $-.24(-3)$ |
| 30 | $.45(-4)$ | $.92(-3)$ | $-.12(-3)$ |
| 40 | $.25(-4)$ | $.48(-3)$ | $-.74(-4)$ |
| 60 | $.11(-4)$ | $.22(-3)$ | $-.35(+4)$ |

TABLE 3
Errors for test problem 3

| $\boldsymbol{N}$ | $\operatorname{err}(u)$ | $\operatorname{err}(p)$ | $\delta_{\boldsymbol{h}}$ |
| :---: | :---: | :---: | :---: |
| 20 | $.75(-1)$ | $.93(-1)$ | $-.33(-2)$ |
| 30 | $.33(-1)$ | $.34(-1)$ | $-.53(-3)$ |
| 40 | $.19(-1)$ | $.18(-1)$ | $-.15(-3)$ |
| 60 | $.83(-2)$ | $.75(-2)$ | $-.27(-4)$ |

3 , respectively, and Table 1 also shows the symmetry errors for problem 1. The relative errors are measured in the $l^{2}$-norm, i.e.,

$$
\operatorname{err}(u)=\left(\sum\left(u_{i j}-u\left(x_{i}, y_{i}\right)\right)^{2}\right)^{1 / 2} /\|u\|_{2} .
$$

The error in pressure is computed similarly except that the norms are taken modulo additive constants, i.e.

$$
\operatorname{err}(p)=\left\|p_{h}-p_{e}-\overline{\left(p_{h}-p_{e}\right)}\right\|_{2} /\left\|p_{e}-\bar{p}_{e}\right\|_{2}
$$

where $p_{h}$ and $p_{e}$ are the approximate and exact solutions, respectively. Also shown is the value of $\delta_{h}$ which is described in $\S 4$. Table 4 displays the behavior of the error

Table 4
Computed order of accuracy for $u, p$, and $\delta_{h}$ for the test problems

| $N_{1} / N_{2}$ |  | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
|  | $u$ | 2.8 | 2.0 | 2.0 |
| $30 / 20$ | $p$ | 1.7 | 2.0 | 2.5 |
|  | $\delta_{h}$ | 4.0 | 1.7 | 4.5 |
|  | $u$ | 3.4 | 2.0 | 1.9 |
| $40 / 30$ | $p$ | 1.8 | 2.3 | 2.2 |
|  | $\delta_{h}$ | 1.9 | 1.7 | 4.4 |
|  | $u$ | 3.1 | 2.0 | 2.0 |
| $40 / 20$ | $p$ | 1.7 | 2.1 | 2.4 |
|  | $\delta_{h}$ | 3.1 | 1.7 | 4.5 |
|  | $u$ | 2.5 | 2.0 | 2.0 |
| $60 / 30$ | $p$ | 1.9 | 2.1 | 2.2 |
|  | $\delta_{h}$ | 4.2 | 1.8 | 4.3 |
|  | $u$ | 1.9 | 2.0 | 2.0 |
| $60 / 40$ | $p$ | 2.0 | 1.9 | 2.2 |
|  | $\delta_{h}$ | 5.8 | 1.8 | 4.2 |

as the grid resolution is increased. The numbers shown are values of

$$
-\frac{\log \left(\mathrm{err}_{1} / \mathrm{err}_{2}\right)}{\log \left(N_{1} / N_{2}\right)}
$$

where $\mathrm{err}_{1}$ and $\mathrm{err}_{2}$ are the errors for grids of $N_{1}+1$ and $N_{2}+1$ points on a side, respectively. This value should be approximately 2.0 for a second-order scheme. The error reductions are shown for $u, p$ and $\delta_{h}$. The other velocity component had a similar error behavior in all the examples. All of the solutions were computed by the iterative method given in Strikwerda (1983).

That some of the errors were better than second-order accurate for test problems 1 and 3 can be attributed to the third-order accurate difference formulas used for the gradient and divergence terms. One might expect that some of the errors would behave as third-order errors for some value of $N_{1}$ and $N_{2}$. However, since the discrete Laplacian is second-order accurate, for $N$ large enough the total scheme should be second-order accurate. It is not clear why $\delta_{h}$ should behave as a fourth-order error as seen in test problem 3 and for some values of $N_{1}$ and $N_{2}$ in test problem 1. Test problem 2 was no better than second-order accurate since the gradient and divergence were only second-order accurate. The third-order differences were only used on those terms which were necessary to achieve regularity of the scheme. The results show conclusively that the scheme has overall second-order accuracy.

Test problem 1 for $N=40$ is similar to the test problem of Chorin (1968) for the time-dependent Navier-Stokes equations with Reynolds number of 1.0. While the accuracy of the velocity components is of the same order of magnitude for both problems, the results for pressure are more accurate for the regularized central scheme than are Chorin's results by at least an order of magnitude. We attribute this increase in accuracy to both the regularized differencing and the use of the integrability variable $\delta_{h}$.

In engineering computations it is very important to know the accuracy of one's results. For the incompressible Navier-Stokes calculations the pressure is important since it is used to compute drag and lift forces, however, the pressure is often computed with only indifferent accuracy, e.g. Rubin and Harris (1975). The second-order accuracy obtained for pressure by the regularized central scheme demonstrates the advantage of this scheme over other existing schemes.
6. Conclusion. In this paper we have examined several finite difference methods for the steady Stokes and incompressible Navier-Stokes equations in primitive variables. We have shown that the regularized centered difference scheme is second-order accurate and useful with nonrectangular regions. Although the numerical experiments were done using the Stokes equations, for which exact solutions were available, we believe the regularized central scheme is equally useful with the incompressible Navier-Stokes equations at moderate Reynolds number.
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#### Abstract

A procedure for deriving high order difference formulas using the local solutions of the differential equation is described. The same procedure can be used to incorporate the boundary conditions in the derivation of the difference formulas for the boundary mesh points. A simple example of a Poisson equation over a rectangle is chosen to demonstrate the method, although the same procedure can be applied to equations with variable coefficients over arbitrary regions.
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Introduction. A procedure for deriving high order difference formulas for solving linear partial differential equations is described. This procedure is based upon expressing the solution locally about a given mesh point as a linear combination of the analytic solutions of the differential equation. The finite difference formulas are obtained by collocation over a set of mesh points surrounding the given mesh point for which the difference formula is derived. For a mesh point on the boundary additional constraints are provided by the boundary conditions, otherwise the procedure remains the same. In any case, the difference formula takes into account the local solution of the differential equation. Initially we considered the solutions obtained by the method of separation [1], however, it was found that the same difference formula can be obtained more efficiently by using a truncated power series solution of the differential equation. Once this choice is made, then our procedure has strong connections with the "Mehrstellenverfahren" of Collatz [2], and the works of Young and Dauwalder [3], and that of Lynch and Rice [4].

The results of Young and Dauwalder [3] for elliptic equations are more general in certain details than those derived here. However, we have intentionally chosen a very special and a simple example of the Poisson equation in two dimensions to demonstrate the procedural details. We feel that our procedure is simpler and more direct and the resulting algorithm can be used with ease on a computer to generate the difference formulas automatically in the case of more complex differential equations over arbitrary regions. The treatment of the boundary conditions is easily incorporated in the procedure.

Lynch and Rice [4] call their method by the acronym HODIE (High Order Differences with Identity Expansion). Their procedure is a generalization of "Mehrstellenverfahren" and the work of Young and Dauwalder. They have studied in great detail the computational effort required in generating the difference formulas and also solving the resulting system of linear equations. They have clearly demonstrated the usefulness of high order methods and have shown that such methods are computationally efficient. In the algorithm for the derivation of difference formulas, Lynch and Rice use the nodal values of the forcing function $f$, which is computationally more convenient but requires the "identity expansion" in their procedure. This often creates problems in the automatic generation of formulas due to the fact that one of the matrices appearing in the derivation becomes singular or nearly singular particularly

[^5]when a uniform mesh is used. Our procedure avoids this difficulty by separating the determination of the coefficients of the nodal values of the solution $u$ and the coefficients of the nodal values of $f$. We first of all determine the coefficients of the nodal values of $u$ using the Taylor coefficients of $f$. This gives us the "Mehrstellenverfahren" type formulas which can be used provided the Taylor coefficients of $f$ are available. However, if it is necessary to replace the Taylor coefficients of $f$ with nodal values of $f$, then the Taylor coefficients which appear in our formulas indicate an appropriate choice of the nodal points to be used for such an interpolation of $f$. This produces HODIE type formulas and avoids the difficulties inherent in the a priori selection of nodes in the HODIE method. In the final analysis the two procedures are equivalent in the sense that both procedures use local polynomial expansions. In the case of the Poisson equation, the two methods produce identical formulas.

It is implicitly assumed in all these procedures aimed at deriving high order difference formulas that the coefficients in the differential equation and also the solutions are sufficiently smooth. If the smoothness condition is satisfied then these procedures give difference formulas with the highest order of truncation error for a given set of mesh points. In this sense the difference formulas obtained are "optimal."

Although some of the difference formulas derived here to demonstrate our procedure are well known, the same procedure can be applied to more general linear elliptic equations with variable coefficients as in [3], [4] and [5] and also to other equations such as the parabolic equation given in [1]. A further generalization of our procedure has been applied to the biharmonic equation in which not only the nodal values of the solutions but also the values of the derivatives at the nodal points are used for collocation [7]. This generalization allows the handling of the boundary conditions with much greater ease.

Derivation of the difference formulas. All the important features of the method can be described by using a simple example of the Poisson equation

$$
\begin{equation*}
\Delta u=u_{\xi \xi}+u_{\eta \eta}=f(\xi, \eta), \quad 0 \leqq \xi, \quad \eta \leqq 1 \tag{1}
\end{equation*}
$$

over a square. It is assumed that the values of $u$ are prescribed on three sides of the square and the normal derivative of $u$ is given by a function $g(\eta)$ on the right boundary $\xi=1$. Assume that the region is subdivided into square subregions and that the mesh size $h$ is uniform. Let $\left(\xi_{0}, \eta_{0}\right)$ be a typical mesh point for which a difference formula is to be derived. It is convenient to shift the origin to this point and use local coordinates $(x, y)$. Two different types of difference formulas are needed to solve the problem, one for the interior mesh points and the other for the boundary mesh points.

Let us assume the following expansions for the solution $u(x, y), f(x, y)$ and the boundary function $g(y)$,

$$
\begin{equation*}
u(x, y)=\sum a_{i, j} x^{i} y^{j}, \quad f(x, y)=\sum c_{i, j} x^{i} y^{j}, \quad g(y)=\sum b_{i} y^{i}, \quad i, j=0,1,2, \cdots \tag{2}
\end{equation*}
$$

The coefficients $a_{i, j}$ are unknown, while $c_{i, j}$ and $b_{j}$ are either known or they can be calculated. The differential equation (1) imposes the following constraints

$$
\begin{equation*}
(i+1)(i+2) a_{i+2, j}+(j+1)(j+2) a_{i, j+2}=c_{i, j}, \quad i, j=0,1,2, \cdots \tag{3}
\end{equation*}
$$

The additional constraints

$$
\begin{equation*}
b_{j}=a_{1, j}, \quad j=0,1,2, \cdots \tag{4}
\end{equation*}
$$

are imposed if the normal derivative boundary condition is applied at $x=0$.

In order to derive a difference formula let us first approximate $u$ by neglecting terms of degree greater than $N$ say, by setting the corresponding coefficients $a_{i, j}$ to zero. This immediately determines the number of unknowns $a_{i, j}$ in the expansion of $u$ say $n$, and the number of constraints (equations) that are retained in (3) or (4) say $m_{1}$ and $m_{2}$ respectively. In order to derive a difference formula for an interior mesh point choose $m=n-m_{1}$ mesh points around the origin. Let the coordinates of these $m$ mesh points be $\left(x_{k}, y_{k}\right), k=1,2, \cdots, m$. Collocation of $u$ at these mesh points gives the following $m$ linear equations

$$
u_{k}=u\left(x_{k}, y_{k}\right)=\sum a_{i, j} x_{k}^{i} y_{k}^{i}, \quad k=1,2, \cdots, m .
$$

These $m$ equations along with the $m_{1}$ constraints in (3) determine the $n$ unknowns $a_{i, j}$ in terms of the $m$ nodal values $u_{1}, u_{2}, \cdots, u_{m}$ and the $m_{1}$ coefficients $c_{i, j}$, provided that the coefficient matrix is nonsingular. Once this is done, the difference formula is obtained from $u_{0}=u(0,0)=a_{0,0}$, where $a_{0,0}$ is expressed in terms of $u_{1}, u_{2}, \cdots, u_{m}$. For a difference formula for a boundary mesh point it is necessary to consider $m_{2}$ constraints given by (4) in addition to the $m_{1}$ constraints given by (3). Therefore, only $n-\left(m_{1}+m_{2}\right)$ mesh points lying in the region and on the boundary are chosen for collocation. The expressions for the other coefficients such as $a_{1,0}, a_{0,1}$ etc. provide difference formulas for the derivatives of $u$.

There are three important points that may be mentioned in connection with the method of derivation proposed here. Firstly, it is not necessary to include all the terms of the highest degree $N$ in the expansion of $u$, though, if any one term is chosen all those terms which are connected to it through any one of the constraints in (3) must be included. Secondly, if all the terms of degree $N$ and lower are retained in the expansion of $u$, then the minimum order of the truncation can immediately be predicted to be $h^{N-1}$ because of the fact that the difference formula is accurate for all polynomials of degree $N$ or less. If the collocation points are chosen to take advantage of the symmetry of the operator, the difference formula can achieve a higher order of truncation error. This can be tested by substituting higher degree terms in the difference formula. Another way of asserting the higher order is to choose additional terms in the expansion and additional mesh points in such a way that the difference formula still remains the same i.e. the additional nodal values have the weight zero in the formula. Finally, for a certain distribution of the mesh points, the coefficient matrix may be singular. This indicates that additional mesh points and terms in the expansion are needed to get a high order formula. Although it is not necessary, we generally prefer to use mesh points which form a single cell around the origin. For equations with constant coefficients on a domain which can be partitioned into squares, this eliminates the necessity of special formulas for mesh points near the boundary.

These features can be demonstrated in the development of the classical 5-point formula for the Poisson equation. Higher order formulas can be derived in an analogous manner. Let a typical mesh point 0 be an interior mesh point as shown in Fig. 1. Let $u$ in (2) be approximated by

$$
\begin{equation*}
u(x, y)=a_{0,0}+a_{1,0} x+a_{0,1} y+a_{2,0} x^{2}+a_{0,2} y^{2} . \tag{5}
\end{equation*}
$$

From (3) we get only one constraint given by

$$
\begin{equation*}
2\left(a_{2,0}+a_{0,2}\right)=c_{0,0} . \tag{6}
\end{equation*}
$$



Fig. 1

The four points needed for collocation are chosen to be 1, 2, 3, and 4 in Fig. 1. The system of equations that follows is given by

$$
\left[\begin{array}{rrrrr}
1 & 1 & 0 & 1 & 0  \tag{7}\\
1 & 0 & 1 & 0 & 1 \\
1 & -1 & 0 & 1 & 0 \\
1 & 0 & -1 & 0 & 1 \\
0 & 0 & 0 & 2 & 2
\end{array}\right]\left[\begin{array}{c}
a_{0,0} \\
a_{1,0} h \\
a_{0,1} h \\
a_{2,0} h^{2} \\
a_{0,2} h^{2}
\end{array}\right]=\left[\begin{array}{c}
u_{1} \\
u_{2} \\
u_{3} \\
u_{4} \\
c_{0,0} h^{2}
\end{array}\right]
$$

The solution of (7) gives

$$
\begin{equation*}
a_{0,0}=u_{0}=\frac{1}{4}\left(u_{1}+u_{2}+u_{3}+u_{4}\right)-\frac{1}{4} c_{0,0} h^{2} . \tag{8}
\end{equation*}
$$

If $c_{0,0}$ is replaced by $f_{0}=f(0,0)$, then (8) becomes the classical 5 -point formula. If all the terms of degree 3 are included in the expansion of $u$, then there are 10 unknown coefficients and 3 constraints. If we choose any seven points in Fig. 1 including the points $1,2,3$ and 4 , we again get formula ( 8 ) by this procedure. This demonstrates that the formula (8) is of order $h^{2}$. The other coefficients $a_{1,0}, a_{0,1}, \cdots$ determined from (7) are useful, for example

$$
\left[u_{x}\right]_{0,0}=a_{1,0}, \quad\left[u_{y}\right]_{0,0}=a_{0,1}, \quad\left[u_{x}\right]_{h, 0}=a_{1,0}+2 a_{2,0} h+3 a_{3,0} h^{2}+\cdots
$$

These formulas approximate the derivatives to an order one less than the corresponding formula for $u$. Numerical experiments carried out on several problems in particular see [1], show that these formulas give excellent results.

For the boundary mesh point shown in Fig. 2, in order to obtain a formula compatible with (8), we include all the terms up to degree 3 in the expansion of $u$. This means there are three constraints of the type (3) and three constraints of the type (4). The four points chosen for collocation are 1, 2, 3 and 4 shown in Fig. 2. The difference formula obtained by this procedure is

$$
\begin{equation*}
u_{0}=\frac{1}{4}\left(u_{1}+u_{2}\right)+\frac{1}{2} u_{4}+\frac{1}{2} b_{0} h-\frac{1}{6} b_{2} h^{3}-\frac{1}{4} c_{0,0} h^{2}+\frac{1}{12} c_{1,0} h^{3} . \tag{9}
\end{equation*}
$$



Fig. 2

If we replace $c_{0,0}$ by $f_{0}$ and $c_{1,0}$ by $f_{0}-f_{4}$ we get

$$
\begin{equation*}
u_{0}=\frac{1}{4}\left(u_{1}+u_{2}\right)+\frac{1}{2} u_{4}+\frac{1}{2} b_{0} h-\frac{1}{6} b_{2} h^{3}-\frac{1}{6} f_{0} h^{2}-\frac{1}{12} f_{4} h^{2} . \tag{10}
\end{equation*}
$$

It is possible to replace $b_{0}$ by $\left(u_{x}\right)_{0}, 2 b_{2} h^{2}$ by $\left(u_{x}\right)_{1}+\left(u_{x}\right)_{x}-2\left(u_{x}\right)_{0}$ in (10), thereby expressing all the terms in (10) in terms of the nodal values. Note that $u_{3}$ does not appear in the formula (9). If we set $b_{2}=0$ and write $f_{4}=f_{0}$ in (10), we get the classical formula for the boundary point which is of order $h$, while (10) is of order $h^{2}$. Other formulas may be obtained in a similar fashion. For instance, if we select points 1,2 , 3 and 5 in Fig. 2, we get

$$
\begin{equation*}
u_{0}=\frac{1}{2}\left(u_{3}+u_{5}\right)+b_{0} h+\frac{2}{3} b_{2} h^{3}-\frac{1}{2} c_{0,0} h^{2}+\frac{1}{6} c_{1,0} h^{3} \tag{11}
\end{equation*}
$$

which is of order $h^{2}$.
In general, the use of formulas (10) or (11) on the boundary in place of the classical formula along with the second order formula (8) in the interior are not likely to produce better results. This is due to the fact that a boundary formula is permitted to be one order less than interior formulas to maintain the same overall accuracy. In this sense, these formulas are not of any practical significance. We have given them here to demonstrate the method which has been used to derive higher order formulas.

It is not necessary to select only those mesh points which are symmetrically placed around the mesh point 0 shown in Fig. 1. Formulas with an arbitrary selection of mesh points can be obtained by the procedure described earlier. Such a distribution of points may be needed for points near the boundary or on a curved boundary or where the mesh is not uniform. In the case of curved boundaries it may not always be possible to write the constraints in the form (4). In this case each constraint is replaced by collocation of the boundary conditions at one additional boundary point. In fact, for any other linear differential equation, the only modification made is in the constraints which follow from the differential equations or the boundary conditions.

For symmetrically placed points in the Poisson equation, one can find formulas of high order with very few additional points. We now give some of the formulas of order $h^{4}$ and $h^{6}$ obtained by this method.

Following [2] we write

$$
\begin{aligned}
L_{h} u_{0} & =4\left(u_{1}+u_{2}+u_{3}+u_{4}\right)+\left(u_{5}+u_{6}+u_{7}+u_{8}\right)-20 u_{0} \\
& =4 \diamond u_{0}+\square u_{0}-20 u_{0} .
\end{aligned}
$$

Then some of the formulas for the interior points are

$$
\begin{align*}
L_{h} u_{0} & =6 c_{0,0} h^{2}+\left(c_{2,0}+c_{0,2}\right) h^{4},  \tag{12a}\\
L_{h} u_{0} & =6 f_{0} h^{2}+\frac{1}{2}\left(\diamond f_{0}-4 f_{0}\right) h^{2},  \tag{12b}\\
L_{h} u_{0} & =6 f_{0} h^{2}+\frac{1}{4}\left(\square f_{0}-4 f_{0}\right) h^{2},  \tag{12c}\\
L_{h} u_{0} & =6 c_{0,0} h^{2}+\left(c_{2,0}+c_{0,2}\right) h^{4}+\left[\frac{2}{5}\left(c_{4,0}+c_{0,4}\right)+\frac{4}{15} c_{2,2}\right] h^{6},  \tag{13a}\\
L_{h} u_{0} & =\left[-\frac{8}{15} f_{0}-\frac{1}{30} \diamond f_{0}+\frac{1}{15} \square f_{0}+\frac{8}{5} \diamond f_{0}\right] h^{2},  \tag{13b}\\
L_{h} u_{0} & =\left[\frac{119}{30} f_{0}+\frac{7}{15} \diamond f_{0}+\frac{1}{15} \square f_{0}-\frac{1}{40} \diamond f_{0}\right] h^{2},  \tag{13c}\\
L_{h} u_{0} & =\left[\frac{37}{15} f_{0}+\frac{1}{15} \diamond f_{0}+\frac{1}{60} \square f_{0}+\frac{4}{5} \square f_{0}\right] h^{2}, \tag{13~d}
\end{align*}
$$

where

$$
\begin{gathered}
\diamond f_{0}=f_{9}+f_{10}+f_{11}+f_{12}, \\
\emptyset f_{0}=f_{13}+f_{14}+f_{15}+f_{16} \\
\bar{\diamond} f_{0}=f_{17}+f_{18}+f_{19}+f_{20} \quad \text { (see Fig. 1). }
\end{gathered}
$$

Formulas (12) and (13) are of order $h^{4}$ and $h^{6}$ respectively. Observe that if the nodal values of $f$ are used, then the 9 mesh points of the cell are not sufficient to give a formula of order $h^{6}$. Use of the additional values of $f$ may be acceptable, if $f$ is known at every point. However, there are problems where only the nodal values of $f$ are known. In such cases it may be more convenient to use the method of order $h^{4}$ given by (12). Formula (13c) is not convenient to use since near the boundary special formulas would have to be used.

Some formulas for the boundary mesh point of Figure 2 are given by

$$
\begin{align*}
L_{h}^{1} u_{0}= & u_{0}-\frac{2}{5} u_{4}-\frac{1}{10}\left(u_{3}+u_{5}\right)-\frac{1}{5}\left(u_{1}+u_{2}\right) \\
= & -\frac{3}{10} c_{0,0} h^{2}+\frac{1}{10} c_{1,0} h^{3}-\frac{1}{20}\left(c_{2,0}+c_{0,2}\right) h^{4}+\frac{3}{5} b_{0} h  \tag{14a}\\
= & -\frac{1}{40} h^{2}\left[f_{1}+f_{2}-f_{6}+6 f_{4}+5 f_{0}\right]+\frac{3}{5} b_{0} h,  \tag{14b}\\
L_{h}^{1} u_{0}= & -\frac{3}{10} c_{0,0} h^{2}+\frac{1}{10} c_{1,0} h^{3}-\frac{1}{20}\left(c_{2,0}+c_{0,2}\right) h^{4}+\frac{3}{100} c_{3,0} h^{5} \\
& +\frac{7}{300} c_{1,2} h^{5}+\frac{3}{5} b_{0} h-\frac{2}{25} b_{4} h^{5}  \tag{15a}\\
= & -\frac{1}{75} h^{2}\left[f_{1}+f_{2}+f_{8}\right]+\frac{1}{200} h^{2}\left[13 f_{6}-27 f_{0}\right]-\frac{1}{6} h^{2} f_{4}  \tag{15b}\\
& -\frac{7}{600} h^{2}\left[f_{3}+f_{5}\right]+\frac{3}{5} b_{0} h-\frac{2}{25} b_{4} h^{5} .
\end{align*}
$$

Formulas (14) and (15) are of order $h^{4}$ and $h^{6}$ respectively. Note that the formulas (14) make use of the normal derivative at the point 0 only since $b_{0}=\left[u_{x}\right]_{0}$. Some numerical results obtained using these formulas are given in the next section.

Finally, the formulas for the derivatives $u_{x}$ and $u_{y}$ corresponding to the formulas (12) are given by

$$
\begin{equation*}
h u_{x 0}=\frac{1}{3}\left(u_{1}-u_{3}\right)+\frac{1}{12}\left(u_{5}-u_{6}-u_{7}+u_{8}\right)-\frac{1}{12} h^{2}\left(f_{1}-f_{3}\right) \tag{16a}
\end{equation*}
$$

and

$$
\begin{equation*}
h u_{y 0}=\frac{1}{3}\left(u_{2}-u_{4}\right)+\frac{1}{12}\left(u_{5}+u_{6}-u_{7}-u_{8}\right)-\frac{1}{12} h^{2}\left(f_{2}-f_{4}\right) . \tag{16b}
\end{equation*}
$$

Numerical results. In order to demonstrate the accuracy and usefulness of the higher order formulas we have solved (1) over the square $0 \leqq \xi, \eta \leqq 1$ : The test problems considered have the exact solutions

$$
\begin{aligned}
& u=F_{1}(\xi, \eta)=\xi^{5}+\xi^{3} \eta^{2}+2 \eta^{5}, \\
& u=F_{2}(\xi, \eta)=\xi^{8}+2 \xi^{7}+3 \xi^{5} \eta^{3}+4 \xi^{2} \eta^{6}+3 \eta^{8} \\
& u=F_{3}(\xi, \eta)=e^{2 \xi} \cos \eta .
\end{aligned}
$$

In Table 1 we give the results for the Dirichlet problem when $u$ is given on all four sides. The derivatives are computed using central differences when (8) is used

TABLe 1
Maximum errors for Dirichlet problems

|  |  |  | Formulas |  |  |  |
| :---: | :--- | :---: | :---: | :---: | :---: | :---: |
| $h$ | $(8)$ | Derivs. | $(12 \mathrm{a})$ | Derivs. | $(13 \mathrm{a})$ | Derivs. |
| Problem $F_{1}$ |  |  |  |  |  |  |
| $1 / 3$ | .1080 | .4090 | exact | $.2881 \mathrm{E}-1$ | exact | $.2881 \mathrm{E}-1$ |
| $1 / 6$ | $.3016 \mathrm{E}-1$ | .1535 | exact | $.1800 \mathrm{E}-2$ | exact | $.1800 \mathrm{E}-2$ |
| $1 / 12$ | $.7893 \mathrm{E}-2$ | $.5021 \mathrm{E}-1$ | exact | $.1125 \mathrm{E}-3$ | exact | $.1125 \mathrm{E}-3$ |
| $1 / 24$ | $.1991 \mathrm{E}-2$ | $.1486 \mathrm{E}-1$ | exact | $.7118 \mathrm{E}-5$ | exact | $.7118 \mathrm{E}-5$ |
| $r$ | 1.99 | 1.76 |  | 3.98 |  | 3.98 |
| Problem $F_{2}$ |  |  |  |  |  |  |
| $1 / 3$ | .8293 | 1.738 | $.9032 \mathrm{E}-1$ | .8572 | $.8868 \mathrm{E}-3$ | .7693 |
| $1 / 6$ | .2418 | 1.132 | $.5820 \mathrm{E}-2$ | .1008 | $.1685 \mathrm{E}-4$ | $.8842 \mathrm{E}-1$ |
| $1 / 12$ | $.6364 \mathrm{E}-1$ | .5026 | $.3721 \mathrm{E}-3$ | $.8492 \mathrm{E}-2$ | $.2606 \mathrm{E}-6$ | $.7286 \mathrm{E}-2$ |
| $1 / 24$ | $.1617 \mathrm{E}-1$ | .1737 | $.2327 \mathrm{E}-4$ | $.6109 \mathrm{E}-3$ | $.1471 \mathrm{E}-7 *$ | $.5193 \mathrm{E}-3$ |
| $r$ | 1.98 | 1.53 | 4.0 | 3.80 | 6.01 | 3.81 |
| Problem $F_{3}$ |  |  |  |  |  |  |
| $1 / 3$ | $.2680 \mathrm{E}-1$ | .5141 | $.1899 \mathrm{E}-4$ | $.2699 \mathrm{E}-1$ | $.4530 \mathrm{E}-7$ | $.2698 \mathrm{E}-1$ |
| $1 / 6$ | $.7601 \mathrm{E}-2$ | .1795 | $.1266 \mathrm{E}-5$ | $.2412 \mathrm{E}-2$ | $.8254 \mathrm{E}-9$ | $.2410 \mathrm{E}-2$ |
| $1 / 12$ | $.1941 \mathrm{E}-2$ | $.5391 \mathrm{E}-1$ | $.7777 \mathrm{E}-7$ | $.1791 \mathrm{E}-3$ | exact | $.1790 \mathrm{E}-3$ |
| $1 / 24$ | $.4922 \mathrm{E}-3$ | $.1495 \mathrm{E}-1$ | $.1771 \mathrm{E}-7$ | $.1218 \mathrm{E}-4$ | exact | $.1217 \mathrm{E}-4$ |
| $r$ | 1.98 | 1.85 | 4.02 | 3.88 | 5.78 | 3.88 |

and (16) when the high order formulas are used. In Table 2, we give results when $u$ is given on three sides and the normal derivative is given on $\xi=1$. In both tables we list the maximum absolute error in the computed approximation. The table also includes the experimentally observed rate of convergence $r$, given by

$$
r=\log \left(\frac{e_{2}}{e_{1}}\right) / \log \left(\frac{h_{2}}{h_{1}}\right)
$$

where $e_{2}$ and $e_{1}$ are the errors observed for $h_{2}=1 / 24$ and $h_{1}=1 / 12$ respectively. In the case when the results are affected by roundoff errors as shown by $*$ or when they are exact, previous values are used. We consider the results exact if errors are less than $10^{-9}$. The computations were carried out on a DEC-20 in double precision.

TAble 2
Maximum errors for the mixed problem

| Formulas |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $h$ | $(8)$, classical | $(8),(10)$ | $(8),(11)$ | $(12 \mathrm{a}),(14 \mathrm{a})$ | $(13 \mathrm{a}),(15 \mathrm{a})$ |
| Problem $F_{1}$ |  |  |  |  |  |
| $1 / 3$ | .1562 | .1430 | .1481 | $.5252 \mathrm{E}-2$ | exact |
| $1 / 6$ | $.4782 \mathrm{E}-1$ | $.4240 \mathrm{E}-1$ | $.4488 \mathrm{E}-1$ | $.3754 \mathrm{E}-3$ | exact |
| $1 / 12$ | $.1268 \mathrm{E}-1$ | $.1208 \mathrm{E}-1$ | $.1245 \mathrm{E}-1$ | $.2370 \mathrm{E}-4$ | exact |
| $1 / 24$ | $.3202 \mathrm{E}-2$ | $.3221 \mathrm{E}-2$ | $.3283 \mathrm{E}-2$ | $.1520 \mathrm{E}-5$ | exact |
| $r$ | 1.98 | 1.91 | 1.92 | 3.96 |  |
| Problem $F_{2}$ |  |  |  |  |  |
| $1 / 3$ | 1.245 | .9493 | 1.010 | .2757 | $.9739 \mathrm{E}-2$ |
| $1 / 6$ | .4115 | .3431 | .3787 | $.1912 \mathrm{E}-1$ | $.1689 \mathrm{E}-3$ |
| $1 / 12$ | .1078 | .1082 | .1164 | $.1225 \mathrm{E}-2$ | $.2677 \mathrm{E}-5$ |
| $1 / 24$ | $.2722 \mathrm{E}-1$ | $.3126 \mathrm{E}-1$ | $.3255 \mathrm{E}-1$ | $.7731 \mathrm{E}-4$ | $.7755 \mathrm{E}-7 *$ |
| $r$ | 1.99 | 1.79 | 1.84 | 3.99 | 5.98 |
| Problem $F_{3}$ |  |  |  |  |  |
| $1 / 3$ | .2241 | $.3052 \mathrm{E}-1$ | $.8987 \mathrm{E}-1$ | $.1854 \mathrm{E}-2$ | $.4837 \mathrm{E}-6$ |
| $1 / 6$ | $.6658 \mathrm{E}-1$ | $.1123 \mathrm{E}-1$ | $.6595 \mathrm{E}-2$ | $.1269 \mathrm{E}-3$ | $.9462 \mathrm{E}-8$ |
| $1 / 12$ | $.1728 \mathrm{E}-1$ | $.3498 \mathrm{E}-2$ | $.2700 \mathrm{E}-2$ | $.8072 \mathrm{E}-5$ | exact |
| $1 / 24$ | $.4349 \mathrm{E}-2$ | $.9991 \mathrm{E}-3$ | $.8709 \mathrm{E}-3$ | $.5618 \mathrm{E}-6$ | exact |
| $r$ | 1.99 | 1.8 | 1.63 | 3.84 | 5.68 |

Because of storage limitations, matrices were stored in banded form and the solutions were obtained using S.O.R.

As expected, the results using formulas (10) and (11) give similar results to those obtained by the use of the classical formula. However, to illustrate that these formulas are an improvement on the classical formula, we give in Table 3 a comparison of the results obtained when we used the classical formula and the second order improved formulas (10) and (11) with the fourth order formula (12a) for interior points.

The truncation errors for the formulas in (12) and (13) are $O\left(h^{4}\right)$ and $O\left(h^{6}\right)$ respectively. Explicit expressions for the truncation error can be written down. In the case of the Poisson equation, for $h$ sufficiently small, the descretizations are of positive type, hence the discretization error is of the same order as the truncation error. This result also holds for the Helmholtz equation, as shown by Boisvert [6].

Conclusions. A method for obtaining high order difference formulas for linear partial differential equations has been described. For equations with constant coefficients and also for equations in which the coefficients are polynomials of low degree, the difference equations are the same for every mesh point for which the mesh elements are similarly shaped. In the case of irregular mesh points, it is necessary to determine the difference formula for every mesh point by solving a system of equations. This involves extra computational effort which can be justified in view of the accuracy attained. Estimates of the number of operations required in deriving the difference equations and then solving them have been given by Lynch and Rice [4]. The operation count in our procedure is not the same, but we expect the order of magnitude to be the same.

The difference equations we obtain by our method are the same as those obtained by the procedure of Lynch and Rice for the Poisson equation but our method of

Table 3
Classical versus "improved" formulas

|  | $h$ | Classical | $(10)$ | $(11)$ |
| :--- | :---: | :---: | :---: | :---: |
| Problem $F_{1}$ | $1 / 3$ | .2326 | $.9860 \mathrm{E}-2$ | $.5751 \mathrm{E}-1$ |
|  | $1 / 6$ | $.8538 \mathrm{E}-1$ | $.2527 \mathrm{E}-2$ | $.5840 \mathrm{E}-2$ |
|  | $1 / 12$ | $.2405 \mathrm{E}-1$ | $.3931 \mathrm{E}-3$ | $.6599 \mathrm{E}-3$ |
|  | $1 / 24$ | $.6320 \mathrm{E}-2$ | $.5477 \mathrm{E}-4$ | $.7953 \mathrm{E}-4$ |
|  | $r$ | 1.93 | 2.84 | 3.05 |
| Problem $F_{2}$ | $1 / 3$ | 1.674 | .4941 | .4196 |
|  | $1 / 6$ | .7181 | $.9912 \mathrm{E}-1$ | $.6548 \mathrm{E}-1$ |
|  | $1 / 12$ | .2186 | $.1546 \mathrm{E}-1$ | $.8187 \mathrm{E}-2$ |
|  | $1 / 24$ | $.5922 \mathrm{E}-1$ | $.2110 \mathrm{E}-2$ | $.1096 \mathrm{E}-2$ |
|  | $r$ | 1.88 | 2.87 | 2.90 |
| Problem $F_{3}$ | $1 / 3$ | .2410 | .1369 | .1040 |
|  | $1 / 6$ | $.7715 \mathrm{E}-1$ | $.2513 \mathrm{E}-2$ | $.1302 \mathrm{E}-1$ |
|  | $1 / 12$ | $.2084 \mathrm{E}-1$ | $.3600 \mathrm{E}-3$ | $.1693 \mathrm{E}-2$ |
|  | $1 / 24$ | $.5378 \mathrm{E}-2$ | $.4780 \mathrm{E}-4$ | $.2166 \mathrm{E}-3$ |
|  | $r$ | 1.95 | 2.91 | 2.97 |

derivation is quite different. It is possible to predict a priori the maximum number of nodal values required in the difference formula to attain a certain order of accuracy. Another important feature of our procedure is that we avoid the use of the nodal values of the coefficient functions at least when the difference formulas are derived. The option of using these values if necessary is exercised independently. All the other conclusions and generalization remain the same as given by Lynch and Rice.

A computer program for second order elliptic equations with constant coefficients has been developed using the technique described here. For a given degree, the program requires coordinates of a certain number of grid points for collocation. In the case when the system of equations for the determination of the difference formula is singular, a different selection of grid points is called for. The program also checks for the lowest degree for which the formula is not exact. In this way, questions of consistency can be answered.
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# A FINITE ELEMENT METHOD FOR GAS CENTRIFUGE FLOW PROBLEMS* 
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#### Abstract

A finite element method for the approximate solution of the flow in rapidly rotating gas centrifuges is presented. The model equations to be discretized are derived using, in particular, the Onsager pancake approximation. Various analytic and computational features of the finite element method are discussed and a series of illustrative numerical examples are given.
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1. Introduction. Worldwide, gas centrifugation is one of the most popular means by which to enrich uranium in its fissionable isotope. Naturally, the nature of the fluid flow within the centrifuge largely determines the efficiency with which the centrifuge separates the different isotopes. In the past, this flow has been calculated by a semi-numerical technique based on solutions by eigenfunction expansion methods of the Onsager "pancake" model equations [11], [12]. The need for a more flexible means of calculating the flow field results in the need for developing a fully numerical solution technique. In this paper, we describe a finite element method for solving the Onsager pancake equations in the case where the flow may be driven by sources of mass, momenta or energy, or by boundary phenomena such as temperature gradients or mass flows introduced at boundaries. A simpler version of this finite element method, which applies to flows without sources, has been presented in [6].

The plan of this paper is as follows. In § 2, we describe the Onsager pancake model, concentrating on the development of the model to render it suitable for discretization by a Galerkin finite element method. The latter is described in $\S \S 3$ and 4. Numerical results are presented in § 5.

Before proceeding, we point out that the pancake model is a linear steady state approximation of the compressible viscous flow inside a gas centrifuge. Another numerical technique for approximating this flow field in the presence of sources is given in [2]. Their technique retains some of the nonlinear character of the governing equations and uses a time-dependent algorithm for marching to a steady state. A survey of source free models for the flow in gas centrifuges is found in [9], where other numerical techniques for such problems may also be found.
2. The Onsager pancake model with the Carrier-Maslen boundary conditions. The derivation of the Onsager pancake equations and the Carrier-Maslen Ekman layer boundary conditions differ in some of their details from that found in [11]. The two derivations yield equivalent problems and the formal differences in the present derivation are motivated by the desire to make the resulting problem more immediately amenable to discretization by a Galerkin finite element method.

Let $(r, \theta, z)$ denote cylindrical coordinates with the origin located at the bottom of the centrifuge, which we take to be a right circular cylinder, and on the axis of rotation. The $z$-axis coincides with the axis of rotation while the $r$-coordinate measures

[^6]the perpendicular distance from this axis. If the fluid is isothermal and rotates as a solid body, then the velocity components in the $(r, \theta, z)$ direction are respectively given by [11]
$$
U=0, \quad V=\Omega r, \quad W=0
$$
and the pressure distribution is given by
$$
P=p_{w} \exp \left\{-A^{2}\left(1-\frac{r^{2}}{a^{2}}\right)\right\}
$$
where $\Omega$ is the angular velocity of the cylinder, $p_{w}$ is the pressure on the wall of the cylinder, $a$ is the radius of the cylinder, $A=a \Omega /\left(2 R T_{0}\right)^{1 / 2}, R$ is the specific gas constant, and $T_{0}$ is the uniform gas temperature.

We assume that the flow in the centrifuge is a small perturbation from the above isothermal solid body rotation. This enables us to linearize the equations of viscous compressible flow. Furthermore, we assume that the rotational speed is high enough, i.e., $A^{2} \gg 1$, so that most of the fluid is found very near the wall of the cylinder, i.e., $r=a$. This enables us to set $r=a$ whenever $r$ appears algebraically in the governing equations. Third, we assume that away from the Ekman layers adjacent to the top and bottom of the cylinder that the axial diffusion terms are negligible. Finally, we assume that the flow is axially symmetric.

Using these four assumptions, the equations of viscous compressible flow reduce to (see [11] for details)

$$
\begin{align*}
& e^{-x} w_{y}-2 A^{2}\left(e^{-x} u\right)_{x}=\mathscr{M}  \tag{2.1}\\
& \phi=\left(e^{x} p\right)_{x}+e^{x} \mathscr{U}  \tag{2.2}\\
& \phi_{x x}=-\frac{\operatorname{Re} S}{A^{4}} e^{-x} u-(\mathscr{T}-2 \mathscr{V})  \tag{2.3}\\
& p_{y}=\frac{8 A^{6}}{\operatorname{Re}} w_{x x}+\mathscr{W}  \tag{2.4}\\
& -4 A^{4} H_{x x}-H_{y y}=4 A^{4}[\mathscr{T}+2(S-1) \mathscr{V}] \tag{2.5}
\end{align*}
$$

where $(u, \omega, w)$ are the perturbation velocities in the $(r, \theta, z)$ direction, respectively, $p$ is the pressure, $\phi=\theta-2 \omega$ and $H=\theta+2(S-1) \omega$ where $\theta$ is the temperature, $y=z / a$ and $x=A^{2}\left(1-r^{2} / a^{2}\right) . \mathscr{M}, \mathscr{U}, \mathscr{V}, \mathscr{W}$ and $\mathscr{T}$ are nondimensional sources of mass, the three momentum components, and energy, respectively. In (2.1)-(2.5) all variables have been nondimensionalized, using $\Omega a$ for the velocity components, $p_{w}$ for the pressure, $T_{0}$ for the temperature and the wall density, $\rho_{w}$, for the density. The constants appearing in (2.1)-(2.5) are the Reynolds number $\operatorname{Re}=\rho_{w} \Omega a^{2} / \mu$ and $S=$ $1+\operatorname{Pr} A^{2}(\gamma-1) / 2 \gamma$ where $\operatorname{Pr}=c_{p} \mu / k$ is the Prandtl number and $\mu$ and $c_{p}$ are the viscosity and specific heat at constant pressure, respectively. We note that $x$ measures distances from the wall of the cylinder in "scale heights", i.e., $e$-foldings, of the ambient density $\rho=\rho_{w} \exp (-x)$.

We now introduce a function $\psi$ satisfying

$$
\begin{equation*}
e^{-x} u=-\psi_{y}+\frac{1}{2 A^{2}} \int_{x}^{x_{T}} \mathcal{M}(\xi, y) d \xi \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
e^{-x} w=-2 A^{2} \psi_{x} \tag{2.7}
\end{equation*}
$$

where $x_{T}$ is chosen large enough to accurately simulate the flow as $x \rightarrow \infty$. Note that if $\mathcal{M} \equiv 0$, then $\psi$ is the usual streamfunction, while if $\mathcal{M} \not \equiv 0$, we view $\psi$ as being a "convenient" function. Eliminating the pressure between (2.2) and (2.4) yields that

$$
\begin{equation*}
\phi_{y}=\frac{8 A^{6}}{\mathrm{Re}}\left(e^{x} w_{x x}\right)_{x}+\left(e^{x} \mathscr{W}\right)_{x}+e^{x} U_{y} \tag{2.8}
\end{equation*}
$$

Substituting (2.6) and (2.7) into (2.3) and (2.8) yields that

$$
\begin{equation*}
\phi_{x x}=\frac{\operatorname{Re} S}{A^{4}} \psi_{y}-\frac{\operatorname{Re} S}{2 A^{6}} \int_{x}^{x_{T}} \mathscr{M}(\xi, y) d \xi-(\mathscr{T}-2 \mathscr{V}) \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{y}=-\frac{16 A^{8}}{\operatorname{Re}}\left(e^{x}\left(e^{x} \psi_{x}\right)_{x x}\right)_{x}+\left(e^{x} \mathscr{W}\right)_{x}+e^{x} U_{y} \tag{2.10}
\end{equation*}
$$

Eliminating $\phi$ between (2.9) and (2.10) yields that

$$
\begin{align*}
\left(e^{x}\left(e^{x} \psi_{x x}\right)_{x x}\right)_{x x x}+B^{2} \psi_{y y}= & \frac{\operatorname{Re}^{2} S}{32 A^{14}} \int_{x}^{x_{T}} \mathscr{M}_{y}(\xi, y) d \xi  \tag{2.11}\\
& \quad+\frac{\operatorname{Re}}{16 A^{8}}\left[\left(e^{x} \mathscr{W}\right)_{x x x}+\left(e^{x} \mathscr{U}\right)_{y x x}+(\mathscr{T}-2 \mathscr{V})_{y}\right]
\end{align*}
$$

where $B=\operatorname{Re} S^{1 / 2} / 4 A^{6}$. We now introduce the "master potential" $\chi$ satisfying

$$
\begin{equation*}
\psi=-2 A^{2} \chi_{x} \tag{2.12}
\end{equation*}
$$

into (2.11) and integrate the result from $x$ to $x_{T}$. Assuming that $\chi$ and all its derivatives are negligible as $x \rightarrow x_{T}$, we arrive at

$$
\begin{equation*}
\left(e^{x}\left(e^{x} \chi_{x x}\right)_{x x}\right)_{x x}+B^{2} \chi_{y y}=F(x, y) \quad \text { for } 0<x<x_{T} \text { and } 0<y<y_{T} \tag{2.13}
\end{equation*}
$$

where

$$
\begin{gather*}
F(x, y) \equiv-\frac{\operatorname{Re}}{32 A^{10}}\left[\left(e^{x} \mathscr{W}\right)_{x x}+\left(e^{x} \mathscr{U}\right)_{x y}+\int_{x}^{x_{T}}(2 \mathscr{V}-\mathscr{T})_{y} d \xi\right] \\
+\frac{B^{2}}{4 A^{4}} \int_{x}^{x_{T}} \int_{\xi}^{x_{T}} \mathscr{M}_{y}\left(\xi^{\prime}, y\right) d \xi^{\prime} d \xi, \tag{2.14}
\end{gather*}
$$

and where $y_{T}$ is the location of the top of the cylinder. Equation (2.13) is the Onsager pancake equation and is equivalent in form to that used by [11].

We now examine the boundary conditions which the master potential $\chi$ should satisfy. First, at the "top of the atmosphere," we assume that $u=\omega_{x}=w_{x}=\theta_{x}=0$, i.e., that the radial velocity and the normal derivative of the azimuthal and axial velocities and of the temperature vanish. Then, by (2.7) and (2.12), we have that

$$
\begin{equation*}
L_{3} \chi\left(x_{T}, y\right)=0 \quad \text { for } 0<y<y_{T}, \tag{2.15}
\end{equation*}
$$

where

$$
\begin{equation*}
L_{3} \chi=\left(e^{x} \chi_{x x}\right)_{x} . \tag{2.16}
\end{equation*}
$$

Further, since $\phi=\theta-2 \omega$ we have that $\phi_{x}\left(x_{T}, y\right)=0$. But (2.10), (2.12) and (2.13) combine into

$$
\phi_{y x}=-\frac{32 A^{10} B^{2}}{\operatorname{Re}} \chi_{y y}+\frac{32 A^{10}}{\operatorname{Re}} F(x, y)+\left(e^{x} \mathscr{W}\right)_{x x}+\left(e^{x} U_{y}\right)_{x} .
$$

Integrating with respect to $y$ yields that

$$
\begin{align*}
\phi_{x}(x, y)-\phi_{x}(x, 0)= & -\frac{32 A^{10} B^{2}}{\operatorname{Re}}\left[\chi_{y}(x, y)-\chi_{y}(x, 0)\right] \\
& +\int_{0}^{y}\left\{\frac{32 A^{10}}{\operatorname{Re}} F(x, \eta)+\left[e^{x} \mathscr{W}(x, \eta)\right]_{x x}+\left[e^{x} U_{y}(x, \eta)\right]_{x}\right\} d \eta . \tag{2.17}
\end{align*}
$$

Evaluating at $x=x_{T}$ and assuming that all sources vanish identically in a neighborhood of $x=x_{T}$, yields that

$$
\chi_{y}\left(x_{T}, y\right)=K_{1}
$$

where $K_{1}$ is a constant. Integrating with respect to $y$ yields that

$$
\chi\left(x_{T}, y\right)=K_{1} y+K_{2}
$$

where $K_{2}$ is also a constant. Without loss of generality, we may choose $K_{1}=K_{2}=0$. First, $K_{2}=0$ because the variables of physical interest only involve derivatives of the master potential $\chi$. We may take $K_{1}=0$ since all variables of interest except $\phi_{x}$ involve an $x$ derivative of $\chi$ and by (2.17), $\phi_{x}$ depends only on the difference $\chi_{y}(x, y)-\chi_{y}(x, 0)$, which is again independent of $K_{1}$. Therefore, our second boundary condition at $x=x_{T}$ is that

$$
\begin{equation*}
\chi\left(x_{T}, y\right)=0 \quad \text { for } 0 \leqq y \leqq y_{T} . \tag{2.18}
\end{equation*}
$$

The condition $u=0$ at $x=x_{T}$ and (2.6) yields that

$$
\psi_{y}\left(x_{T}, y\right)=0
$$

or that

$$
\psi\left(x_{T}, y\right)=K_{3}
$$

where $K_{3}=$ constant. Setting the streamfunction to be zero at the top of the atmosphere then yields that $K_{3}=0$ and thus, through (2.12), that

$$
\begin{equation*}
\chi_{x}\left(x_{T}, y\right)=0 \quad \text { for } 0 \leqq y \leqq y_{T} . \tag{2.19}
\end{equation*}
$$

At the wall of the cylinder, i.e., $x=0$, we assume that the velocity components vanish and that the temperature gradient along the wall is prescribed. From (2.10) and (2.12) we have that

$$
\begin{equation*}
\phi_{y}(0, y)=\frac{32 A^{10}}{\operatorname{Re}} L_{5} \chi(0, y)+\left(e^{x} \mathscr{W}_{x}\right)(0, y)+\left(e^{x} U_{y}\right)(0, y) \tag{2.20}
\end{equation*}
$$

where

$$
L_{5} X=\left(e^{x}\left(e^{x} \chi_{x x}\right)_{x x}\right)_{x} .
$$

Furthermore, since $\phi=\theta-2 \omega$ and $\omega(0, y)=0$, we have that $\phi_{y}(0, y)=\theta_{y}(0, y)$. Assuming that the sources $\mathscr{W}$ and $\mathscr{U}$ vanish in a neighborhood of the wall $x=0$, we then have from (2.20) that

$$
\begin{equation*}
L_{5} \chi(0, y)=f(y) \equiv \frac{\operatorname{Re}}{32 A^{10}} \frac{d \theta_{w}}{d y} \text { for } 0<y<y_{T} \tag{2.21}
\end{equation*}
$$

where $d \theta_{w} / d y$ is the prescribed wall temperature gradient. Now, since $w(0, y)=0$, (2.7) and (2.12) imply that

$$
\begin{equation*}
\chi_{x x}(0, y)=0 \quad \text { for } 0<y<y_{T} . \tag{2.22}
\end{equation*}
$$

Finally, we have that $u(0, y)=0$, so that by (2.6) and (2.12),

$$
\begin{equation*}
\chi_{x y}(0, y)=-\frac{1}{4 A^{4}} \int_{0}^{x_{T}} \mathscr{M}(\xi, y) d \xi \tag{2.23}
\end{equation*}
$$

Integrating with respect to $y$ from 0 to $y$ yields that

$$
\begin{equation*}
\chi_{x}(0, y)=\chi_{x}(0,0)-\frac{1}{4 A^{4}} \int_{0}^{y} \int_{0}^{x_{T}} \mathcal{M}(\xi, \eta) d \xi d \eta . \tag{2.24}
\end{equation*}
$$

If we integrate (2.23) from $y$ to $y_{T}$, we then have that

$$
\begin{equation*}
\chi_{x}(0, y)=\chi_{x}\left(0, y_{T}\right)+\frac{1}{4 A^{4}} \int_{y}^{y_{T}} \int_{0}^{x_{T}} \mathcal{M}(\xi, \eta) d \xi d \eta . \tag{2.25}
\end{equation*}
$$

Combining (2.24) and (2.25) yields that

$$
\begin{equation*}
\frac{1}{4 A^{4}} \int_{0}^{y_{T}} \int_{0}^{x_{T}} \mathcal{M}(\xi, \eta) d \xi d \eta=\chi_{x}(0,0)-\chi_{x}\left(0, y_{T}\right) . \tag{2.26}
\end{equation*}
$$

Since $\chi_{x x}=-\psi_{x} / 2 A^{2}=\left(e^{-x} w\right) / 4 A^{4}$ we have that

$$
4 A^{4} \chi_{x}(0,0)=-\int_{0}^{x_{T}} e^{-x} \bar{w}(x, 0) d x+\chi_{x}\left(x_{T}, 0\right)
$$

or, by (2.19)

$$
\begin{equation*}
4 A^{4} \chi_{x}(0,0)=-\int_{0}^{x_{T}} e^{-x} \bar{w}(x, 0) d x \tag{2.27}
\end{equation*}
$$

where $e^{-x} \bar{w}(x, 0)$ is the axial flow through the boundary $y=0$. Similarly

$$
\begin{equation*}
4 A^{4} \chi_{x}\left(0, y_{T}\right)=-\int_{0}^{x_{T}} e^{-x} \bar{w}\left(x, y_{T}\right) d x . \tag{2.28}
\end{equation*}
$$

Combining (2.26)-(2.28) yields that

$$
\int_{0}^{y_{T}} \int_{0}^{x_{T}} \mathcal{M}(\xi, \eta) d \xi d y=\int_{0}^{x_{T}} e^{-x}\left[\bar{w}\left(x, y_{T}\right)-\bar{w}(x, 0)\right] d x
$$

which, since $e^{-x}$ is the nondimensionalized ambient density, merely expresses the fact that the mass introduced into the flow field by sources equals the mass exiting from the flow through the boundary. Now, if we combine (2.24) and (2.27), we arrive at our last boundary condition at $x=0$, namely that

$$
\begin{array}{r}
\chi_{x}(0, y)=G(y) \equiv-\frac{1}{4 A^{4}} \int_{0}^{y} \int_{0}^{x_{T}} \mathcal{M}(\xi, \eta) d \xi d \eta-\frac{1}{4 A^{4}} \int_{0}^{x_{T}} e^{-x} \bar{w}(x, 0) d x \\
\text { for } 0<y<y_{T} . \tag{2.29}
\end{array}
$$

To complete the specification of the problem, we need only determine appropriate boundary conditions at the top and bottom of the cylinder, i.e., $y=y_{T}$ and $y=0$, respectively. We recall that in deriving (2.13) that we have neglected all axial diffusion terms so that (2.13) does not adequately model the flow in the Ekman layers adjacent to the top and bottom of the cylinder. We would like to prescribe $u, \omega, w$ and $\theta$ at these locations, but due to the absence of axial diffusion in our model, we are unable to do so. However, Carrier and Maslen [1], [11] have developed through a series of
consistent approximations, a relation among the flow variables which replaces the details of the flow within the Ekman layer. This relation holds outside the Ekman layer, but in a manner consistent with our linearization procedures, we may impose the Carrier-Maslen relation at a physical boundary, e.g., $y=0$.

At $y=0$, the Carrier-Maslen relation takes the form [11]

$$
-4 e^{x / 2} S^{3 / 4} \operatorname{Re}^{1 / 2}[\psi(x, 0)-\bar{\psi}(x, 0)]=\phi(x, 0)-\bar{\phi}(x, 0)+2 S^{1 / 2} \bar{u}(x, 0)
$$

where the overbars denote quantities specified at the wall $y=0$. Differentiating with respect to $x$, recalling that $\bar{\phi}=\bar{\theta}-2 \bar{\omega}$ yields that
(2.30) $-4 S^{3 / 4} \operatorname{Re}^{1 / 2}\left[\left(e^{x / 2} \psi(x, 0)\right)_{x}-\left(e^{x / 2} \bar{\psi}(x, 0)\right)_{x}\right]=\phi_{x}(x, 0)-\bar{\phi}_{x}(x, 0)+2 S^{1 / 2} \bar{u}_{x}(x, 0)$.

Combining (2.9) and (2.12) and then integrating with respect to $x$ yields that

$$
\begin{aligned}
\phi_{x}(x, y)-\phi_{x}\left(x_{T}, y\right)= & -\frac{2 \operatorname{Re} S}{A^{2}}\left[\chi_{y}(x, y)-\chi_{y}\left(x_{T}, y\right)\right] \\
& +\frac{\operatorname{Re} S}{2 A^{6}} \int_{x}^{x_{T}} \int_{\xi}^{x_{T}} \mathscr{M}\left(\xi^{\prime}, y\right) d \xi^{\prime} d \xi+\int_{x}^{x_{T}}(\mathscr{T}-2 \mathscr{V})(\xi, y) d \xi .
\end{aligned}
$$

Evaluating at $y=0$, assuming that the sources vanish there, and recalling that $\phi_{x}\left(x_{T}, y\right)=0$ and $\chi_{y}\left(x_{T}, y\right)=0$, yields that

$$
\begin{equation*}
\phi_{x}(x, 0)=-\frac{2 \operatorname{Re} S}{A^{2}} \chi_{y}(x, 0) . \tag{2.31}
\end{equation*}
$$

Now, from (2.7),

$$
\begin{equation*}
\bar{\psi}(x, 0)=\bar{\psi}\left(x_{T}, 0\right)+\frac{1}{2 A^{2}} \int_{x}^{x_{T}} e^{-\xi} \bar{w}(\xi, 0) d \xi=\frac{1}{2 A^{2}} \int_{x}^{x_{T}} e^{-\xi_{w}} \bar{w}(\xi, 0) d \xi \tag{2.32}
\end{equation*}
$$

since we have set $\bar{\psi}\left(x_{T}, y\right)=0$. Combining (2.12), (2.30)-(2.32) then yields that

$$
B^{2} \chi_{y}(x, 0)+2 A B^{3 / 2}\left[e^{x / 2} \chi_{x}(x, 0)\right]_{x}=g_{0}(x)
$$

$$
\begin{align*}
\equiv & -\frac{\operatorname{Re}}{32 A^{10}} \bar{\phi}_{x}(x, 0)+\frac{B}{4 A^{4}} \bar{u}_{x}(x, 0) \\
& -\frac{B^{3 / 2}}{2 A^{3}}\left[e^{x / 2} \int_{x}^{x_{T}} e^{-\xi} \bar{w}(\xi, 0) d \xi\right]_{x} \quad \text { for } 0<x<x_{T} \tag{2.33}
\end{align*}
$$

where $\bar{\phi}, \bar{u}$ and $\bar{w}$ are the prescribed combination of temperature and angular velocity, radial and axial velocity components, respectively, at the bottom of the cylinder.

Similarly, at the top of the cylinder, we can derive the condition
$B^{2} \chi_{y}\left(x, y_{T}\right)-2 A B^{3 / 2}\left[e^{x / 2} \chi_{x}\left(x, y_{T}\right)\right]_{x}=g_{1}(x)$

$$
\begin{align*}
\equiv & -\frac{\operatorname{Re}}{32 A^{10}} \bar{\phi}_{x}\left(x, y_{T}\right)+\frac{B}{4 A^{4}} \bar{u}_{x}\left(x, y_{T}\right) \\
& +\frac{B^{3 / 2}}{2 A^{3}}\left[e^{x / 2} \int_{x}^{x_{T}} e^{-\xi} \bar{w}\left(\xi, y_{T}\right) d \xi\right]_{x} \text { for } 0<x<x_{T} . \tag{2.34}
\end{align*}
$$

The statement of the problem governing the master potential $\chi$ is now complete. $\chi$ satisfies the differential equation (2.13) and the boundary conditions (2.16), (2.18), (2.19), (2.21), (2.22), (2.29), (2.33) and (2.34). Once $\chi$ is determined, we may recover $\psi, u$, and $w$ by differentiating $\chi$, i.e.,

$$
\psi=-2 A^{2} \chi_{x}, \quad w=4 A^{4} \chi_{x x}, \quad u=2 A^{2} \chi_{x y}+\frac{1}{2 A^{2}} \int_{x}^{x_{T}} \mathcal{M}(\xi, y) d \xi
$$

$\omega$ and $\theta$ are given by

$$
\omega=\frac{H-\phi}{2 S} \quad \text { and } \quad \theta=\frac{H+(S-1) \phi}{S} .
$$

Now $\phi$ is determined from $\chi$ through integrating (2.8) and (2.9). To determine $H$ we must solve the differential equation (2.5) with the following boundary conditions. At $x=0, \omega=0$ so that $H(0, y)=\theta_{w}(y)$ where $\theta_{w}$ is the prescribed wall temperature. At $x=x_{T}, \omega_{x}=\theta_{x}=0$ so that $H_{x}\left(x_{T}, y\right)=0$. At $y=0$ and $y=y_{T}, \bar{\omega}$ and $\bar{\theta}$ are prescribed so that $H(x, 0)=\bar{\theta}(x, 0)+2(S-1) \bar{\omega}(x, 0)$ and $H\left(x, y_{T}\right)=\bar{\theta}\left(x, y_{T}\right)+2(S-1) \bar{\omega}\left(x, y_{T}\right)$, where again the overbar denotes a prescribed quantity. This completes the specification of the problem for $H(x, y)$. We will not consider this problem any further here except to note that it is a standard second order elliptic boundary value problem whose solution may be approximated by the use of standard finite element methodology [10].
3. Weak formulation. The finite element method described in $\S 4$ will be a discretization of a Galerkin formulation of the governing problem for $\chi$. The latter is derived in this section.

We begin by multiplying (2.13) by a smooth function $\tilde{\chi}$ and then integrating the result over the domain $D=\left\{0<x<x_{T}, 0<y<y_{T}\right\}$. Then we have that

$$
\int_{D} \int_{\chi} \tilde{\chi}\left\{\left(e^{x}\left(e^{x} \chi_{x x}\right)_{x x}\right)_{x x}+B^{2} \chi_{y y}-F\right\} d x d y=0 .
$$

Integrating the first term by parts three times with respect to $x$ and the second term once with respect to $y$ then yields that

$$
\begin{gather*}
\left.\int_{D} \int\left\{\left(L_{3} \tilde{\chi}\right)\left(L_{3} \chi\right)+B^{2} \tilde{\chi}_{y} \chi_{y}+F \tilde{\chi}\right\} d x d y-\int_{0}^{x_{T}} B^{2}\left\{\tilde{\chi}_{y}\right\}\right\}_{y=0}^{y=y_{T}} d x \\
\left.-\int_{0}^{y_{T}}\left\{\tilde{\chi} L_{5} \chi-e^{x} \tilde{\chi}_{x} L_{4} \chi+e^{x} \tilde{\chi}_{x x} L_{3} \chi\right\}\right\}_{x=0}^{x=x_{T}} d y=0 \tag{3.1}
\end{gather*}
$$

where the differential operators $L_{3}$ and $L_{5}$ are defined in $\S 2$ and where $L_{4}$ is defined by

$$
L_{4} X=\left(e^{x} \chi_{x x}\right)_{x x} .
$$

We now substitute the boundary conditions (2.16), (2.21), (2.23) and (2.34) into (3.1) and require that

$$
\tilde{\chi}_{x}(0, y)=\tilde{\chi}_{x x}(0, y)=\tilde{\chi}\left(x_{T}, y\right)=\tilde{\chi}_{x}\left(x_{T}, y\right)=0 .
$$

This results in

$$
\begin{aligned}
\int_{D} \int\left\{\left(L_{3} \tilde{\chi}\right)\left(L_{3} \chi\right)\right. & \left.+B^{2} \tilde{\chi}_{y} \chi_{y}+F \tilde{\chi}\right\} d x d y \\
& -2 A B^{3 / 2} \int_{0}^{x_{T}} \tilde{\chi}\left(x, y_{T}\right)\left[e^{x / 2} \chi_{x}\left(x, y_{T}\right)\right]_{x} d x \\
& -2 A B^{3 / 2} \int_{0}^{x_{T}} \tilde{\chi}(x, 0)\left[e^{x / 2} \chi_{x}(x, 0)\right]_{x} d x \\
& +\int_{0}^{y_{T}} \tilde{\chi}(0, y) f(y) d y-\int_{0}^{x_{T}}\left\{g_{1}(x) \tilde{\chi}\left(x, y_{T}\right)-g_{0}(x) \tilde{\chi}(x, 0)\right\} d x=0 .
\end{aligned}
$$

Finally, integrating the second and third integrals by parts once with respect to $x$, and recalling that $\tilde{\chi}\left(x_{T}, y\right)=0$ and (2.29) yields that

$$
\begin{align*}
\int_{D} \int\left\{\left(L_{3} \tilde{\chi}\right)\left(L_{3} \chi\right)+\right. & \left.B^{2} \tilde{\chi}_{y} \chi_{y}\right\} d x d y+2 A B^{3 / 2} \int_{0}^{x_{T}} e^{x / 2} \tilde{\chi}_{x}\left(x, y_{T}\right) \chi_{x}\left(x, y_{T}\right) d x \\
& +2 A B^{3 / 2} \int_{0}^{x_{T}} e^{x / 2} \tilde{\chi}_{x}(x, 0) \chi_{x}(x, 0) d x \\
= & -\int_{D} \int F \tilde{\chi} d x d y+2 A B^{3 / 2} \int_{0}^{x_{T}}\left\{\tilde{\chi}\left(x, y_{T}\right) g_{1}(x)-\tilde{\chi}(x, 0) g_{0}(x)\right\} d x  \tag{3.2}\\
& -\int_{0}^{y_{T}} \tilde{\chi}(0, y) f(y) d y-2 A B^{3 / 2}\left\{\tilde{\chi}\left(0, y_{T}\right) G\left(y_{T}\right)+\tilde{\chi}(0,0) G(0)\right\} .
\end{align*}
$$

We have not made use of the boundary conditions

$$
\chi\left(x_{T}, y\right)=\chi_{x}\left(x_{T}, y\right)=\chi_{x x}(0, y)=0 \quad \text { and } \quad \chi_{x}(0, y)=G(y) \quad \text { for } 0<y<y_{T} .
$$

These must be explicitly imposed on the trial functions $\chi(x, y)$ as the conditions $\tilde{\chi}_{x}(0, y)=\tilde{\chi}_{x x}(0, y)=\tilde{\chi}\left(x_{T}, y\right)=\tilde{\chi}_{x}\left(x_{T}, y\right)=0$ were imposed on the test functions $\tilde{\chi}(x, y)$. These are the essential boundary conditions for the problem, while the boundary conditions $L_{3} \chi\left(x_{T}, y\right)=0, L_{5} \chi(0, y)=f(y)$ as well as (2.33) and (2.34) are natural boundary conditions.

We next define function classes in which we will seek our solution $\chi$ and in which we will choose our test functions $\tilde{\chi}$. We let $\mathscr{H}(\boldsymbol{D})$ denote the space of functions with three square integrable derivatives in the $x$ direction and one square integrable derivative in the $y$ direction; i.e., if $\chi \in \mathscr{H}(\boldsymbol{D})$, then

$$
\int_{D} \int\left(\frac{\partial^{j} \chi}{\partial x^{j}}\right)^{2} d x d y<\infty \quad \text { for } j=0,1,2,3
$$

and

$$
\int_{D} \int\left(\frac{\partial^{k} \chi}{\partial y^{k}}\right)^{2} d x d y<\infty \quad \text { for } k=0,1
$$

The space $\mathscr{H}(\boldsymbol{D})$ is an anisotropic Sobolev space in the sense of Nikol'skii [7]. We also introduce the subspaces of $\mathscr{H}(D)$ defined by

$$
\mathscr{H}_{1}(\boldsymbol{D})=\left\{\chi \in \mathscr{H}(\boldsymbol{D}): \chi_{x x}(0, y)=\chi\left(x_{T}, y\right)=\chi_{x}\left(x_{T}, y\right)=0\right\}
$$

and

$$
\mathscr{\mathscr { H }}_{2}(\boldsymbol{D})=\left\{\chi \in \mathscr{\mathscr { H }}_{1}(\boldsymbol{D}): \chi_{x}(0, y)=0\right\},
$$

the bilinear form

$$
\begin{align*}
\mathscr{B}(\chi, \tilde{\chi})= & \int_{D} \int\left\{\left(L_{3} \chi\right)\left(L_{3} \tilde{\chi}\right)+B^{2} \chi_{y} \tilde{\chi}_{y}\right\} d x d y \\
& +2 A B^{3 / 2} \int_{0}^{x_{T}} e^{x / 2}\left\{\chi_{x}\left(x, y_{T}\right) \tilde{\chi}_{x}\left(x, y_{T}\right)+\chi_{x}(x, 0) \tilde{\chi}_{x}(x, 0)\right\} d x \tag{3.3}
\end{align*}
$$

and the linear functional

$$
\begin{align*}
\mathscr{F}(\tilde{\chi})= & -\int_{D} \int F \tilde{\chi} d x d y-\int_{0}^{y_{T}} \tilde{\chi}(0, y) f(y) d y \\
& -2 A B^{3 / 2}\left\{\tilde{\chi}\left(0, y_{T}\right) G\left(y_{T}\right)+\tilde{\chi}(0,0) G(0)\right\}  \tag{3.4}\\
& +2 A B^{3 / 2} \int_{0}^{x_{T}}\left\{\tilde{\chi}\left(x, y_{T}\right) g_{1}(x)-\tilde{\chi}(x, 0) g_{0}(x)\right\} d x .
\end{align*}
$$

Then our weak formulation is given by the following problem. We seek a function $\chi \in \mathscr{H}_{1}(D)$ such that $\chi_{x}(0, y)=G(y)$ and (3.2) holds for all $\tilde{\chi} \in \mathscr{H}_{2}(D)$, i.e., we seek a $\chi \in \mathscr{H}_{1}(D)$ such that

$$
\begin{equation*}
\mathscr{B}(\chi, \tilde{\chi})=\mathscr{F}(\tilde{\chi}) \quad \forall \tilde{\chi} \in \mathscr{\mathscr { H }}_{2}(D) \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\chi_{x}(0, y)=G(y) \quad \text { for } 0<y<y_{T} \tag{3.6}
\end{equation*}
$$

By retracing the steps that led from (2.13) to (3.2), it is easy to see that if $\chi$ satisfies (3.5) and (3.6) and is smooth enough, then $\chi$ satisfies (2.13) and all boundary conditions, i.e., smooth solutions of (3.5) and (3.6) are classical solutions. On the other hand, (3.5) and (3.6) admit solutions which are not smooth enough to be classical solutions of (2.13). These weak solutions are important because it allows us to find solutions, in a generalized sense, of (2.13) when the data $f(y), g_{0}(x), g_{1}(x), G(y)$ and $F(x, y)$ are not smooth enough for classical solutions to exist.

Eastham [5] has shown, for a problem similar to the one considered here, that the bilinear form (3.3) is bounded and coercive on $\mathscr{\mathscr { H }}_{2}(\boldsymbol{D}) \times \mathscr{\mathscr { H }}_{2}(\boldsymbol{D})$. Furthermore, for smooth enough $F, G, f, g_{0}$ and $g_{1}$, the linear functional (3.4) is bounded on $\mathscr{H}_{2}(D)$. These guarantee, by the Lax-Milgram theorem, the existence and uniqueness of the solution $\chi \in \mathscr{H}_{1}(D)$ of (3.5) and (3.6).

It is the weak formulation of the problem, given by (3.5) and (3.6) whose solution we will approximate by a finite element method.
4. The finite element algorithm. In order to define our approximate solution, we need to define sequences of finite-dimensional subspaces of $\mathscr{H}(\boldsymbol{D})$, parametrized by a parameter $h$ such that $h$ tends to zero. For us $h$ is simply a measure of the grid size. The requirements that $\chi$ possess three $L^{2}$-derivatives in $x$ and one in $y$ leads us to require that $\mathscr{H}(D)$ must consist of $C^{2}\left(0, x_{T}\right)$ functions in $x$ and $C^{0}\left(0, y_{T}\right)$ functions in $y$. We therefore will approximate with cubic splines in $x$ and linear splines in $y$. Specifically, let

$$
\begin{equation*}
0=y_{0}<y_{1}<\cdots<y_{N}=y_{T} \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
0=x_{0}<x_{1}<\cdots<x_{M}=x_{T} \tag{4.2}
\end{equation*}
$$

be partitions of the intervals $\left[0, y_{T}\right]$ and $\left[0, x_{T}\right]$, respectively. A point $\left(x_{i}, y_{j}\right), 0 \leqq i \leqq M$,
$0 \leqq j \leqq N$ is called a node. We define the space of linear splines $L\left(0, y_{T}\right)$, with respect to the partition (4.1), by

$$
\begin{aligned}
L\left(0, y_{T}\right)=\{ & \left\{l(y) \in C^{0}\left(0, y_{T}\right) ; l(y)\right. \text { is a linear polynomial } \\
& \text { in each subinterval } \left.\left[y_{j}, y_{j+1}\right], j=0, \cdots, N-1\right\} .
\end{aligned}
$$

The basis set for $L\left(0, y_{T}\right)$ consisting of functions with minimal support is the set $l_{j}(y)$ of hat functions depicted in Fig. 1a. Similarly, we define the space of cubic splines $S\left(0, x_{T}\right)$, with respect to the partition (4.2), by

$$
\begin{aligned}
S\left(0, x_{T}\right)= & \left\{s(x) \in C^{2}\left(0, x_{T}\right) ; s(x)\right. \text { is a cubic polynomial } \\
& \text { in each subinterval } \left.\left[x_{i}, x_{i+1}\right], i=0, \cdots, M-1\right\} .
\end{aligned}
$$

A basis set for $S\left(0, x_{T}\right)$ consisting of functions of as small support as possible is the set of $B$-spline functions $s_{i}(x)$ depicted in Fig. 1b. To properly define this set, fictitious


Fig. 1. Basis functions for finite element spaces. (a) The hat function $l_{j}(y) \in C^{0}\left(0, y_{T}\right)$. (b) The $B$-spline $s_{i}(x) \in C^{2}\left(0, x_{T}\right)$.
nodes should be added outside the interval [ $0, x_{T}$ ]. For details of the construction of both the hat and $B$-spline basis functions, see [3], [6]. We note that $\operatorname{dim}\left(L\left(0, y_{T}\right)\right)=$ $N+1$ and $\operatorname{dim}\left(S\left(0, x_{T}\right)\right)=M+3$.

The basic finite element space we will use to approximate (3.5) and (3.6) is the tensor product of the one-dimensional spaces $L\left(0, y_{T}\right)$ and $S\left(0, x_{T}\right)$. Specifically, we let

$$
S^{h}=\left\{\chi^{h}(x, y) ; \chi^{h}(x, y)=\sum_{i=-1}^{M+1} \sum_{j=0}^{N} c_{i j} l_{j}(y) s_{i}(x)\right\}
$$

where $l_{j}(y) \in L\left(0, y_{T}\right)$ is one of the hat functions, $s_{i}(x) \in S\left(0, x_{T}\right)$ is one of the $B$-spline functions, and $c_{i j}$ are a set of coefficients. That $S^{h}$ is a subspace of $\mathscr{H}(\boldsymbol{D})$ is shown in [5]. We then have that $\operatorname{dim}\left(\boldsymbol{S}^{h}\right)=(\boldsymbol{M}+3)(\boldsymbol{N}+1)$ and that the set

$$
\begin{equation*}
\chi_{k}^{h}(x, y)=\left\{l_{j}(y) s_{i}(x)\right\}, \quad k=j(M+3)+(i+2) \quad \text { for }-1 \leqq i \leqq M+1,0 \leqq j \leqq N \tag{4.3}
\end{equation*}
$$

is a set of basis functions for $S^{h}$. Our parameter $h$ is defined as

$$
h=\max \left(h_{1}, h_{2}\right)
$$

where

$$
h_{1}=\max _{0 \leqq i \leqq M-1}\left|x_{i+1}-x_{i}\right| \quad \text { and } \quad h_{2}=\max _{0 \leqq i \leqq N-1}\left|y_{j+1}-y_{j}\right| .
$$

We also define the subspaces

$$
S_{1}^{h}=\left\{\chi^{h} \in S^{h} ; \chi_{x x}^{h}(0, y)=\chi^{h}\left(x_{T}, y\right)=\chi_{x}^{h}\left(x_{T}, y\right)=0\right\}
$$

and

$$
S_{2}^{h}=\left\{\chi^{h} \in S_{1}^{h} ; \chi_{x}^{h}(0, y)=0\right\} .
$$

The basis functions (4.3) can be constructed so that the set $\left\{\chi_{k}^{h}\right\}$ for $k=$ $j(M+3)+(i+2), 1 \leqq i \leqq M-1$ and $0 \leqq j \leqq N$, are a basis set for $S_{2}^{h}$. We have that $\operatorname{dim}\left(S_{2}^{h}\right)=(M-1)(N+1)$. (The space $S_{1}^{h}$ will only be used when $G(y) \neq 0$, i.e., when one of the essential boundary conditions is inhomogeneous. We treat this case separately below.)

In the case of $G(y)=0$, our approximate problem is given by: seek a $\chi^{h} \in S_{2}^{h}$ such that

$$
\begin{equation*}
\mathscr{B}\left(\chi^{h}, \tilde{\chi}^{h}\right)=\mathscr{F}\left(\tilde{\chi}^{h}\right) \quad \forall \tilde{\chi}^{h} \in S_{2}^{h} . \tag{4.4}
\end{equation*}
$$

It suffices to choose $\tilde{\chi}^{h}=\chi_{l}^{h}$ for $l=j(M+3)+(i+2)$ for $1 \leqq i \leqq M-1$ and $0 \leqq j \leqq N$. Then (4.4) is equivalent to the matrix problem

$$
\begin{equation*}
A \mathbf{c}=\mathbf{b} \tag{4.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{A}_{r s}=\mathscr{B}\left(\chi_{k}^{h}, \chi_{l}^{h}\right), \quad 1 \leqq r, s \leqq(M-1)(N+1) \tag{4.6}
\end{equation*}
$$

where $\quad k=j(M+3)+(i+2), \quad r=j(M-1)+i, \quad l=j^{\prime}(M+3)+\left(i^{\prime}+2\right) \quad$ and $\quad s=$ $j^{\prime}(\boldsymbol{M}-1)+i^{\prime}$. Here $i, j$ and $i^{\prime}, j^{\prime}$ are node counters, as are $k$ and $l$, while $r, s$ count only those nodes whose associated coefficient $c_{i j}$ is not determined, by the essential boundary condition, to vanish. The $(M-1)(N+1)$ vector $\mathbf{c}$ has components $c_{s}=c_{i^{\prime} j^{\prime}}$, while the $(M-1)(N+1)$ vector $\mathbf{b}$ has components $b_{r}=\mathscr{F}\left(\chi_{l}^{h}\right)$. Since the bilinear form $\mathscr{B}(\chi, \tilde{\chi})$ is symmetric and coercive on $\mathscr{\mathscr { H }}_{2}(D)$, the matrix $A$ is symmetric and positive definite and thus the existence and uniqueness of the approximate solution is assured. In (4.3) we have used a node numbering system wherein we sweep in the $x$-direction first, then in the $y$-direction. Then the half bandwidth of the matrix $A$ is given by $(M+2)$ while $A$ has $(M-1)(N+1)$ rows and columns.

The case of $G(y) \neq 0$ is treated in an analogous manner. We note that $G(y)=0$ unless we have mass sources and/or the net mass flow through the top or bottom of the cylinder is nonvanishing. When $G(y) \neq 0$, one of the essential boundary conditions is inhomogeneous. We first approximate $G(y)$ by its interpolant in $L\left(0, y_{T}\right)$, i.e., we let

$$
\begin{equation*}
G^{h}(y)=\sum_{j=0}^{N} G\left(y_{j}\right) l_{j}(y) . \tag{4.7}
\end{equation*}
$$

The approximate problem we solve is given by: seek a $\chi^{h} \in S_{1}^{h}$ such that $\chi_{x}^{h}(0, y)=$ $G^{h}(y)$ and (4.4) hold. Now, the application of the former and the homogeneous boundary condition $\chi_{x x}^{h}(0, y)=0$ enables us to determine the coefficients $c_{i j}$ for $i=$ $-1,0$ and $0 \leqq j \leqq N$, in the expansion of $\chi^{h}$ in terms of the basis functions (4.3). In fact, our approximate problem is again equivalent to the matrix problem (4.5) with $\boldsymbol{A}$ given by (4.6) and the vector $\mathbf{c}$ defined as before. However, now the right-hand side vector $b$ has components

$$
\begin{equation*}
b_{r}=\mathscr{F}\left(\chi_{l}^{h}\right)-\mathscr{B}\left(\hat{\chi}, \chi_{l}^{h}\right) \tag{4.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{\chi}(x, y)=\sum_{j=0}^{N}\left\{c_{-1 j} s_{-1}(x)+c_{0 j} s_{0}(x)\right\} l_{j}(y) \tag{4.9}
\end{equation*}
$$

and $c_{-1 j}, c_{0_{j}}$ are the solution of

$$
\begin{gather*}
\hat{\chi}_{x}\left(0, y_{j}\right)=G^{h}\left(y_{j}\right)=G\left(y_{j}\right)=c_{-1} s_{-1}^{\prime}(0)+c_{0 j} s_{0}^{\prime}(0)  \tag{4.10}\\
\hat{\chi}_{x x}\left(0, y_{j}\right)=0=c_{-1} s_{-1}^{\prime \prime}(0)+c_{0 j} s_{0}^{\prime \prime}(0) \tag{4.11}
\end{gather*}
$$

for $0 \leqq j \leqq N$. Clearly, if $G(y)=0$, then $c_{0 j}=c_{-1 j}=0$ and the remaining problem for $\mathbf{c}$ is identical to the one prescribed before.

Using this finite element method, the expected rate of convergence for smooth solutions $\chi$ and its derivatives, which are related to physical quantities, is given by [6]

$$
\begin{equation*}
\left\|\chi-\chi^{h}\right\|=O\left(h^{2}\right) \tag{4.12}
\end{equation*}
$$

$$
\begin{align*}
& \left\|\psi-\left(-2 A^{2} \chi_{x}^{h}\right)\right\|=2 A^{2}\left\|\chi_{x}-\chi_{x}^{h}\right\|=O\left(h^{2}\right),  \tag{4.13}\\
& \left\|\left(e^{-x} w\right)-4 A^{4} \chi_{x x}^{h}\right\|=4 A^{4}\left\|\chi_{x x}-\chi_{x x}^{h}\right\|=O\left(h^{2}\right),  \tag{4.14}\\
& \left\|\chi_{x y}-\chi_{x y}^{h}\right\|=O(h) \tag{4.15}
\end{align*}
$$

where $2 A^{2} \chi_{x y}=e^{-x} u$ when $\mathscr{M}=0$, and is otherwise related to $u$ by (2.6). In (4.12)(4.15),

$$
\|\chi\|=\left[\int_{D} \int \chi^{2} d x d y\right]^{1 / 2}
$$



Fig. 2. Lines of constant $\psi^{h}$ for a source of radial momentum located at $x=8$ and $y / y_{T}=0.5$.


Fig. 3. Lines of constant $\psi^{h}$ for a source of axial momentum located at $x=8$ and $y / y_{T}=0.5$.

Sample computations illustrating these rates for problems whose right-hand side $F$ and inhomogeneities in the boundary conditions $f, g_{0}, g_{i}$ and $G$ are contrived so that a smooth exact solution $\chi$ is known were reported on in [6]. In § 5 we report the results of other computations, using a variety of data which induce secondary flows in a gas centrifuge.
5. Examples. In this section we wish to present the results of numerical computations for different choices of data $F, G, f, g_{0}$ and $g_{1}$. Since our problem for $\chi$ is a linear one, the principle of superposition may be applied, and thus complicated flows, driven by a variety of sources and boundary conditions, may be constructed by superimposing simple flows. Here we consider a variety of such simple flows, each driven by a different mechanism. For all cases, we present, in Figs. 2-6, level lines for $\psi^{h}(x, y)=-2 A^{2} \chi_{x}^{h}(x, y)$. When $\mathscr{M} \equiv 0$, these level lines are identically streamlines. If $\mathcal{M}(x, y) \not \equiv 0$ these lines are essentially streamlines only for those values of $y$ such that $\mathscr{M}(x, y)$ is negligible.

Two simple cases for which $F \equiv 0$, i.e., no sources, and $G=0$ were reported on in [6]. The first case was $F=G=g_{0}=g_{1}=0$ and $f$ corresponding to a linear wall temperature distribution. Indeed, in this case $f$ is a constant. The second case was
$F=G=f=0$ and $g_{0}$ and $g_{1}$ corresponding to the introduction and removal of mass through the end caps of the centrifuge at $y=0$ and $y=y_{T}$. The net mass flow through each end cap was zero, which implied that $G=0$. In this work we confine ourselves to cases in which $F$ and/or $G \neq 0$.

Figure 2 displays plots of the level lines of $\psi^{h}(x, y)=-2 A^{2} \chi_{x}^{h}(x, y)$ for flows driven by a radial momentum source placed at $x_{S}=8, y_{S}=y_{T} / 2$ for a centrifuge having the following parameters:

$$
\begin{array}{ll}
a=9.145 \mathrm{~cm}, & T_{0}=300^{\circ} \mathrm{K}, \\
y_{T}=36.66, & \Omega a=700 \mathrm{~m} / \mathrm{s},  \tag{5.1}\\
p_{w}=13.3 \mathrm{kPa} . &
\end{array}
$$

These parameters were obtained from centrifuges described in [4], [8] and were the same as those in calculations reported in [6], [11], [12]. The value of $\chi_{T}=14$ is large enough so that "top of the atmosphere" effects are essentially negligible. The momentum source $\mathscr{U}$ was chosen to be the Gaussian

$$
\begin{equation*}
S_{0} \exp \left\{-\alpha\left[\left(x-x_{S}\right)^{2}+\left(y-y_{S}\right)^{2}\right]\right\} . \tag{5.2}
\end{equation*}
$$


$x$
FIG. 4. Lines of constant $\psi^{h}$ for a source of azimuthal momentum located at $x=8$ and $y / y_{T}=0.5$.

A value of $\alpha$ was chosen so that $\mathscr{U}(x, y)=10^{-6} S_{0}$ at $\left(x-x_{S}\right)^{2}+\left(y-y_{S}\right)^{2}=1$. Then $S_{0}$ is chosen so that

$$
\iiint_{V} U d V=1 .
$$

In a similar manner, Figs. 3-4 display level lines of $\psi^{h}(x, y)$ for unit sources of axial momentum $\mathscr{W}$ and azimuthal momentum $\mathscr{V}$. Since in $F, \mathscr{T}$ and $\mathscr{V}$ appear in the combination $\mathscr{T}-2 \mathscr{V}$ only, a unit energy source would yield contours exactly like those of a unit source of axial momentum except, of course, with twice the amplitude and the opposite flow direction. For all these cases, $f=G=g_{0}=g_{1}=0$ and $F(x, y)$ is easily computed from the source shape (5.2).

Figures 5 and 6 display level lines of $\psi^{h}$ for two cases for which $G(y) \neq 0$. In the first of these, we take $\mathcal{M}$ to be the Gaussian spike (5.2), and all other sources to vanish. Half the introduced mass is removed, at each end of the machine, through orifices located at $5.5 \leqq x \leqq 6.5$. It is assumed that the outflow through these orifices is uniform and is in the axial direction. With this information, we may calculate $F, G$, $g_{0}$ and $g_{1}$. Here $f=0$. As an example of what these functions look like in a typical

$\boldsymbol{x}$
Fig. 5. Lines of constant $\psi^{h}$ for a source of mass located at $x=8$ and $y / y_{T}=0.5$. Half the mass is removed at each of the top and bottom ends of the centrifuge.
case, we list them for this particular example:

$$
\begin{aligned}
& F(x, y)=\frac{B^{2} \sqrt{\alpha \pi S_{0}}}{4 A^{4}}\left(y-y_{S}\right) \exp \left[-\alpha\left(y-y_{S}\right)^{2}\right] \\
& \\
& \cdot\left\{\left(x-x_{S}\right) E\left(x_{T}-x_{S}\right)\right. \\
& \left.\quad-\left(x-x_{S}\right) E\left(x-x_{S}\right)+\frac{1}{\sqrt{\alpha \pi}}\left[\exp \left[-\alpha\left(x_{T}-x_{S}\right)^{2}\right]-\exp \left[-\alpha\left(x-x_{S}\right)^{2}\right]\right]\right\}, \\
& G(y)=\frac{1}{8 A^{4}}-\frac{S_{0} \pi}{16 A^{4} \alpha}\left\{E\left(x_{T}-x_{S}\right)+E\left(x_{S}\right)\right\}\left\{E\left(y-y_{S}\right)+E\left(y_{S}\right)\right\}, \\
& g_{0}(x)=g_{1}(x)=-\frac{B^{3 / 2}}{8 A^{3}} e^{x / 2} \begin{cases}1, & 0 \leqq x \leqq 5.5, \\
(x-8.5), & 5.5<x<6.5, \\
0, & 6.5<x<x_{T}\end{cases}
\end{aligned}
$$

where $E(x)=\operatorname{erf}(\sqrt{\alpha x})$. For Fig. 6, we place a Gaussian mass source at $\left(8,3 y_{T} / 4\right)$ and a mass sink of equal strength at $\left(8, y_{T} / 4\right)$ so that

$$
\mathscr{M}(x, y)=S_{0}\left[\exp \left\{-\alpha\left[(x-8)^{2}+\left(y-3 y_{T} / 4\right)^{2}\right]\right\}-\exp \left\{-\alpha\left[(x-8)^{2}+\left(y-y_{T} / 4\right)^{2}\right]\right\}\right] .
$$


$x$
Fig. 6. Lines of constant $\psi^{h}$ for a source of mass located at $x=8$ and $y / y_{T}=0.75$ and a sink of mass, of equal strength, located at $x=8$ and $y / y_{T}=0.25$.

In this case $f=g_{0}=g_{1}=0$ but $F$ and $G \neq 0$. We again caution that for those $y$ values for which $\mathcal{M}(x, y)$ is not negligible, the level lines of Figs. 5 and 6 are not streamlines. We note that $|\mathcal{M}(x, y)|<10^{-6} \alpha / \pi$ for $\left|y / y_{T}-1 / 2\right|<1 / y_{T}$ in Fig. 5 and for $\left|y / y_{T}-1 / 4\right|<$ $1 / y_{T}$ and $\left|y / y_{T}-3 / 4\right|<1 / y_{T}$ in Fig. 6.

Whenever comparisons are possible, the results of Figs. 2-6 are in close agreement with those calculated by eigenfunction expansion methods [11], [12]. The time and storage requirements for the finite element code were also similar to those required for the eigenfunction expansion method. All calculations were done using variable grids. These grids were chosen so that points were packed in regions where the data has steep gradients, e.g., near the center of a source ( $x_{S}, y_{S}$ ), or where the solution is expected to have steep gradients, e.g., in the boundary layer adjacent to the wall $x=0$. The particular calculations reported used $M=40$ and $N=21$.
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# NUMERICALLY STABLE SOLUTION OF DENSE SYSTEMS OF LINEAR EQUATIONS USING MESH-CONNECTED PROCESSORS* 
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#### Abstract

We propose a multiprocessor structure for solving a dense system of $n$ linear equations. The solution is obtained in two stages. First, the matrix of coefficients is reduced to upper triangular form via Givens rotations. Second, a back substitution process is applied to the triangular system. A twodimensional array of $\theta\left(n^{2}\right)$ processors is employed to implement the first step, and (using a previously known scheme) a one-dimensional array of $\theta(n)$ processors is employed to implement the second step These processor arrays allow both stages to be carried out in time $O(n)$, and they are well suited for VLSI implementation as identical processors with a simple and regular interconnection pattern are required.


Key words. Givens method, least squares, linear systems, numerical stability, orthogonal factorization, parallel algorithms, $Q R$ method, special-purpose hardware, systolic arrays, VLSI

1. Introduction. Recently, several algorithms have been proposed for solving a system of linear equations on a parallel computer. The algorithm of Csanky [1] solves a dense system of size $n$ in $\theta\left(\log ^{2} n\right)$ time steps with $\theta\left(n^{4}\right)$ processors. This is the best known upper bound on the time complexity of the problem. Since $\Omega(\log n)$ is a lower bound we have a gap of order $\log n$. Unfortunately, Csanky's algorithm is numerically unstable [14] and uses too many processors to be useful in practice. Gaussian elimination without pivoting can trivially be carried out in parallel in $\theta(n)$ steps using $n^{2}$ processors [5]. If the matrix of the system is not special (e.g., diagonally dominant or symmetric positive definite) then pivoting is generally necessary to guarantee numerical stability. With pivoting we need $\theta(n \log n)$ steps and $n^{2}$ processors. To avoid the pivoting problem, Sameh and Kuck [12] (and also Kowalik et al. [7], [8], [11]) proposed the use of Givens transformations to triangularize the matrix of coefficients. The orthogonal factorization requires $\theta(n)$ steps with $\theta\left(n^{2}\right)$ processors. The factorized linear system can then be solved in $\theta(n)$ steps using $\theta(n)$ processors. Hence, the algorithm for solving dense system of linear equations requires $\theta(n)$ time steps and $\theta\left(n^{2}\right)$ processors, yielding a speed-up of order $n^{2}$ over the usual sequential algorithms, which require $\theta\left(n^{2}\right)$ time steps.

However, traditional operation counts do not adequately measure the cost of a parallel computation. There are many other factors which must be considered when evaluating the performance of parallel algorithms. One of the most important is the cost of data transmission. In many papers dealing with parallel algorithms, there is an explicit or implicit assumption that the time required to obtain a single datum is negligible. This is not true in practice as every data transfer between processors takes time. Interprocessor communication must be realized by a network that interconnects the processors. Any algorithm can be supported by different networks but, in general, the number of data transfers depends on the topology of the network. With different networks one can have different execution times for the same algorithm. Thus, one should decide what kind of network is to be employed and only then proceed to evaluate the performance of the algorithm. Bearing this in mind, Kant and Kimura

[^7][6] showed that the solution of a dense system of linear equations can be obtained in $\theta(n)$ steps using $n^{2}$ mesh connected processors, but their algorithm requires that the matrix of the system be "strongly nonsingular". The assumption of strong nonsingularity is a severe one as it excludes many interesting nonsingular matrices (e.g. the identity matrix) and it appears to be no easier to verify the assumption than to solve the corresponding linear system. Thus, the result of Kant and Kimura [6] is mainly of theoretical interest.

Kung and Leiserson [10] introduced a new model of parallel computation. The model takes into account such issues as cost of I/O, control and data transfers. A point of their work is that one should fit a network to an algorithm in order to obtain good overall performance. Using a simple and regular network, called a "systolic array", of $\theta\left(n^{2}\right)$ hexagonally connected processors, Kung and Leiserson [10] improved the result of Kant and Kimura [6] by requiring only that the linear system be solvable by Gaussian elimination without pivoting. For example, the matrix of the linear system could be symmetric positive definite or irreducible and diagonally dominant. See Kung [9] for a general discussion of systolic architectures for various special-purpose computational devices.

Combining the ideas of Sameh and Kuck [12] and Kung and Leiserson [10], we introduce a systolic array of $\theta\left(n^{2}\right)$ processors which is capable of transforming any nonsingular matrix to triangular form in $\theta(n)$ units of time in a numerically stable manner. The resulting triangular system can be solved in $\theta(n)$ steps on an array of $n$ linearly connected processors. Both processor arrays enjoy regular geometries, and all processors are similar. As a consequence, cost-effective special purpose hardware devices based on our scheme could conceivably be built using VLSI technology. For many applications each processor needs to perform floating-point computations on words of at least 32 bits. To achieve a throughput of one floating-point operation every microsecond, present technology would allow only one (or a small number) of processors per chip, but advances in technology should soon make it possible to put many processors on a chip.
2. Givens rotations. Our algorithm is based on the orthogonal factorization of a real nonsingular $n$ by $n$ matrix $A=\left(a_{i j}\right)$,

$$
Q A=R
$$

where $Q$ is an orthogonal matrix formed as the product of plane rotations, and $R$ is upper triangular.

A plane rotation is defined by a matrix


The matrix $P_{i+1, j}$ applied on the left rotates rows $i$ and $(i+1)$ of $A$ so as to annihilate the off-diagonal element $a_{i+1, j}$. The parameters of $P_{i+j, j}$ are defined (except in degener-
ate cases, which are dealt with in § 4) by

$$
\begin{aligned}
& \bar{a}_{i, j}=\left(a_{i, j}^{2}+a_{i+1, j}^{2}\right)^{1 / 2}, \\
& c_{i}=a_{i, j} / \bar{a}_{i, j}, \\
& s_{i}=a_{i+1, j} / \bar{a}_{i, j} .
\end{aligned}
$$

Rows $i$ and $i+1$ of the product $\bar{A}=P_{i+1, j} A$ are given by

$$
\begin{aligned}
& \bar{a}_{i, p}=c_{i} a_{i, p}+s_{i} a_{i+1, p}, \\
& \bar{a}_{i+1, j}=0, \\
& \bar{a}_{i+1, p}=-s_{i} a_{i, p}+c_{i} a_{i+1, p} \quad \text { for } p \neq j .
\end{aligned}
$$

The orthogonal matrix $Q$ is formed as the product of plane rotations $P_{i, j}$ such that the elements of $A$ below the main diagonal are annihilated.
3. Parallel Givens rotations. As some of the rotations $P_{i, j}$ are independent it is possible to apply more than one at a time. There are many possibilities. We propose a scheme that requires $N=3 n-5$ sweeps. Each sweep $Q_{k}, k=1,2, \cdots, N$, is a direct sum of plane rotations $P_{i, j}$, where $(i, j) \in L_{k}$ and sets of indices $L_{k}, k=1,2, \cdots, N$, are defined by

$$
\begin{equation*}
(i, j) \in L_{k} \quad \text { iff } \quad 3(j-1)+n-(i-1)=k, \quad 1 \leqq j<i \leqq n \tag{3.1}
\end{equation*}
$$

Note that $Q_{k}$ is a product of commuting orthogonal matrices $P_{i, j}$. The orthogonal matrix $Q$ is the product of sweeps $Q_{k}$,

$$
Q=Q_{N} Q_{N-1} \cdots Q_{1} .
$$

From (3.1) it follows that if $(i, j) \in L_{k}$ then $(i+3, j+1)$ and $(i-3, j-1)$ also belong to $L_{k}$ provided they are in $\{(i, j) \mid 1 \leqq j<i \leqq n\}$. The rule of thumb is as follows. Starting from any element $a_{i, j}, i>j$, and moving like a "long" chess knight on the chessboard, one square left and three squares up or one square right and three squares down within the lower triangular part of the matrix $A$, we reach all elements which are annihilated at the same time as the element $a_{i, j}$. This is illustrated for $n=8$ in Fig. 1, where all elements annihilated in the $k$ th sweep are denoted by $k$.

| $x$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 7 | $x$ |  |  |  |  |  |  |
| 6 | 9 | $x$ |  |  |  |  |  |
| 5 | 8 | 11 | $x$ |  |  |  |  |
| 4 | 7 | 10 | 13 | $x$ |  |  |  |
| 3 | 6 | 9 | 12 | 15 | $x$ |  |  |
| 2 | 5 | 8 | 11 | 14 | 17 | $x$ |  |
| 1 | 4 | 7 | 10 | 13 | 16 | 19 | $x$ |

FIG 1. Ordering of rotations $(n=8)$.
4. The basic processing element. Two kinds of operations are required for the transformations $P_{i, j}$ : determination of the rotation parameters $c$ and $s$, and application of the rotation, which is equivalent to

$$
\left[\begin{array}{l}
x  \tag{4.1}\\
y
\end{array}\right]:=\left[\begin{array}{rr}
c & s \\
-s & c
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right] .
$$

The operation (4.1) will be referred to as a rotation step.
Thus, we need a processor which is able to determine rotation parameters and execute rotation steps. In addition to its computing capabilities the processor should have four connections (two inputs and two outputs) and four internal registers ( $\boldsymbol{R}_{x}$, $\boldsymbol{R}_{y}, \boldsymbol{R}_{c}$ and $\boldsymbol{R}_{s}$ ). To perform the first operation, the processor shifts data $x$ and $y$ on its input lines (denoted by $X$ and $Y$ ) into registers $R_{x}$ and $R_{y}$ (see Fig. 2). Then it


FIG. 2. The processing element.
computes parameters $c$ and $s$ by the following algorithm:

```
if \(\boldsymbol{R}_{x}=0\) then
    begin
        \(c:=0\);
        \(s:=1\)
    end
else if abs \(\left(R_{x}\right)>\) abs \(\left(R_{y}\right)\) then
    begin
        \(\underline{x}:=\operatorname{abs}\left(\boldsymbol{R}_{x}\right) \times \operatorname{sqrt}\left(1+\left(\boldsymbol{R}_{y} / \boldsymbol{R}_{x}\right)^{2}\right) ;\)
        \(c:=R_{x} / \underline{x} ;\)
        \(s:=R_{y} / \underline{x}\)
    end
else
    begin
        \(\underline{x}:=\operatorname{abs}\left(\boldsymbol{R}_{y}\right) \times \operatorname{sqrt}\left(1+\left(\boldsymbol{R}_{x} / \boldsymbol{R}_{y}\right)^{2}\right) ;\)
        \(c:=R_{x} / \underline{x} ;\)
        \(s:=R_{y} / \underline{x}\)
    end;
```

The computed values $c$ and $s$ are stored in registers $\boldsymbol{R}_{c}$ and $\boldsymbol{R}_{s}$, and the new value $\underline{x}$ is made available as output on the output line $\underline{X}$. (The new value $\underline{y}$ on the output line $\underline{Y}$ is not calculated since $c$ and $s$ are chosen in such a way that $\underline{y}$ is known to be zero.) The processor determines the parameters $c$ and $s$ only once, so the contents of the $\boldsymbol{R}_{c}$ and $\boldsymbol{R}_{s}$ registers are not subsequently changed. Every subsequent operation performed by the processor is a rotation step. More precisely, the processor shifts data on its input lines $X$ and $Y$ into registers $R_{x}$ and $R_{y}$, then executes the rotation
step, i.e.,

$$
\underline{x}:=R_{x} R_{c}+R_{y} R_{s}, \quad \underline{y}:=-R_{x} R_{s}+R_{y} R_{c}
$$

and makes new values $\underline{x}$ and $\underline{y}$ available as outputs on the output lines $\underline{X}, \underline{Y}$. There is a simple finite-state machine which controls switching the processor from one kind of operation to the other.

Knowing what operations the processor must perform, we define a time unit to be the maximal time that is necessary for a processor to determine parameters $c$ and $s$ or to perform a rotation step together with loading and unloading its registers.

It is possible that a rotation will take more or less time than determination of the rotation parameters. The rotation parameters are determined only once, so the processors may occasionally be idle. This is a price we pay to guarantee that the whole system works correctly while keeping the system control relatively simple.

We assume that there is a synchronization mechanism which latches input and output lines. When processors are connected together, the changing output of one processor during a time unit should not interfere with the input to another processor. Sometimes we shall refer to the operations executed by a processor within one time unit as a pulsation (see Kung and Leiserson [10]).
5. Network organization. The systolic array proposed here is made up of a network of $n(n-1) / 2$ processors, where $n$ is the problem dimension. The position of a processor in the network is fully determined by integers $i$ and $k, 1 \leqq k<i \leqq n$, so every processor will be specified by a pair ( $i, k$ ). The processor ( $i, k$ ) is assigned to perform the transformation $P_{i, k}$.

The network organization has the property that all connections from a processor are to at most four neighboring processors. More precisely, output line $X$ of processor ( $i, k$ ) coincides with input line $Y$ of processor $(i-1, k)$, and output line $Y$ of processor ( $i, k$ ) coincides with input line $X$ of processor ( $i+1, k+1$ ) (see Fig. 3). All connections form a rectangular grid on a triangle, as illustrated for $n=6$ in Fig. 4.

There are special "gray" processors or shift registers along the bottom of the network. A gray processor does not perform any arithmetic. It simply delays data


Fig 3. Inter-processor communication.


Fig. 4. Layout of the processors $(n=6)$.


Fig. 5. Data flow into the systolic array $(n=5)$.
transmission by one time unit. This is necessary because only every third sweep introduces a zero in the last row.

Data enter the network through the right boundary, i.e. through the processors $(i, 1), i=n, n-1, \cdots, 2$, and leave the network through the left boundary, i.e. through the processors (i,i-1), $i=2,3, \cdots, n$ (see Figs. 4 and 5).
6. Operation of the systolic array. Our computational scheme is applied to the $n \times(n+1)$ matrix $\underset{A}{=}=[A, b]$, i.e., to the matrix $A$ augmented by the vector $b$.

In the following description the superscript of a matrix coefficient will usually indicate the number of plane rotations $P_{i, k}$ in which this coefficient was involved. By convention, the coefficients of the original augmented matrix have superscript 0 , with the exception of the coefficients of the last row, which for notational convenience have superscript 1.

The computation is initiated at time $\tau=0$, when $a_{n-1,1}^{(0)}$ and $a_{n, 1}^{(1)}$ enter the systolic array through the right bottom processor, i.e., processor ( $n, 1$ ). As its first operation, this processor determines rotation parameters $c$ and $s$ corresponding to transformation $P_{n, 1}$ as well as computing $a_{n-1,1}^{(1)}$. At subsequent time steps processor ( $n, 1$ ) performs rotation steps. At time $\tau=1$, processor ( $n-1,1$ ) starts to work. Subsequently processors $(n-2,1),(n-3,1), \cdots,(2,1)$ are activated at times $\tau=2,3, \cdots, n-2$. Figure 5 depicts how elements of the matrix are fed into the systolic array. In Fig. 6 we show four consecutive pulsations of the network.

We now specify the operation of the network precisely by giving the schedule of processor ( $i, k$ ), $1 \leqq k<i \leqq n$. The processor ( $i, k$ ) (assigned to perform plane rotation $P_{i, k}$ ) begins its activity at time $\tau=3(k-1)+(n-i)$. Its first task is to annihilate the $k$-th element of row $i$. (The first $k-1$ elements of rows $i-1$ and $i$ will already have been annihilated.) At time $\tau$ the processor determines rotation parameters $c$ and $s$ based on data $a_{i-1, k}^{(2 k-2)}$ and $a_{i, k}^{(2 k-1)}$, and computes the new value of the $k$ th element of row $i-1$, i.e. element $a_{i-1, k}^{(2 k-1)}$. Then $a_{i-1, k}^{(2 k-1)}$ is made available as an output on the output line $\underline{X}$. Every subsequent operation by the processor is a rotation step. More precisely, for $k<j \leqq n$, at time $3(k-1)+(n-i)+(j-k)$ processor $(i, k)$ executes operations

$$
\begin{aligned}
& a_{i-1, j}^{(2 k-1)}:=c \times a_{i-1, j}^{(2 k-2)}+s \times a_{i j}^{(2 k-1)}, \\
& a_{i, j}^{(2 k)}:=-s \times a_{i-1, j}^{(2 k-2)}+c \times a_{i, j}^{(2 k-1)}
\end{aligned}
$$

and makes $a_{i-1, j}^{(2 k-1)}$ and $a_{i, j}^{(2 k)}$ available as output on its output lines $\underline{X}$ and $\underline{Y}$ respectively. It is easy to check by induction that every processor gets its data at the right time.

It follows from the schedule of the output processors, i.e. processors ( $i, i-1$ ), $i=2,3, \cdots, n$, that at time $n-1$ the coefficient $a_{1,1}^{(1)}$ leaves the network. The whole upper triangular matrix $R=Q A$ and transformed right-hand side vector $Q b$ are known at time $3 n-3$. Thus we have:

Theorem 6.1. A dense nonsingular system of $n$ linear equations can be orthogonally transformed to a triangular system in $3 n-3$ time units using a systolic array consisting of $n(n-1) / 2$ mesh-connected processors.

We still have to solve a triangular linear system. This can be done in $3 n$ time units, using a systolic array first introduced by Kung and Leiserson [10]. Thus we have:

Theorem 6.2. If $A$ is an $n \times n$ nonsingular matrix, then a linear system of equations $A x=b$ can be solved in $6 n+O(1)$ time units using systolic arrays of $n(n-1) / 2$ and $n$ processors.

Remarks. Note that several systems with the same matrix $A$ and different righthand side vectors $b_{1}, b_{2}, \cdots, b_{m}$ can be processed almost as easily as one. The


Fig. 6. The first four steps.
computational scheme is applied to the matrix $\underset{A}{A}=\left[A, b_{1}, \cdots, b_{m}\right]$ rather than to $[A, b]$, and $Q \underline{A}$ is obtained in the time $3 n-4+m$. Similarly, an obvious extension of our scheme may be used to solve linear least squares problems. Recently Gentleman and Kung [4] have proposed a different systolic scheme which has advantages over ours for solving linear least squares problems. In addition, for handling banded matrices they have proposed a scheme in which the number of processors needed in the systolic array depends on the band width of the matrix rather than its order.

The error analyses of our Givens process and back substitution process are as described in Gentleman [3] and Wilkinson [14] for the classical sequential processes. Thus, we have speeded up the process of solving systems of linear equations and maintained the numerical quality of the well-behaved sequential algorithm at the same time. (Singular or nearly singular $\boldsymbol{A}$ can be detected once the Givens triangularization of $\boldsymbol{A}$ has been computed, as in the sequential case.) A multiprocessor array structure equivalent to ours was independently proposed by Gannon [2].

It is worth noting that matrices which are too large for a given systolic array can be triangularized by first splitting them into blocks. The triangularization time is $\theta\left(n^{3} / p^{2}\right)$ where $n$ is the matrix dimension and $p^{2}$ is the number of processor used, $p \leqq n$.

Sameh and Kuck [12] and Kowalik and Kamgnia [7] present schemes that require only $N=2 n-3$ "sweeps" using the "short" chess knight move elimination order. However, the time taken by each of these sweeps is that required to generate the parameters in a rotation matrix and to perform a rotation. In addition, they do not consider the cost of data transfers. Suppose that generating a rotation matrix and performing a rotation each take a unit time, as assumed by the timing analysis of this paper. Then one can easily see from data dependency relations that our $N=3 n-5$ sweeps with the "long" chess knight move elimination is the best one can do.
7. Application to the $Q \boldsymbol{Q}$ algorithm. One iteration of the $Q R$ algorithm can be expressed in the form

$$
\begin{aligned}
& \text { factorization phase: } Q A=R, \\
& \text { multiplication phase: } \tilde{A}=R Q^{T},
\end{aligned}
$$

where $Q$ is orthogonal and $R$ is upper triangular. See, for example, Stewart [13].
Our systolic array is capable of performing the factorization phase. While the matrix $A$ passes through the network, the orthogonal matrix $Q$ is formed as a product of plane rotations $P_{i, j}$. Parameters defining the transformations $P_{i, j}$ are stored among the processors of the network. If we do not switch our network to process another factorization phase, the previously computed orthogonal matrix $Q$ (in multiplicative form) is not destroyed and remains intact in the network. Now, by passing any other matrix $B$ through the network, we obtain the product $Q B$.

In the multiplication phase we have to know how to form a product $\tilde{A}=R Q^{T}$. By applying our systolic device to the matrix $R^{T}$ we can easily get $\tilde{A}^{T}=Q R^{T}$ instead. Now, to complete the multiplication phase it is enough to transpose the matrix $\tilde{A}^{T}$. Thus we need a fast method for matrix transposition. One way to achieve this is to use a buffer that supports fast two-dimensional addressing.

When we have a systolic array for matrix triangularization and a buffer to support matrix transposition, one iteration of the $Q R$ algorithm is easy to execute. First we produce the matrix $R$, then transpose it, form $\tilde{A}^{T}=Q R^{T}$, and transpose the matrix $\tilde{A}^{T}$ to obtain $\tilde{A}$. The cost of one iteration of the $Q R$ algorithm performed in this way is $K n$ time units. We shall not specify the constant $K$ as it depends on how fast we
compute matrix transposition. Our treatment of the $Q R$ algorithm here is preliminary; future research is needed to study issues such as shift selection, convergence testing, etc.
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# CALCULATING THE ISOCHRONES OF VENTRICULAR DEPOLARIZATION* 
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#### Abstract

The inverse problem of electrocardiography is treated by a) the formulation of a suitable model and a powerful transformation of the time domain; b) regularization techniques using the singular value decomposition.

The solution calculated from the potentials at the body surface is expressed in terms of the activation times on the heart surface. Promising results of numerical experiments with simulated measurements errors are presented.
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1. Introduction. In this paper an inverse problem from electrocardiography is considered. This problem can be stated as: calculate the course of the electrical depolarization process in the heart from the potentials which can be measured on the body surface. It is, like many inverse problems, of an ill-posed nature. It leads either to a Cauchy problem for the Laplace equation (cf. Colli Franzone et al. [1979]) or to an integral equation of the first kind with a smooth kernel. Both are ill-posed since small changes in the data may cause nonexistence or arbitrarily large perturbations of the solution.

In such a situation it is necessary to obtain and exploit additional information to make the solution better determined. Therefore in our research much effort has been put into the formulation of a model and a representation of the solution which incorporates as much physiological knowledge as possible.

Using this model a method is developed for the numerical treatment of the problem based on regularization techniques and the Singular Value Decomposition. Numerical experiments show that the method works remarkably well for a model set up where the heart is approximated by a sphere, and even quite well for a more realistic heart geometry including the ventricular cavities.
2. Problem description and model formulation. Electrocardiologists distinguish different phases in the heart beat cycle, of which we shall consider only one, namely the electrical activation of the ventricles which, in the electrocardiogram, is represented by a characteristic waveform known as the QRS complex. During the corresponding time interval, say [ $0, T$ ], in which the heart is mechanically at rest, the electrical activation takes place which initiates contraction of the ventricular muscle.

The activation takes place at a front which moves through this entire muscle (predominantly inward outward). The resulting electrical activity, as measured at a distance, can be modeled by a double layer of constant uniform strength situated at the boundary surface $S_{r}(t)$ between tissue that is already activated and tissue which is not yet reached by the depolarization wave front. In Fig. 2.1 a schematic representation is given of a cross section of the relevant part of the heart (the atria on top are not depicted). Marked are $S_{r}(t)$ and the already activated part of the ventricular muscle (dotted) at an early time instant $t_{1}$ and a later one $t_{2}$ in the depolarization sequence.

[^8]

Fig. 2.1

From observation points outside the heart the double layer on $S_{r}(t)$ cannot be distinguished from a double layer $S_{r}^{\prime}(t)$ with the same uniform strength and boundary curve in space (a "deformation" of $S_{r}(t)$, cf. Fig. 2.2), since the difference between them is a closed uniform double layer which generates no external potential (Courant and Hilbert [1961, IV.1.3]).


Fig. 2.2

We can however turn this indeterminacy to our advantage by considering instead of $S_{r}(t)$ its "outfolding" $S_{h}(t)$ to the heart surface $X$ (the closed surface given by endocardium plus epicardium) as an equivalent source (cf. Fig. 2.3). This is of course equivalent to considering only the boundary curve of $S_{r}(t)$ as it moves over $X . S_{h}(t)$ is the part of $X$ that borders already activated tissue at $t \in[0, T]$ (cf. Dotti [1974], Salu [1978]).


Fig. 2.3

Since the influence of the volume conductor surrounding the sources can be treated in a quasi-static approximation (propagational effects are negligible, Plonsey and Heppner [1967]), the relation between $S_{h}(t)$ and the potentials $v(y, t)$ on the body surface $Y^{1}$ can be expressed by means of a Green's function $\mathbf{A}(y, x)$. This function is defined as the potential at $y$ on $Y$ due to an elementary dipole in $x$ on the heart surface $X$, directed along the outward normal on the surface. It also expresses the effects of the shape and conductivity of the body and of all regions of different conductivity that are being distinguished (such as lungs and cavities filled with blood).

[^9]For each fixed $x$, the potentials $\mathbf{A}(y, x)$ on the body surface $Y$ can be calculated as the solution of the so-called forward problem of electrocardiography, for example by finite element techniques for the Laplace equation (cf. Colli Franzone et al. [1979]) or a boundary integral approach (Barnard et al. [1967]).

Consider the case of a homogeneous body with conductivity $\sigma$. Let $v_{\infty}(y ; x)$ be the potential that would be generated in an infinite homogeneous medium at $y$ by an elementary dipole at $x$ directed along the outward normal $n_{x}$ to $X$ :

$$
v_{\infty}(y ; x)=\frac{1}{4 \pi \sigma} \frac{\partial}{\partial n_{x}} \frac{1}{r(x, y)}=\frac{1}{4 \pi \sigma} \frac{(y-x) \cdot n_{x}}{|y-x|^{3}} .
$$

$\mathbf{A}(y, x)$ is then equal to $v_{\infty}(y ; x)+\chi(y)$, where $\chi$ satisfies the following Neumann problem for the Laplace equation:

$$
\begin{align*}
& \Delta \chi=0 \quad \text { inside } Y,  \tag{2.2}\\
& \frac{\partial}{\partial n_{y}} \chi=-\frac{\partial}{\partial n_{y}} v_{\infty}(y ; x) \quad \text { on } Y,
\end{align*}
$$

expressing that $\left(\partial / \partial n_{y}\right) \mathbf{A}(y, x)=0$ on $Y$. The integral equation used in the boundary integral approach follows from (2.2) as

$$
\mathbf{A}(y, x)=2 v_{\infty}(y ; x)-\frac{1}{2 \pi} f_{Y} \mathbf{A}(\eta, x) d \omega_{\eta}
$$

where $d \omega_{\eta}$ denotes integration over the solid angle subtended in $y$ by a surface element at $\eta$, and $f$ denotes the Cauchy principal value of the improper integral over $Y$. For more details see Cuppen and van Oosterom [1983].

Note that $\mathbf{A}(y, x)$ is smooth since $x$ never comes close to $y$.
Taking into account the orientation of the double layer $S_{r}(t)$ corresponding to a negative, or inwardly oriented double layer at $S_{h}(t)$, it follows that $v(y, t)$ is equal to minus the integral of the contribution of all elementary dipoles contained in $S_{h}$ (i.e. active) at time $t$ :

$$
\begin{equation*}
v(y, t)=-\int_{S_{h}(t)} \mathbf{A}(y, x) d x, \quad y \in Y, \quad t \in[0, T] . \tag{2.3}
\end{equation*}
$$

The appearance of the unknown $S_{h}(t)$ in (2.3) as the range of integration is not very convenient for our purpose. We use the fact that for physiological reasons

$$
\begin{equation*}
S_{h}\left(t_{1}\right) \subset S_{h}\left(t_{2}\right) \quad \text { if } t_{1}<t_{2} \tag{2.4}
\end{equation*}
$$

which means that the direction of propagation of the depolarization front does not reverse. Therefore $S_{h}(t)$ can be characterized by a continuous function $\tau(x)$ which, for each point $x \in X$, yields the time at which the front reaches $x$ :

$$
\begin{equation*}
\tau(x)=\inf \left\{t \in[0, T] \mid x \in S_{h}(t)\right\}, \quad x \in X \tag{2.5}
\end{equation*}
$$

By means of the Heaviside step-function $\mathbf{H}$,

$$
\mathbf{H}(u)=\left\{\begin{array}{cc}
0, & u<0 \\
1, & u \geqq 0
\end{array}\right.
$$

(2.3) can be written as

$$
\begin{equation*}
\int_{X} \mathbf{A}(y, x) \mathbf{H}(t-\tau(x)) d x=-v(y, t), \quad y \in Y, \quad t \in[0, T] \tag{2.6}
\end{equation*}
$$

Given the potentials $v(y, t)$ for $t \in[0, T]$ and $y$ on the body surface $Y$ or a part of it, (2.6) constitutes a nonlinear Fredholm integral equation of the first kind for the "depolarization time" $\tau(x)$ on the heart surface $X$.
3. Properties and transformation of the basic equation. The following integral equation is related to (2.6):

$$
\begin{equation*}
\int_{X} \mathbf{A}(y, x) \psi(x) d x=\phi(y), \quad y \in Y . \tag{3.1}
\end{equation*}
$$

This equation can be seen as an equation for a double-layer density $\psi$ on $X$, given the potential distribution $\phi$ on $Y$. Whenever we encounter an equation of the form (3.1) or (2.6) we shall assume that a solution exists (a solution usually describes a source which we know to be physically present).

Let us denote (for convenience) by $\mathbf{A}$ also the integral operator defined by

$$
\begin{equation*}
(\mathbf{A} \psi)(y)=\int_{X} \mathbf{A}(y, x) \psi(x) d x, \quad y \in Y \tag{3.2}
\end{equation*}
$$

The operator $\mathbf{A}$ can be written as the product of two operators $\mathbf{A}^{(1)}$ and $\mathbf{A}^{(2)}$, where $\mathbf{A}^{(1)}$ produces the potential $\phi_{\infty}$ generated by the double-layer source $\psi$ on $X$ in a homogeneous medium of infinite extent

$$
\phi_{\infty}(y)=\left(\mathbf{A}^{(1)} \psi\right)(y)=\int_{X} \psi(x) d \omega_{x}
$$

and $\mathbf{A}^{(2)}$ is the inverse of a deflated Fredholm integral operator of the second kind on the surfaces where the conductivity is discontinuous (cf. Lynn and Timlake [1970], Barnard et al. [1967]). Since the surfaces may be assumed to be smooth, the operator A behaves as a compact operator from $C[X]$ to $C[Y]$. See also the appendix where a sketch of proof is given of the following property:

The null-space $\mathbf{N}(\mathbf{A})$ is the space of constant functions on $X$.
Note that this means that solutions to (3.1) are unique up to a constant, which implies uniqueness for the solution of (2.6) as expressed by the following lemma.

Lemma. If $v(y, t)$ is not identically zero then the solution $\tau(x)$ of (2.6), if it exists, is unique.

Proof. If $\tau_{1}$ and $\tau_{2}$ are both solutions to (2.6), satisfying $0 \leqq \tau(x) \leqq T$ for all $x$, then (3.3) yields that for each $t$ there is a constant $c(t)$ such that for each $x$

$$
\mathbf{H}\left(t-\tau_{1}(x)\right)=\mathbf{H}\left(t-\tau_{2}(x)\right)+c(t) .
$$

Hence, for each $t, \mathbf{H}\left(t-\tau_{1}(x)\right)-\mathbf{H}\left(t-\tau_{2}(x)\right)$ is independent of $x$. Therefore, it easily follows that if $\tau_{1}\left(x_{1}\right) \neq \tau_{1}\left(x_{2}\right)$ or $\tau_{2}\left(x_{1}\right) \neq \tau_{2}\left(x_{2}\right)$ then $\tau_{1}\left(x_{1}\right)=\tau_{2}\left(x_{1}\right)$ and $\tau_{1}\left(x_{2}\right)=\tau_{2}\left(x_{2}\right)$ (by varying $t$ between the two values). Therefore if either $\tau_{1}$ or $\tau_{2}$ is not constant, then $\tau_{1}$ and $\tau_{2}$ must be equal. If both are constant, (3.3) yields that $v(y, t)$ is identically zero.

The proof of this lemma suggests that $\tau(x)$ might be calculated in two phases, first approximating $f_{t}(x)=\mathbf{H}(t-\tau(x))$ for fixed values of $t$ from equations of the form (3.1) and then calculating $\tau(x)$ from the obtained approximations. There is, however, a better way which is based on the observation that equation (2.6) behaves nicely under transformations in the domain of $t$. For instance integrating (2.6) over $t$ from

0 to $T$ yields

$$
\begin{equation*}
\int_{0}^{T} \int_{X} \mathbf{A}(y, x) \mathbf{H}(t-\tau(x)) d x=-\int_{0}^{T} v(y, t) d t \tag{3.4}
\end{equation*}
$$

so

$$
\int_{X} \mathbf{A}(y, x)(T-\tau(x)) d x=-\bar{v}(y)
$$

where $\bar{v}(y)$ is a notation for $\int_{0}^{T} v(y, t) d t$. With (3.3) it follows that

$$
\begin{equation*}
\int_{X} \mathbf{A}(y, x) \boldsymbol{\tau}(x) d x=\bar{v}(y), \quad y \in Y . \tag{3.5}
\end{equation*}
$$

Considering (3.5) it turns out that $\tau$ is determined, up to a constant, by $\bar{v}(y)$. This is remarkable because (3.5) employs only the time-integrated measurements $\bar{v}(y)$ from which one would not expect to be able to calculate the development in time $\tau(x)$ of the activation.

A physical explanation of this phenomenon is based on the fact that, in the model derived, the sources are highly restricted. The source in a point $x$ on the heart surface is either active or inactive at a certain time, and if it is active, then it has a fixed strength $c$, and it stays active. Therefore the integrated signal contains a contribution from $x$ equal to a static contribution corresponding to its fixed strength $c$, multiplied by the time it has been active, i.e. $(T-\tau(x))$. Consequently, the integrated signal can be viewed as the potentials one would obtain from a double-layer source on the heart surface $X$, with strength $c \times(T-\tau(x))$ in $x$ for all $x$ on $X$. It is however well known (cf. appendix) that each double-layer source is determined, up to a constant, from the body surface potentials; which shows that $\tau$ can indeed be determined from the integrated signal.

More general transformations can be applied to (2.6). Consider a continuously differentiable function $f(t)$ and define

$$
\begin{equation*}
\tilde{v}(y ; f)=\int_{0}^{T} f^{\prime}(t) v(y, t) d t . \tag{3.6}
\end{equation*}
$$

Then integrating (2.6) as above yields

$$
\begin{gather*}
\int_{X} \mathbf{A}(y, x) \theta(x) d x=\tilde{v}(y ; f), \quad y \in Y,  \tag{3.7}\\
\theta(x)=f(\tau(x)), \quad x \in X, \tag{3.8}
\end{gather*}
$$

which can be used to solve $\theta$ from (3.7) and subsequently $\tau$ from (3.8). Of course several functions $f$ can be used simultaneously, each of them determining a function $\theta$ through (3.7). This gives a system of equations instead of (3.8). Examples of such sets of functions are the polynomials

$$
\begin{equation*}
p^{(i)}(t)=\left(\frac{2 t}{T}-1\right)^{i}, \quad i=1,2, \cdots, I \tag{3.9}
\end{equation*}
$$

or, inspired on the Laplace transform,

$$
\begin{equation*}
f_{s}(t)=e^{-s t}, \quad s \in[-S, S] . \tag{3.10}
\end{equation*}
$$

In the sequel two or three polynomials shall be used as given in (3.9) with right-hand sides

$$
\begin{equation*}
v^{(i)}(y)=\tilde{v}\left(y ; p^{(i)}\right)=\frac{2 i}{T} \int_{0}^{T}\left(\frac{2 t}{T}-1\right)^{i-1} v(y, t) d t . \tag{3.11}
\end{equation*}
$$

This leads to a set of equations

$$
\begin{gather*}
\int_{X} \mathbf{A}(y, x) \theta^{(i)}(x) d x=v^{(i)}(y), \quad y \in Y, \quad i=1, \cdots, I,  \tag{3.12}\\
p^{(i)}(\tau(x))=\theta^{(i)}(x), \quad x \in X, \quad i=1, \cdots, I . \tag{3.13}
\end{gather*}
$$

4. Regularization and elimination of indeterminacies. The equations (3.12) and (3.13) from which $\tau(x)$ is to be solved can be written in operator form as

$$
\begin{equation*}
\mathbf{A} \theta^{(i)}=v^{(i)}, \quad p^{(i)}(\tau(x))=\theta^{(i)}(x), \quad x \in X, \quad i=1, \cdots I . \tag{4.1}
\end{equation*}
$$

If $\mathbf{A} \boldsymbol{\theta}^{(i)}=v^{(i)}$ is to be solved for fixed $i$ (1,2 or 3 are used in the experiments) the problem arises that such equations are ill-posed (cf. § 1). Fortunately it is known from physiology that the unknown function $\tau$ is bounded and smooth (see also $\S 6$, note 2 ), so standard techniques for the regularization of (4.1) can be applied (cf. Tikhonov and Arsenin [1977]). First (4.1) is written as a least squares problem and then a penalty function $\left\|\mathbf{C} \theta^{(i)}\right\|$ is added involving the norm of $\theta^{(i)}$ and/or some of its partial derivatives to suppress oscillations. ${ }^{2}$ This leads to the following minimization problem:

Determine a function $\theta^{(i)}(x)$ that minimizes

$$
\begin{equation*}
\left\|\mathbf{A} \theta^{(i)}-v^{(i)}\right\|^{2}+\alpha_{i}\left\|\mathbf{C} \boldsymbol{\theta}^{(i)}\right\|^{2} . \tag{4.2}
\end{equation*}
$$

The parameter $\alpha_{i}$, which must be chosen positive, controls the amount of regularization (smoothing, filtering). The choice of this so-called "regularization parameter" is discussed in $\S 5$. For positive $\alpha_{i}$, (4.2) is a well-posed problem if positive $\varepsilon_{1}$ and $\varepsilon_{2}$ exist such that $\|\mathbf{A} \Delta \theta\|<\varepsilon_{1}\|\Delta \theta\|$ implies that $\|\mathbf{C} \Delta \theta\|>\varepsilon_{2}\|\Delta \theta\|$. In practice $\mathbf{C}$ is formed as $\left(\mathbf{C}^{*} \mathbf{C}\right)^{1 / 2}$ where $\mathbf{C}^{*} \mathbf{C}$ is composed as a positive linear combination of the identity I and components $\mathbf{C}_{i}^{*} \mathbf{C}_{i}$ where $\mathbf{C}_{i}$ is a differential operator. If the coefficient of $\mathbf{I}$ in this combination is positive, then $\mathbf{C}$ is positive definite and therefore (4.2) is well-posed for positive $\alpha_{i}$. Probably, this is also true for combinations not containing I (cf. Locker and Prenter [1980], Colli Franzone and Magenes [1979] and Colli Franzone et al. [1979]), but an analysis of this problem is beyond the scope of this research.

Having obtained from (4.2) approximations $\tilde{\theta}^{(i)}$ for $\theta^{(i)}$ for one or more polynomials $p^{(i)}$, an approximation for $\tau$ has to be calculated. Assume that $p^{(i)}(t)=$ $(2 t / T-1)^{i}, i=1,2,3$. Since the null-space of $\mathbf{A}$ consists of the constant functions, $\tilde{\boldsymbol{\theta}}^{(i)}$ approximates $\boldsymbol{\theta}^{(i)}$ up to an unknown constant $b_{i}$. Ignoring further errors in $\tilde{\boldsymbol{\theta}}^{(i)}$ leads to the following set of equations in $\tau$ and the constants $b_{i}$ :

$$
\begin{equation*}
\left(\frac{2 \tau(x)}{T}-1\right)^{i}=\tilde{\theta}^{(i)}(x)+b_{i} . \tag{4.3}
\end{equation*}
$$

[^10]A useful generalization of the method allows the kernel $\mathbf{A}(y, x)$ to contain an unknown multiplicative positive constant $c$ (the double layer strength which may not be exactly known). This yields

$$
\begin{equation*}
c\left(\frac{2 \tau(x)}{T}-1\right)^{i}=\tilde{\theta}^{(i)}(x)+b_{i} \tag{4.4}
\end{equation*}
$$

If the functions $\tilde{\theta}^{(i)}$ in (4.4) are given for $i=1,2,3$ it follows that

$$
\begin{equation*}
c\left(\tilde{\theta}^{(2)}(x)+b_{2}\right)=\left(\tilde{\theta}^{(1)}(x)+b_{1}\right)^{2} \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\tilde{\theta}^{(1)}(x)+b_{1}\right)\left(\tilde{\theta}^{(3)}(x)+b_{3}\right)=\left(\tilde{\theta}^{(2)}(x)+b_{2}\right)^{2} . \tag{4.6}
\end{equation*}
$$

If $\tilde{\theta}^{(1)}(x), \tilde{\theta}^{(2)}(x), \tilde{\theta}^{(3)}(x)$ and the constant function are linearly independent, then (4.6) can have at most one solution for $b_{1}, b_{2}$ and $b_{3}$ (linear independence already follows if $\tau(x)$ attains at least four different values on $X$ ). A solution can be assumed to exist, from which $c$ and subsequently $\tau(x)$ follow. In the presence of errors the equations are solved in the sense of least squares. If $c$ is known (as in our experiments) $i=1$ and 2 or $i=1$ and 3 suffice for the calculation of $\tau$.
5. The choice of the regularization parameters. The choice of the regularization parameters $\alpha_{i}$ balances the errors introduced by the regularization against those the regularization attempts to suppress. If the $\alpha_{i}$ are chosen too small, the resulting linear systems are still too ill-conditioned and regularization is ineffective: oscillating errors dominate the results. On the other hand, if the $\alpha_{i}$ are chosen too large, the smoothing terms are weighted so heavily that too much information is suppressed: the relevant characteristics of the solution are lost.

Presently, no satisfactory general solution to the problem of how to choose the $\alpha_{i}$ is available, although some progress has been made (cf. Golub, Heath and Wahba [1979], Köckler [1974]). The present problem formulation has the unusual property that a choice can be made on the basis of an additional equation. In practice namely only two of the independent equations given by (3.12) are used to calculate (for given values of $\alpha_{1}$ and $\alpha_{2}$ ) an approximate solution $\tau_{\alpha_{1}, \alpha_{2}}$. Therefore the residual of the third equation

$$
r_{\alpha_{1}, \alpha_{2}}=\left\|\int_{X} \mathbf{A}(y, x) p^{(3)}\left(\tau_{\alpha_{1}, \alpha_{2}}(x)\right) d x-v^{(3)}(y)\right\|_{Y}
$$

gives a measure for the quality of the regularization parameters $\alpha_{1}, \alpha_{2}$. In the experiments presented below, $\alpha_{1}$ and $\alpha_{2}$ are chosen by a minimization of $r_{\alpha_{1}, \alpha_{2}}$. This yields satisfactory results, although in some experiments $r_{\alpha_{1}, \alpha_{2}}$ has one or more local minima which yield worse results than those obtained for the global minimum.
6. Discretization and implementation. The discretization of (4.2) is performed as follows. The surface $X$ is approximated by a set of triangles with vertices $x_{j}$, and on the surface $Y$ a number of collocation points $y_{k}$ is chosen (the observation points where the electrodes are located in practice). For each $x_{j}$ a basis function $b_{j}$ on $X$ is defined by the conditions that $b_{i}$ be linear on each triangle, zero in all vertices $x_{l}$ with $l \neq j$, and one in vertex $x_{j}$.

For each collocation point $y_{k}$ and each basis function $b_{j}$ the matrix element $A_{k, j}$ is defined by

$$
\begin{equation*}
\boldsymbol{A}_{k, j}=\int_{\boldsymbol{X}} \mathbf{A}\left(y_{k}, x\right) b_{j}(x) d x \tag{6.1}
\end{equation*}
$$

Actually the integral $\boldsymbol{A}_{k, j}$ is directly calculated from the forward problem with the source $b_{j}(x)$ (cf. Barnard et al. [1967], Lynn and Timlake [1968a], [1968b], van Oosterom [1978]). $\boldsymbol{A}_{k, j}$ is, of course, a weighted approximation to $\mathbf{A}\left(y_{k}, x_{j}\right)$.

A function $\theta(x)$ on $X$ is approximated by a linear combination of the $b_{j}$ :

$$
\begin{equation*}
\theta(x) \approx \sum_{j} \theta_{j} b_{j}(x), \quad x \in X . \tag{6.2}
\end{equation*}
$$

Consequently, the integral equation (3.12) is approximated by the following linear system of equations:

$$
\begin{equation*}
\sum_{j} A_{k, j} \theta_{j}=v^{(i)}\left(y_{k}\right), \quad y_{k} \in Y \tag{6.3}
\end{equation*}
$$

Thus, an approximation of the first term in the minimization problem (4.2) is obtained.
Note 1. It is not necessary that the number of discretization points on $Y$ is larger than or equal to that on $X$. Rather the discretization on $X$ should be chosen such that the smooth part of the solution can be adequately described, and the number of points (measuring leads) on $Y$ should be chosen according to the number of independent potential patterns which can at the given noise level be observed on the body surface. As in the example with the realistic geometry in §7, this may lead to an underdetermined system of equations (6.3). However, the elements of the null-space of matrix $\boldsymbol{A}$ are discretizations of source distributions that yield a zero potential in all observation points on $Y$, so it follows from the smoothing properties of $\mathbf{A}$ that these distributions belong to the class of spurious oscillatory source components discussed above, which are filtered out by the regularization.

The second term in (4.2), the regularization operator, poses a problem in itself. To approximate this term, one would like to obtain a matrix $C$ such that the $C$-norm of the vector $\theta=\left(\theta_{j}\right)_{j}$ :

$$
\begin{equation*}
\|C \theta\|^{2}=\left(\theta^{T} C^{T} C \theta\right)^{1 / 2} \tag{6.4}
\end{equation*}
$$

approximates the norm of one of the derivatives of $\theta$ on $X$, say its Hessian,

$$
\begin{equation*}
\|\mathbf{H}(\theta)\|_{X}=\left(\int_{X}\left\{\left(\frac{\partial^{2} \theta}{\partial \xi^{2}}\right)^{2}+2\left(\frac{\partial^{2} \theta}{\partial \xi \partial \eta}\right)^{2}+\left(\frac{\partial^{2} \theta}{\partial \eta^{2}}\right)^{2}\right\} d x\right)^{1 / 2} \tag{6.5}
\end{equation*}
$$

where $(\xi, \eta)$ represent a local coordinate system on $X$ around $x$.
Note 2. Strictly speaking, neither the gradient nor the Hessian of $\tau$ exist in points on the heart surface where the activation starts or where the wavefronts collide. However, since $\tau$ can be well approximated by functions for which these derivatives do exist, and the regularizing operator only plays a modifying role in the inverse calculation, it is still possible to use the Hessian for regularization. This is advantageous because higher derivatives in the regularizing operator tend to have more effect on the dangerous high frequency components in the solution, and less on the low frequency components which should rather not be modified at all.

Suppose that for each $x_{j}$ and for each partial derivative occurring in (6.5) the matrix $C$ contains a row giving a difference formula for the derivative on the basis of value of $\theta$ in $x_{j}$ and a number of neighboring points $x_{i}$ on $X$ (this difference formula can be multiplied by the root of an integration weight for integration over $X$ with knots $x_{j}$ ). Then it is clear that (6.4) is an approximation of (6.5).

Such difference formulae are obtained by first deriving a local coordinate system $(\xi, \eta)$ around each point $x_{j}$ and then performing a formal least squares fit to the truncated Taylor series around $x_{j}$. This means that for each discretization point $x_{j}$ on
$X$ a set of neighbors is chosen. A sphere ${ }^{3}$ is fitted through $x_{j}$, as close as possible through its neighbors (close neighbors weighting more heavily than far ones). The neighbors of $x_{j}$ are then projected onto the sphere and a local coordinate system with its origin in $x_{j}$ is derived from the angular coordinates of a spherical coordinate system with its origin in the origin of the sphere. To obtain a local measure that conforms to the Cartesian system, these angles are multiplied by the radius of the sphere.

The next step is to consider the Taylor series expansion of $\theta$ around $x_{j}$ in the coordinates $\xi$ and $\eta$ :

$$
\theta\left(x_{\xi, \eta}\right)-\theta\left(x_{j}\right)=\xi \frac{\partial \theta}{\partial \xi}+\eta \frac{\partial \theta}{\partial \eta}+2 \xi \eta \frac{\partial^{2} \theta}{\partial \xi \partial \eta}+\xi^{2} \frac{\partial^{2} \theta}{\partial \xi^{2}}+\eta^{2} \frac{\partial^{2} \theta}{\partial \eta^{2}}+\cdots .
$$

Truncating the expansion at some point, and substituting the known values of $(\xi, \eta)$ for each of the neighbors $x_{i}$ of $x_{j}$, yields a system of linear equations for the derivatives of $\theta$, with the (yet unknown) differences $\theta\left(x_{i}\right)-\theta\left(x_{j}\right)$ as right hand sides. By means of the singular value decomposition a generalized inverse of the known coefficient matrix can be derived which approximates the partial derivatives of $\theta$ in $x_{j}$ in terms of the function values of $\theta$ in $x_{j}$ and its neighbors.

The difference formulae giving upper bounds for the derivatives in space of $\theta$ (in reality $\tau$ is defined throughout the muscle) are analogously derived. Here the set of neighbors included points across the muscle tissue and the formal Taylor series expansion is performed in terms of the normal Cartesian coordinates. Thus difference formulae follow for the partial space derivatives of $\theta$ in $x_{j}$. However, since the points across the muscle tissue cannot be considered as close discretization points in space, these difference formulae can only be seen as lower bounds for the derivatives of $\tau$.

Having obtained difference formulae, matrices $C_{j}^{k}$ are derived, such that $\theta^{T} C_{j}^{k T} C_{j}^{k} \theta$ approximates the square of the $k$ th derivative at $x_{j}$. A weighted sum of squares of the norm of the derivatives on the surface is then obtained by

$$
C^{T} C=\sum_{j, k} \lambda_{j} \mu_{k} C_{j}^{k T} C_{j}^{k}
$$

where $\lambda_{j}$ and $\mu_{k}$ are weighting coefficients.
One further manipulation is convenient which replaces the matrix $C$ in (6.4) by the matrix $L$ which is a lower triangular Choleski factor of the positive (semi-)definite matrix $C^{\boldsymbol{T}} C$. Formula (6.4) is then replaced by

$$
\begin{equation*}
\left\|L^{T} \xi\right\|=\left(\theta^{T} L L^{T} \theta\right)^{1 / 2} \tag{6.6}
\end{equation*}
$$

Often $L$ is a matrix with a relatively narrow profile, i.e. it has many rows starting with many zeros. This can be used to obtain greater computational efficiency.

If the null-spaces of $\boldsymbol{A}$ and $\boldsymbol{C}$ do not intersect then the discretized minimization problem approximating (4.2) has a solution given by

$$
\begin{equation*}
\theta_{\alpha_{i}}^{(i)}=\left(A^{T} A+\alpha_{i} L L^{T}\right)^{-1} A^{T} v^{(i)} . \tag{6.7}
\end{equation*}
$$

Assuming that $L$ is nonsingular, which can be achieved in our case by adding $\left\|C^{T} C\right\| \cdot e_{n} e_{n}^{T}$ to $C^{T} C$ (removing the constant vector from its null-space), (6.7) is equivalent to

$$
\theta_{\alpha_{i}}^{(i)}=L^{-T}\left(\tilde{A}^{T} \tilde{A}+\alpha_{i} I\right)^{-1} \tilde{A}^{T} v^{(i)}, \quad \tilde{A}=A L^{-T}
$$

[^11]and if the singular value decomposition of $\tilde{A}$ is given by
\[

\tilde{A}=U \Sigma V^{T}=\left(U_{1} \mid U_{2}\right)\left($$
\begin{array}{cc}
\Sigma_{1} & 0  \tag{6.8}\\
0 & 0
\end{array}
$$\right)\left(V_{1} \mid V_{2}\right)^{T}=U_{1} \Sigma_{1} V_{1}^{T}
\]

$U, V$ orthogonal, $U_{1}, V_{1}$ column-orthogonal, then (6.7) is further reduced to

$$
\begin{align*}
\theta_{\alpha_{i}}^{(i)} & =L^{-T}\left(V \Sigma^{T} \Sigma V^{T}+\alpha_{i} I\right)^{-1} V \Sigma^{T} U^{T} v^{(i)} \\
& =L^{-T} V\left(\Sigma^{T} \Sigma+\alpha_{i} I\right)^{-1} \Sigma^{T} U^{T} v^{(i)}  \tag{6.9}\\
& =L^{-T} V_{1}\left(\Sigma_{1}^{2}+\alpha_{i} I\right)^{-1} \Sigma_{1} U_{1}^{T} v^{(i)} .
\end{align*}
$$

The decomposition (6.8) can be calculated by a new method described by Cuppen [1983]. This method calculates the decomposition at approximately the cost of a bidiagonalization of $\boldsymbol{A}$. The subsequent calculation of $\theta_{\alpha_{i}}^{(i)}$ according to (6.9) for a sequence of values of $\alpha_{i}$ is comparatively inexpensive.
7. Numerical experiments. Two series of numerical experiments were performed. In the first a model geometry is used with two spheres, a smaller sphere as a "heart" lying eccentrically inside the larger one used as "torso" surface. In the second series calculations are performed using a realistic human heart-torso geometry. In the first case a reference solution was generated and for the realistic geometry the activation as given by the measurements of Durrer et al. [1970] was used as a reference solution. The right-hand sides $v^{(i)}(y)$ were calculated according to (3.12) and subsequently perturbed to represent measurement errors as are encountered in practice. The inverse problem was then tackled with the methods described in this paper and the results were compared with the reference solution.

The experiments were performed on a CDC Cyber 750 system. Setting up the equations required, for the realistic geometry, about 3 minutes $C P$ time and 5 minutes IO time, whereas calculating inverse solutions for 100 choices of the regularization parameters required 1 minute CP time and 1 minute IO time.

Model geometry. The two spheres with radii $\frac{1}{3}$ and 1 are situated such that the center of the larger sphere is on the smaller sphere (cf. Fig. 7.1). The conductivities are chosen to be 0 outside the larger sphere and 1 inside. The spheres are discretized using 192 triangles and 98 points on the inner sphere, and 128 triangles and 66 points on the outer sphere.


Fig. 7.1

The 128 centers of the triangles on the outer sphere are used as observation points $y_{i}$ (cf. §6). The reference solutions generated and the inverse solutions are given by the activation times $\tau\left(x_{j}\right)$ at each of the 98 vertices $x_{j}$ on the inner sphere.

TABLE 7.1
Reference solution, model problem

|  |  |  |  |  | 9.6 |  |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 15.6 | 17.4 | 17.4 | 17.4 | 15.6 | 12.3 | 8.7 | 4.5 | 0.0 | 4.8 | 8.7 | 12.3 |
| 20.4 | 21.9 | 21.9 | 20.1 | 15.3 | 9.9 | 4.8 | 5.1 | 5.1 | 9.0 | 12.6 | 15.9 |
| 19.8 | 24.0 | 24.9 | 24.0 | 19.5 | 14.1 | 9.0 | 9.0 | 9.3 | 9.3 | 13.2 | 16.2 |
| 23.4 | 27.3 | 27.3 | 23.4 | 17.7 | 12.9 | 12.9 | 12.9 | 13.5 | 13.5 | 16.8 | 20.1 |
| 23.7 | 27.0 | 30.0 | 27.0 | 22.8 | 16.8 | 16.8 | 16.8 | 16.8 | 17.1 | 17.1 | 20.1 |
| 25.5 | 28.8 | 29.7 | 25.8 | 21.0 | 21.0 | 21.0 | 21.0 | 21.0 | 15.9 | 15.9 | 21.0 |
| 22.2 | 26.1 | 29.4 | 28.2 | 24.3 | 24.3 | 24.3 | 24.3 | 22.2 | 17.1 | 12.3 | 17.1 |
| 24.0 | 27.0 | 29.7 | 27.6 | 27.6 | 27.6 | 27.0 | 24.0 | 20.4 | 16.2 | 16.2 | 20.4 |
|  |  |  |  |  | 24.6 |  |  |  |  |  |  |

By folding out the small sphere these can be represented as is done in Table 7.1. Note that this reference solution consists of a primary activation initiated at the grid point with $t=0$ and a secondary activation starting at $t=12$ in the lower right-hand corner. The point activated last at $t=30$, is in the middle left. The secondary activation simulates a phenomenon called a "breakthrough" in electrocardiology. Plots of isochrones on $\boldsymbol{X}$ for this reference solution were generated by orthogonal projection and linear interpolation and are given in Fig. 7.2 The left-hand plot is a frontal view, and the right-hand plot gives a rear view.


Fig. 7.2. Reference solution, model problem.

In this experiment (3.6) is applied for the polynomials $p_{1}(\tau)=(2 \tau / T-1), p_{2}(t)=$ $(2 \tau / T-1)^{2}$ and $p_{3}(\tau)=(2 \tau / T-1)^{3}$. After calculation of $v^{(1)}, v^{(2)}$ and $v^{(3)}$ from (3.11) these integrated potential distributions are randomly perturbed at the level of $1 \%$ of their respective maxima. The inverse solution is calculated from $v^{(1)}$ and $v^{(2)}$ by regularization with the Hessian on $\boldsymbol{X}$. The necessary regularization parameters $\alpha_{1}$ and $\alpha_{2}$ are chosen by a crude minimization of the norm of the residual $r^{(3)}=v^{(3)}-\mathbf{A} p_{3}(\tau)$. Table 7.2 gives the value of $\alpha_{1}$ and $\alpha_{2}$ used in this minimization, the norm of the error in $\tau$, relative to the norm of the reference solution, and the norm of $r^{(3)}$, relative to $\left\|v^{(3)}\right\|$. The calculated solution for the optimal values of $\alpha_{1}$ and $\alpha_{2}$ with respect to $\left\|r^{(3)}\right\|$ is given in Fig. 7.3 and Table 7.3.

Comparing the calculated solution with the reference solution shows that the activation pattern and the activation times are well represented in the results and that most difficulties lie with the starting points of the activation. These minima are slightly "flattened out" but are very well recognizable.

It must be stressed that this loose way of evaluating the calculated solution is justifiable since for medical purposes a qualitative correctness, in particular of the

TAble 7.2

| $\alpha_{1}$ | $\alpha_{2}$ | rel. err. | residual | no. of elements with $5,10 \%$ err. etc. |  |  |  |  |  |
| :---: | :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $.100 \mathrm{E}-8$ | $.100 \mathrm{E}-8$ | .131 | .361082 | 15 | 48 | 20 | 11 | 3 | 1 |
| $.250 \mathrm{E}-7$ | $.100 \mathrm{E}-6$ | $.465 \mathrm{E}-1$ | $.552631 \mathrm{E}-1$ | 61 | 35 | 2 |  |  |  |
| $.250 \mathrm{E}-7$ | $.250 \mathrm{E}-7$ | $.463 \mathrm{E}-1$ | $.376170 \mathrm{E}-1$ | 58 | 38 | 2 |  |  |  |
| $.250 \mathrm{E}-7$ | $.251 \mathrm{E}-7$ | $.463 \mathrm{E}-1$ | $.376012 \mathrm{E}-1$ | 58 | 38 | 2 |  |  |  |
| $.100 \mathrm{E}-6$ | $.100 \mathrm{E}-6$ | $.421 \mathrm{E}-1$ | $.566200 \mathrm{E}-1$ | 66 | 30 | 2 |  |  |  |
| $.100 \mathrm{E}-4$ | $.100 \mathrm{E}-4$ | $.804 \mathrm{E}-1$ | .226406 | 44 | 44 | 6 | 3 | 1 |  |
| $.100 \mathrm{E}-2$ | $.100 \mathrm{E}-2$ | .151 | .335900 | 17 | 37 | 21 | 16 | 5 | 1 |



Fig. 7.3. Calculated solution, model problem.

TABLE 7.3
Calculated solution, model problem.

|  |  |  |  |  |  | 10.2 |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 14.4 | 17.1 | 18.6 | 18.0 | 15.6 | 12.3 | 7.8 | 4.5 | 3.3 | 4.2 | 3.9 | 6.9 |
| 19.5 | 22.2 | 22.5 | 19.5 | 15.0 | 9.6 | 5.4 | 4.2 | 4.5 | 7.5 | 12.6 | 16.5 |
| 20.1 | 23.4 | 26.1 | 24.3 | 18.3 | 13.5 | 9.0 | 8.1 | 8.1 | 9.3 | 13.8 | 17.7 |
| 23.4 | 26.4 | 27.9 | 23.4 | 17.7 | 13.8 | 12.6 | 13.2 | 12.9 | 14.4 | 17.7 | 20.7 |
| 22.8 | 26.1 | 28.8 | 27.6 | 22.2 | 18.3 | 16.5 | 18.0 | 18.0 | 16.2 | 16.8 | 19.5 |
| 25.5 | 28.2 | 29.1 | 26.1 | 22.2 | 20.4 | 20.7 | 22.2 | 19.8 | 16.5 | 17.1 | 20.7 |
| 22.8 | 27.6 | 28.8 | 28.2 | 25.5 | 24.0 | 23.7 | 24.0 | 22.8 | 17.7 | 14.7 | 16.5 |
| 24.9 | 28.2 | 28.8 | 27.6 | 27.0 | 27.3 | 26.7 | 24.6 | 19.8 | 14.7 | 14.1 | 18.6 |
|  |  |  |  |  | 25.2 |  |  |  |  |  |  |

points of initial activation and of the overall pattern of propagation, would already be valuable.

Realistic geometry. Based on the cross sections and the activation times of the heart provided in Durrer et al. [1970] a discretization of the heart geometry was generated (van Oosterom [1978a]) with activation times as displayed in Fig. 7.4. This was placed in a realistic torso geometry as described in Oosterom [1978b]. The body is considered to be a homogeneous medium. As above, transformed body surface potentials $v^{(i)}(y)$ are calculated for a number of observation points $y$ on $Y$, perturbed with $1 \%$ of the maximum signal and an inverse solution is calculated by the methods described in this paper. The discretization of the heart consists of 283 points and 562 triangles. The discretization of the torso consists of 320 triangles. For the inverse calculation the potentials at the 162 vertices of these triangles are used.

The results of the inverse calculation are given in Fig. 7.5. These show a good qualitative correspondence for the outer surface of the heart (epicardium) but a poor correspondence for the ventricular surfaces (endocardium).


Fig. 7.4. Reference solution.
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FIG. 7.5. Calculated solution.

Two remarks can be made. Firstly, it is not surprising that the activation times on the epicardial surface are better determined than those on the endocardial surface since the epicardial surface lies closer to the body surface and the activation as given is smoother on the epicardial surface. The reference solution which is used here is in many places rather irregular, especially on the ventricular surfaces. It is, however, the only measured set of human heart activation data available. Secondly, the calculations given assume a homogeneous body; the influence of inhomogeneities, as well as of the discretization still have to be investigated.

The results given are not expected to be the best that can be obtained in the present approach. The reason for this is that the application and the implementation of the method requires various choices some of which are known not to be optimal yet. These choices include the discretization of the heart surface, the relative weight of the various components in the regularizing operator, and the choice of the polynomials $\boldsymbol{p}^{(i)}$ for calculating the inverse solution and for determining the regularization parameters. Investigations will proceed on these points.
8. Conclusion. By considering the activation time on the heart surface the inverse problem of electrocardiography can be stated (for the QRS complex) in a form which allows both effective regularization and relatively efficient calculations. A transformation is possible which eliminates the time dimension, so only a few weighted integrals of the potential at each observation point are needed for the calculation of the inverse solution. Numerical experiments, in the presence of $1 \%$ measurement errors, but without modeling errors, show that good results can thus be obtained for a model geometry consisting of two spheres approximating the heart and body surface respectively, and that promising results can be obtained for a realistic heart-torso geometry and a realistic activation.
9. Appendix. In this appendix the question of uniqueness of a double layer $S_{h} \subset X$ which induces a given potential distribution on the body surface $Y$ is discussed.

Let $V$ denote the (conducting) body, and the surface $S_{0}$ denote the boundary of $V$ (so $Y \subset S_{0}$ ). It is assumed that $V$ is composed of a finite number of subregions, namely i) the heart, which is not subdivided, bounded by the surface $S_{1}=X$; ii) regions with a different conductivity (such as lungs and cavities filled with blood), bounded by surfaces $S_{j}, j>1$; and (iii) the rest of $V$ (cf. Fig. 9.1). The surfaces $S_{j}, j \geqq 0$ do not intersect. Further it is assumed that each subregion is isotropic and homogeneous (constant, scalar, nonzero conductivity), so for each $j \geqq 0 \sigma_{j}^{+}$can be defined as the conductivity just outside $S_{j}$ and $\sigma_{j}^{-}$as the conductivity just inside $S_{j}$.

The electrical potential $u$ in $V$ satisfies

$$
\begin{align*}
& \Delta u=0 \quad \text { in } V \text { except on } S_{i}, j=0,1, \cdots,  \tag{9.1}\\
& \frac{\partial u}{\partial n}=0 \quad \text { on } S_{0},  \tag{9.2}\\
& \sigma^{+} \frac{\partial u}{\partial n^{+}}=-\sigma^{-} \frac{\partial u}{\partial n^{-}} \quad \text { on } S_{j}, \quad j>0,  \tag{9.3}\\
& u^{+}=u^{-} \quad \text { on } S_{j}, \quad j>1,  \tag{9.4}\\
& u^{+}-u^{-}=\text {double-layer strength on } S_{1} . \tag{9.5}
\end{align*}
$$

For physical reasons $u$ must be bounded in $V$, therefore formula 5.4 from Payne [1975] can be applied. This yields that if $u$ is given on an open subset $\Sigma$ of $S_{0}$ then $u$ is uniquely determined in any sphere $S$ with its center outside $S_{0}$ and $S \cap S_{j} \subset \Sigma$ for all $j$ (cf. Fig. 9.1).


Fig. 9.1
Note that by giving $u$ on $\Sigma$ and $\partial u / \partial n$ on $S_{0}(9.2)$ the problem of determining $u$ in $V$ has the form of a Cauchy problem for the Laplace equation in $V \subset \mathbf{R}^{3}$.

Since $u$ is uniquely determined, $\Sigma$ can be deformed inside $S$ into the volume conductor. The system with deformed surfaces $S_{0}^{\prime}$ and $\Sigma_{0}^{\prime}$ (cf. Fig. 9.2) also satisfies (9.1) to (9.5) and $u$ is determined on $\Sigma^{\prime}$. Continuing in this manner it follows that $u$ is determined in $V$ outside $S_{j}, j \geqq 1$.


Fig. 9.2
The statement that $u$ is determined in $V$ outside the surfaces $S_{j}, j \geqq 1$, implies that $u$ is determined in an outside neighborhood of at least one of the $S_{j}$. Now if such a surface $S_{j}$ is not the heart surface ( $j>1$ ) then (9.3) and (9.4) give that $u$ and $\partial u / \partial n$ are determined on the inner side of $S_{j}$. This yields a Cauchy problem for $u$ inside $S_{j}$ for which the same approach is valid (there may be surfaces $S_{k}$ inside $S_{j}$ ). This gives unicity for $u$ inside $S_{j}$ and an analogous consistency criterion for existence of the overall solution.

If $u$ is determined in an outside neighborhood of $S_{1}$ (as can be achieved in a finite number of applications of the reasoning given above) $u^{+}$and $\partial u / \partial n^{+}$are determined on $S_{1}$. Equation (9.3), possibly with $\sigma_{1}^{+}=\sigma_{1}^{-}$, yields that $\partial u / \partial n^{-}$is determined on $S_{1}$. This gives a Neumann problem for $u$ inside $S_{1}$ so $u$ is determined up to a constant inside $S_{1}$, i.e. in the heart. Therefore $u^{-}$is determined on $S_{1}$ up to a constant, so ( 9.5 ) yields that the double-layer strength on $S_{1}$ is determined up to a constant. A condition for the existence of a solution $S_{h}$ to the problem is that $u^{+}-u^{-}$takes only two values on $S_{1}=X . S_{h}$ will then be that part of $X$ where $u^{+}-u^{-}$has the lower value of the two.
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# DEFLATION TECHNIQUES AND BLOCK-ELIMINATION ALGORITHMS FOR SOLVING BORDERED SINGULAR SYSTEMS* 

TONY F. CHAN $\dagger$


#### Abstract

In numerical continuation methods for solving parametrized nonlinear systems, one often has to solve linear systems with matrices of the following form: $$
M=\left[\begin{array}{ll} A & b \\ c^{T} & d \end{array}\right]
$$ where $A$ may become singular but $M$ is well conditioned. If $A$ has special structures (e.g. sparseness, special data structure, special solver), then direct Gaussian elimination on $M$ with pivoting will destroy the structures in $A$. An often used method that does exploit structures in $A$ is the block-elimination (BE) algorithm which involves solving two systems with $A$ for each system with $M$. In this paper, we show that the BE algorithm may become unstable and inaccurate when $A$ is nearly singular. We then propose a stable variant which employs deflation techniques for solving the two systems with $A$. The deflation techniques can be viewed as working in coordinate systems orthogonal to the approximate null vectors of $A$, enabling an accurate representation of the solution to be computed. The extra work amounts to a few (e.g. 2) more backsolves with $A$. Backward error bounds and numerical results are presented.


Key words. singular systems, bordered systems, deflation, continuation methods

1. Introduction. In this paper, we shall be concerned with computational techniques for solving linear systems of the form:

$$
M\left[\begin{array}{l}
x  \tag{1}\\
y
\end{array}\right]=\left[\begin{array}{ll}
A & b \\
c^{T} & d
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left[\begin{array}{l}
f \\
g
\end{array}\right]
$$

where the $n \times n$ matrix $A$ may become singular, ${ }^{1}$ but the vectors $b$ and $c$ are chosen so that $M$ remains nonsingular and well conditioned. The following lemma gives necessary and sufficient conditions for $M$ to be nonsingular.

Lemma 1. (a) If $\boldsymbol{A}$ is nonsingular, then $M$ is nonsingular if and only if

$$
\begin{equation*}
d-c^{T} A^{-1} b \neq 0 . \tag{2}
\end{equation*}
$$

(b) If $A$ is singular and has a one-dimensional null space represented by a left null vector $\psi$ and a right null vector $\phi$, then $M$ is nonsingular if and only if

$$
\begin{equation*}
\psi^{T} b \neq 0 \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
c^{T} \phi \neq 0 \tag{4}
\end{equation*}
$$

Proof. Straightforward. A more general version can be found in [10]. The version given above is more suitable for our discussion.

Systems such as (1) arise, for example, in numerical continuation methods for solving parametrized nonlinear systems [10], [16], [17], [18] and in homotopy continuation methods for solving general nonlinear systems [2], [9], and the solution of such systems often constitutes the most time-consuming part of the overall computation. Since $M$ is assumed to be well conditioned, the use of Gaussian elimination on $M$

[^12]with some form of pivoting is guaranteed to be stable. However, this approach is only suitable when $n$ is small or when $A$ is dense, since the whole matrix $M$ has to be stored to allow for fill-ins. When $A$ is large but has special structures (e.g. sparseness, band or profile structures) or when a special solver is available for $\boldsymbol{A}$ (e.g. fast elliptic solvers, sparse matrix solvers, band or profile solvers), or when a solver for $\boldsymbol{A}$ is needed for some other purposes anyway, it is natural to consider algorithms for solving systems with $M$ which only involve solving systems with $A$. The following blockelimination algorithm has this desirable property:

Algorithm BE [4], [10].
Step 1: Solve

$$
\begin{align*}
& A v=b  \tag{5}\\
& A w=f \tag{6}
\end{align*}
$$

Step 2: Compute

$$
\begin{equation*}
y=\frac{g-c^{T} w}{d-c^{T} v} . \tag{7}
\end{equation*}
$$

Step 3: Compute

$$
\begin{equation*}
x=w-y v . \tag{8}
\end{equation*}
$$

The work consists mainly of one factorization of $A$ and two backsolves with the $L U$-factors of $A$. If there are many right-hand sides with the same matrix $M$, then the factorization of $A$ and the vector $v$ can be computed once, and the work reduces to only one backsolve for each right-hand side, which makes Algorithm BE extremely attractive in such cases. These situations arise, for example, in continuation methods where chord-Newton type methods are used [6] (this issue, pp. 135-148), [10], [15], [18].

Algorithm BE is well defined if $A$ and $M$ are nonsingular, because the denominator in (7) is nonzero by Lemma 1. However, in § 2, we show that Algorithm BE maybe unstable numerically when $A$ is nearly singular and can produce completely inaccurate solutions $(x, y)$ in those situations. The main source of instability is in Step 1 of Algorithm BE where the vectors $v$ and $w$ are computed inaccurately when $A$ is nearly singular. In § 3, we review implicit deflation techniques developed in [3], [20] which can be used to compute accurate representations for the solutions $v$ and $w$. These deflation techniques can be viewed as working in subspaces orthogonal to approximate null vectors of $A$ and are implicit in the sense that they only involve solving systems with $A$. In § 4, we show how to use these deflated decompositions of $v$ and $w$ to obtain a stable variant of the BE algorithm. Further, we show that the new algorithm can be used to obtain a stable deflated decomposition of the solution ( $x, y$ ) when $M$ itself is nearly singular, for example, in applications to continuation around bifurcation points [1], [10], [17], [18]. We present a backward error analysis in § 5 that shows that the stability of the new algorithm is independent of the singularity of $A$. This means that in practice only one technique is needed to solve the system with the matrix $M$, independent of whether $A$ is singular or not. Numerical tests demonstrating the accuracy and stability of the new algorithm will be presented in § 6.

Rheinboldt [19] has considered a related algorithm for solving the system (1) in the special case when $A$ is banded. In his applications, the vector $c$ is always equal to a unit vector; $d$ is always equal to zero but the vector $b$ is general. He considered splittings of $M$ of the form $M=M_{0}+u z^{T}$ where $u$ and $z$ are chosen so that $M_{0}$ is
nonsingular and so that it is easy to obtain a factorization for $M_{0}$ (actually for a reduced banded matrix of smaller dimension than $M_{0}$ ). The solutions ( $x, y$ ) can then be obtained through the use of the Sherman-Morrison formula [7], [19] by two backsolves with $M_{0}$. However, his approach requires explicitly working with the storage structure of $A$ in order to obtain the factorization of the reduced matrix, whereas our approach is completely implicit in that it only requires the ability to solve systems with $A$. Moreover, our approach works for general $b, c$ and $d$ as long as they satisfy the conditions in Lemma 1 so that $M$ is nonsingular. However, it should be pointed out that Rheinboldt's algorithm can be generalized to handle this more general case. A rank-two modification is required and one more backsolve is involved, which makes it about as efficient as Algorithm BE.
2. Stability of Algorithm BE. In this section, we show that Algorithm BE may produce inaccurate solutions when $A$ is nearly singular even though $M$ is well conditioned.

Lemma 2. If we use vectors $\tilde{v}$ and $\tilde{w}$ satisfying $A \tilde{v}-b=r_{1}$ and $A \tilde{w}-f=r_{2}$ in Steps 2 and 3 of Algorithm BE, then the solutions $(\tilde{x}, \tilde{y})$ satisfy:

$$
\begin{equation*}
A \tilde{x}+\tilde{y} b-f=r_{2}-\tilde{y} r_{1}, \quad c^{T} \tilde{x}+\tilde{y} d-g=0 \tag{9}
\end{equation*}
$$

Proof. Straightforward.
In other words, the computed solutions ( $\tilde{x}, \tilde{y})$ always satisfy the last equation of (1) independent of their accuracy, whereas the residual for the first $n$ equations in (1) depends on the accuracy of $\tilde{v}$ and $\tilde{w}$.

Next we show that when $A$ is nearly singular, $r_{1}$ and $r_{2}$ are generally large. From (3), we see that $b \notin \operatorname{Range}(A)$, and therefore the computed $\tilde{v}$ will be large when $A$ is nearly singular. Similarly, $\tilde{w}$ will also be large unless $f \in \operatorname{Range}(A)$. From standard round-off error analysis [7], it follows that the residuals $r_{1}$ and $r_{2}$ will be large. Moreover, these residuals will not cancel out in (9). Specifically, consider solving the system $A z=p$ where $A$ is nearly singular but $p$ is not consistent with $A$. Let $\left\{\sigma_{1}, \cdots, \sigma_{n}\right\}$ be the singular values of $A$ arranged in descending magnitude, $\left\{u_{1}, \cdots, u_{n}\right\}$ be the corresponding left singular vectors and $\left\{v_{1}, \cdots, v_{n}\right\}$ be the corresponding right singular vectors. Then the solution $z$ can be written as:

$$
\begin{equation*}
z=\sum_{i=1}^{n} c_{i} v_{i}, \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{i}=\left(\frac{u_{i}^{T} p}{\sigma_{i}}\right) . \tag{11}
\end{equation*}
$$

Since $p$ is not consistent with $A, u_{n}^{T} p$ is not small, and therefore the last term in the sum in (10) will be large if $\sigma_{n}$ is small. In finite precision arithmetic, this last term will dominate the rest of the sum and the computed $\tilde{z}$ will have an expansion similar to (10) but where the first $(n-1)$ coefficients $\tilde{c}_{i}$ are inaccurate. Since the residual for $\tilde{z}$ can be written as

$$
\begin{equation*}
r(\tilde{z}) \equiv \boldsymbol{A} \tilde{z}-p=\sum_{i=1}^{n}\left(c_{i}-\tilde{c}_{i}\right) u_{i}, \tag{12}
\end{equation*}
$$

we see that the residual corresponding to the first $(n-1)$ terms in (12) will be large. Furthermore, this part of the residual depends on the particular values of the coefficients $c_{i}$ 's. Therefore, we cannot expect these parts of the residuals $r_{1}$ and $r_{2}$ in
(9) to cancel out. It follows from Lemma 2 that the computed solutions ( $\tilde{x}, \tilde{y}$ ) will give large residuals for the system (1). Since $M$ is assumed to be well conditioned, it follows that the errors in ( $\tilde{x}, \tilde{y}$ ) will generally be large. As we shall see in $\S 6$, this actually happens numerically.
3. Deflation. The implicit deflation techniques that we are going to discuss here were developed in [3], [20]. They can be viewed as techniques for separating the subspaces corresponding to $\sigma_{n}$ from its orthogonal complement, and only need the ability to solve systems with $A$. Referring to (10), they correspond to computing the first $n-1$ terms separately from the last term so that the accuracy will not be adversely affected by the last term. Basically, the idea is to "project" the right-hand side $p$, using approximate singular vectors, such that for the projected $p, u_{i}^{T} p$ is as small as $\sigma_{n}$. Explicit deflation techniques [3], [11], [12], [13], [14], which achieve the same goal by working with parts of the $L U$-factorization of $A$ explicitly, can also be used when they are applicable.

The ideas mentioned above can be made more rigorous, as is done in [3]. We shall now give a brief description of the main results. We consider computing a deflated decomposition of the solution $z$ of the system $A z=p$ of the form:

$$
\begin{equation*}
z=z_{D}+\left(\frac{c_{p}}{\delta}\right) \phi \tag{13}
\end{equation*}
$$

where $z_{D}$ is the unique solution to the following system:

$$
\begin{gather*}
A_{S} z_{D} \equiv S A z_{D}=R p  \tag{14}\\
N z_{D}=z_{D} \tag{15}
\end{gather*}
$$

where $A_{S} \equiv S A$ is a singular matrix "close" to $A$ with a left null vector $\psi$ and a right null vector $\phi$. The matrices $R$ and $N$ are defined in terms of $\psi$ and $\phi$ and are chosen so that the system (14) and (15) is consistent and has a unique solution that remains bounded as $A$ tends to being exactly singular. The coefficient $c_{p}$ is a scalar that depends on $p$, and the scalar $\delta$ tends to zero as $A$ tends to being singular. In [3], we considered two different classes of such deflated decompositions, one corresponding to choosing $A_{s}$ to be the nearest singular matrix to $A$ in the Frobenius norm, and the other corresponding to choosing $A_{s}$ to be a singular matrix obtained by perturbing some elements of $A$ by amounts bounded by the smallest pivot, say $\varepsilon$, in an $L U$-factorization of $A$. For the $L U$-based approach to be successful, we need to make the assumption that $\varepsilon=O\left(\sigma_{n}\right)$, which is definitely not valid in general, but which we show empirically here and in [3] and theoretically in [5] to be valid in practice.

In order to carry out the deflation techniques, we need to compute some approximate null vectors and define some projectors based on them.

Definition 3. (a) Let $P_{u}=1-u u^{T}$, with $\|u\|=1$, be the orthogonal projector. ${ }^{2}$
(b) For any $u$ with $u_{j} \neq 0$ and $1 \leqq j \leqq n$, define the oblique projector:

$$
\begin{equation*}
E_{u}^{j}=I-\frac{u e_{j}^{T}}{u_{j}} \tag{16}
\end{equation*}
$$

(c) Let $\psi_{S V}$, with $\left\|\psi_{S V}\right\|=1$, be an approximation to the left singular vector corresponding to the smallest singular value $\sigma_{n}$ of $A$. Define $\phi_{S V}=\sigma A^{-1} \psi_{S V}$, where $\sigma=1 /\left\|A^{-1} \psi_{S V}\right\|$.

[^13](d) Let $k$ be the index of the smallest pivot in the $L U$-factorization of $A$. Define:
\[

$$
\begin{equation*}
\psi_{L U}=\alpha A^{-T} e_{k}, \quad \text { where } \alpha=\frac{1}{\left\|A^{-T} e_{k}\right\|} \tag{17}
\end{equation*}
$$

\]

(e) Define:

$$
\begin{equation*}
\phi_{P}=\gamma A^{-1} \psi_{L U}, \quad \text { where } \gamma=\frac{1}{\left\|A^{-1} \psi_{L U}\right\|} . \tag{18}
\end{equation*}
$$

(f) Let $j$ be chosen so that ${ }^{3}\left|\left(\psi_{L U}\right)_{j}\right|=O(1)$. Define:

$$
\begin{equation*}
\phi_{E}=\beta A^{-1} e_{j}, \quad \text { where } \beta=\frac{1}{\left\|A^{-1} e_{j}\right\|} \tag{19}
\end{equation*}
$$

In Definition 3, all the $\phi$ 's and $\psi$ 's are approximations to the right and left null vectors of $A$, respectively. The computation of $\psi_{L U}, \phi_{S V}, \phi_{E}$ and $\phi_{P}$ costs one back-substitution each. For $\psi_{S V}$, a variant of the inverse power method can be used, which is fast when the smallest singular value of $\boldsymbol{A}$ is well isolated. It is well known that the inverse power method may have convergence difficulty for clustered eigenvalues.

In [3], we discussed eight deflated decompositions based on the $L U$-factorization and three based on the singular value decomposition (SVD). We shall only use a subset of these here since there exist simple relationships among the deflated solutions, and the ones used here are representative and can be computed most efficiently. The algorithms developed here can be applied to the other deflated decompositions as well. These deflations are denoted by $z_{S}, z_{E}$ and $z_{P}$, standing for deflation by the SVD $(S)$, by $L U$-factorization with an oblique projector $(E)$, and by $L U$-factorization with the orthogonal projector $(P)$. The projectors (orthogonal or oblique) are used to project the right-hand side $p$ onto the range space of the nearby singular matrix.

We are now ready to define the specific deflated decompositions by specifying the matrices $S, R$ and $N$ in (14) and (15) and the coefficients $c_{p}$ and $\delta$ in (13) in terms of these approximate null vectors and projectors. In Table 3.1, we give the expressions for $\psi, \phi, S, R, N$ and $\delta$ for each of the three deflations (each corresponding to a row). Note that $\boldsymbol{R}=\boldsymbol{S}$ for all three deflations. It was shown in [3] that for the $z_{S}$ deflation, the coefficient $c_{p}$ reduces to $\psi_{S V}^{T} p$ if $\psi_{S V}$ is exactly equal to the left singular vector corresponding to $\sigma_{n}$. The more general form in the table has to be used when the

Table 3.1
Deflated decompositions for $A z=p . z=z_{D}+\left(c_{p} / \delta\right) \phi . k$ is the index of the smallest pivot.

| $z_{D}$ | $\psi$ | $\phi$ | $S=R$ | $N$ | $\delta$ | $c_{\mathrm{p}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $z_{S}$ | $\psi_{S V}$ | $\phi_{S V}$ | $P_{\psi S V}$ | $P_{\phi S V}$ | $\sigma$ | $\psi_{S V}^{T}\left(p-A z_{S}\right)$ |
| $z_{E}$ | $\psi_{L U}$ | $\phi_{E}$ | $\left(E_{\left.\psi_{L U}\right)^{T}}^{j}\right.$ | $E_{\phi E}^{k}$ | $\beta\left(\psi_{L U}\right)_{j}$ | $\psi_{L U}^{T} p$ |
| $z_{P}$ | $\psi_{L U}$ | $\phi_{P}$ | $P_{\psi_{L U}}$ | $E_{\phi_{p}}^{k}$ | $\gamma$ | $\psi_{L U}^{T} p$ |

[^14]inverse iteration fails to converge or converges to the wrong singular value. We also gave the following iterative improvement algorithm for stably computing the deflated solutions, derived from one first proposed by Stewart [20]:

Algorithm IIA. Given $A z=p$, compute the deflated solution $z_{D}$ satisfying (14) and (15).

Start with an initial guess $z_{D}$ such that $N z_{D}=z_{D}$ (e.g. $z_{D}=0$ ).
Loop until convergence.
Step 1. Form $r=R p-S A z_{D}$.
Step 2. Form $d=A^{-1} r$.
Step 3. $z_{D} \leftarrow-z_{D}+N d$.
In [3], we analyzed the convergence and stability of Algorithm IIA, and showed that for the $z_{S}, z_{E}$ and $z_{P}$ deflations, the above iteration converges in exactly one step for any initial guess satisfying the stated condition. By taking zero as initial guess for $z_{D}$, we then arrived at the following noniterative algorithm for computing $z_{D}$ :

## Algorithm NIA.

Step 1. $r=R p$.
Step 2. $d=A^{-1} r$.
Step 3. $z_{D}=N d$.
Since the vector $r$ in Step 1 of both Algorithms IIA and NIA are consistent with $A_{S}$ which is "close" to $A$, the first $n-1$ coefficients in the singular vector expansion of $z_{D}$ will not be dominated by the last coefficient, and therefore they can be computed accurately. Therefore, the deflated decomposition (13) can be viewed as an accurate representation of the solution $z$. It was shown in [3] that the scalar $\sigma$ (Definition 3c, above) tends to the smallest singular value $\sigma_{n}$ as $A$ tends to being singular and that $\alpha, \beta$ and $\gamma$ are $O(\varepsilon)$. Thus we see from Table 3.1 that $\delta$ goes to zero as $A$ becomes singular for all three deflations. If we were to compute $z$ in (13) directly, then the last term would dominate the first and the accuracy in $z_{D}$, and consequently $z$, would be lost.
4. Deflated block elimination. Recall that the reason Algorithm BE becomes unstable when $A$ is nearly singular is that the computed $\tilde{v}$ and $\tilde{w}$ have large relative errors in the subspace orthogonal to $\phi$. The deflation techniques discussed in $\S 3$ overcome this problem by computing $z_{D}$ with low relative errors in the same subspace. In this section, we show how to use the deflation techniques to obtain a stable variant of Algorithm BE.

The main idea is to compute the deflated decompositions of $v$ and $w$ instead of computing them directly from (5) and (6). By using Algorithm NIA (or Algorithm IIA if necessary), we can obtain the following deflated decompositions for $v$ and $w$ :

$$
\begin{equation*}
v=v_{D}+\left(\frac{c_{b}}{\delta}\right) \phi \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
w=w_{D}+\left(\frac{c_{f}}{\delta}\right) \phi \tag{21}
\end{equation*}
$$

When $A$ is nearly singular, one wants to avoid actually carrying out the division by $\delta$ and the addition in the above formulas, because the second terms will be large and will overwhelm the first terms, causing a loss of accuracy of the solution $(x, y)$. It turns
out that it is not difficult to derive a stable variant of Algorithm BE that uses the representations of $v$ and $w$ in (20) and (21), but which does not involve adding large vectors to the accurate deflated solutions $v_{D}$ and $w_{D}$.

Lemma 4. If $v$ and $w$ are represented by (20) and (21), then the solutions ( $x, y$ ) of (1) can be expressed as:

$$
\left[\begin{array}{l}
x  \tag{22}\\
y
\end{array}\right]=\left[\begin{array}{c}
w_{D} \\
0
\end{array}\right]+\frac{1}{D}\left[\begin{array}{c}
h_{3} \phi-h_{4} v_{D} \\
h_{4}
\end{array}\right]
$$

where

$$
\begin{gathered}
h_{1}=g-c^{T} w_{D}, \quad h_{3}=h_{1} c_{b}-h_{2} c_{f}, \\
h_{2}=d-c^{T} v_{D}, \quad h_{4}=\left(c^{T} \phi\right) c_{f}-\delta h_{1}, \\
D=\left(c^{T} \phi\right) c_{b}-\delta h_{2} .
\end{gathered}
$$

Moreover, $\mathbf{D}$ is nonzero if $\boldsymbol{M}$ is nonsingular.
Proof. The proof that $(x, y)$ given by (22) satisfy (1) can be derived by direct substitution. We shall only show that $D$ is nonzero if $M$ in nonsingular. When $A$ is singular $\delta=0$, and from Lemma 1 both $c^{T} \phi$ and $\psi^{T} b$ are nonzero. For the $z_{E}$ and $z_{P}$ deflations, $c_{b}=\psi^{T} b$. For the $z_{S}$ deflation, $c_{b}=\psi^{T}\left(b-\boldsymbol{A} z_{S}\right)=\psi^{T} b$, because $\psi$ is then a left null vector of $\boldsymbol{A}$. Therefore, for all three deflations, we have $D=\left(c^{T} \phi\right)\left(\psi^{T} b\right) \neq 0$. When $A$ is not singular ( $\delta \neq 0$ ), it can be easily shown from (5) and (20) that $D=-\delta\left(d-c^{T} A^{-1} b\right)$, and therefore by Lemma $1, D \neq 0$.

We shall call the algorithm represented by (22) Algorithm DBE.
The expressions defining $h_{1}, h_{2}, h_{3}$ and $h_{4}$ are all stable formulas in the sense that no large vectors are involved. Note also from (22) that the vectors $v_{D}$ and $w_{D}$ generally have as much weight in the solutions $(x, y)$ as the vector $\phi$, and therefore the accuracy of $(x, y)$ depends directly on the accuracy of $\phi, v_{D}$ and $w_{D}$. Moreover, one can also see from the formulas involved that when $\delta$ is small (i.e. when $\boldsymbol{A}$ is nearly singular), it is enough to control the absolute error in $\delta$. This is important because in general we cannot hope to be able to do better than this in computing $\delta$. Furthermore, the stability of Algorithm DBE depends only on the singularity of $M$ in the sense that $|D|$ is as small as $M$ is singular, and is independent of the singularity of $A$. This means that in practice only one algorithm is needed for dealing with solving (1). We shall prove all the above assertions rigorously in the next section.

There is a reason why we use the particular form (22) for expressing the solutions $(x, y)$. The reason is that as $M$ itself tends to being singular, $D$ tends to zero, and (22) automatically becomes a deflated decomposition of $(x, y)$. Moreover, the vector multiplying ( $1 / D$ ) in (22) is then a null vector of $M$. In practice, one can monitor the size of $D$ and avoid performing the division by $D$ and the addition to the first vector when $|D|$ becomes too small. The form (22) will then remain an accurate representation of the solutions $(x, y)$ and can be used in further computations just as we have done here for the deflated decompositions of $v$ and $w$. Such situations arise, for example, in applying continuation methods around bifurcation points [10], where $A$ is singular but $\psi^{T} b=0$ and therefore $M$ is also singular.

Compared to Algorithm BE, the extra overhead involved in Algorithm DBE, with Algorithm NIA for computing the deflated solutions, amounts to a few more backsolves for computing the two null vectors and storage for them. For the SVD-based deflated decompositions, the number of extra backsolves depends on the convergence
of the inverse iteration. If the inverse iteration fails to converge, then an extra copy of $A$ has to be stored for computing $c_{p}$. For the $L U$-based deflated decompositions, only two more backsolves are needed and the matrix $\boldsymbol{A}$ does not have to be stored. When there are multiple right-hand sides for the $M$-system, the null vectors and the deflated decomposition for $v$ have to be computed only once, and the cost per extra right-hand side is then no more than that of Algorithm BE.
5. Error analysis. We prove in this section that Algorithm DBE is stable by exhibiting a backward round-off error bound for $(x, y)$. We shall show that the $(x, y)$ produced by Algorithm DBE give small residual to the system (1) if the computed solution is not large. If $M$ is well conditioned, then it follows that the errors in ( $x, y$ ) are also small. If $M$ is ill conditioned, a small residual is all we can hope for.

We shall use ${ }^{\sim}$ to denote computed quantities. To simplify the error analysis, we shall make the following assumption: We shall assume that the only source of errors in Algorithm DBE is in solving systems with $A$ (i.e. errors in $\tilde{v}_{D}, \tilde{w}_{D}, \tilde{\psi}$ and $\tilde{\phi}$ ) and that no round-off errors are made in carrying out the operations in (22). This is a reasonable assumption because (22) represents a stable algorithm. The actual round-off errors made in (22) can be bounded by a small constant times the machine precision times quantities like $\tilde{v}_{D}, \tilde{w}_{D}, \tilde{\delta}, b, c, d, f, g$. These can all be absorbed into our final bounds.

The following lemma shows that the residual for (1) depends on the accuracy of the computed $\tilde{v}_{D}, \tilde{w}_{D}, \tilde{\psi}, \tilde{\phi}$ and $\tilde{\delta}$.

Lemma 5. If the computed $\tilde{v}_{D}, \tilde{w}_{D}, \tilde{\psi}, \tilde{\phi}$ and $\tilde{\delta}$ used in Algorithm DBE satisfy

$$
S A \tilde{v}_{D}-R b=r_{b}, \quad S A \tilde{w}_{D}-R f=r_{f}, \quad A \tilde{\phi}=\tilde{\delta} \tilde{\psi}=r_{\psi}
$$

then the computed solutions $(\tilde{x}, \tilde{y})$ satisfy

$$
\begin{gather*}
A \tilde{x}+\tilde{y} b-f=r_{f}-\tilde{y}_{b}+\left(\frac{\tilde{h_{3}}}{\tilde{D}}\right) r_{\psi}, \\
c^{T} \tilde{x}+\tilde{y} d-g=0 . \tag{23}
\end{gather*}
$$

Proof. The proof is rather straightforward, albeit a bit tedious, and follows from a direct substitution of (22) into the expression for the residuals.

The actual residuals $r_{b}, r_{f}$ and $r_{\psi}$ depend on the way $\tilde{v}_{D}, \tilde{w}_{D}$ and $\tilde{\phi}$ are computed. Next, we consider the use of Gaussian elimination with some form of pivoting.

Lemma 6. If we use Gaussian elimination with some form of pivoting for solving systems with $A$, then the residual $r_{\psi}$ satisfy:

$$
\begin{equation*}
r_{\psi} \leqq p(n) \varepsilon_{M}\|A\| \tag{24}
\end{equation*}
$$

where $\varepsilon_{M}$ is the machine precision and $p(n)$ is a polynomial in $n$ that depends on the form of pivoting used. Further, if Algorithm NIA without Step 3 is used to compute $\tilde{v}_{D}$ and $\tilde{w}_{D}$, then

$$
\begin{align*}
& r_{b} \leqq p(n) \varepsilon_{M}\left\|\tilde{v}_{D}\right\|\|A\|,  \tag{25}\\
& r_{f} \leqq p(n) \varepsilon_{M}\left\|\tilde{w}_{D}\right\|\|A\| . \tag{26}
\end{align*}
$$

Proof. The standard backward error bounds for Gaussian elimination with pivoting (e.g. [7, p. 181]) for solving a general linear system $A z=p$ has the form

$$
\begin{equation*}
\|p-A \tilde{z}\| \leqq p(n) \varepsilon_{M}\|\tilde{z}\|\|A\|, \tag{27}
\end{equation*}
$$

where $k(n)$ is a slowly growing polynomial that depends on the pivoting strategy. The bound for $r_{\psi}$ follows directly from this. For the other two bounds, observe that the vector $d$ produced in Step 2 of Algorithm NIA when solving for $v_{D}$, satisfies $A d=$ $R b+B$, where the vector $B$ satisfies a bound similar to (27). Therefore, the residual in Step 2, denoted by $r_{d}$, is given by $r_{d}=S A d-R b=S(R b+B)-R b=(S-I) R b+S B$. It can easily be shown from Table 3.1 that $(S-I) R=0$ for all the choices of $S$ and $R$. For $S=P_{\psi_{S V}}$ or $P_{\psi_{L U}}\|S B\| \leqq\|B\|$. For $S=\left(E_{\psi_{L U}}^{j}\right)^{T},\|S B\| \leqq\left(1+1 /\left(\psi_{L U}\right)_{j}\right)\|B\|$. Since $\left(\psi_{L U}\right)_{j}$ is chosen to be $O(1)$, we have $\|S B\| \leqq C\|B\|$ where $C$ is a small constant. The bounds for $r_{b}$ and $r_{f}$ follow since $C$ can be absorbed into $k(n)$. This completes the proof of Lemma 6.

Notice that we have used Algorithm NIA without Step 3 in order to obtain the above bounds. If Step 3 of Algorithm NIA is used, then we can show, by using the bound (24), that $S A N d-S A d=B_{1}$, where $\left\|B_{1}\right\| \leqq 2 \varepsilon_{M} p_{1}(n)\|A\|\|d\|$. It follows that $\left\|r_{z}\right\|=\|(S A N d-S A d)+(S A d-R b)\| \leqq \varepsilon_{M} p_{2}(n)\|A\|\|d\|$, where again the constants are absorbed into $p_{1}(n)$ and $p_{2}(n)$. However, we cannot in general obtain a bound in terms of $\|z\|$ rather than $\|d\|$. If $\psi$ is not close to the left null vector of $A$ in the $z_{S}$ deflation, or if $\varepsilon \gg O\left(\sigma_{n}\right)$ in the $L U$-based deflation, then $\|z\|$ can be much smaller than $\|d\|$. However, we believe that in practice the bounds for $r_{b}$ and $r_{f}$ will still be satisfied if either Algorithm NIA or Algorithm IIA is used for computing $\tilde{v}_{D}$ and $\tilde{w}_{D}$.

Using Lemmas 5 and 6 , we obtain our main result:
Theorem 7. If the computed quantities $\tilde{v}_{D}, \tilde{w}_{D}, \tilde{\phi}, \tilde{\psi}$ and $\tilde{\delta}$ satisfy the bounds in Lemma 6, and no further round-off errors are made in Algorithm DBE in the sense of Assumption 1, then the computed solutions ( $\tilde{x}, \tilde{y})$ satisfy:

$$
\begin{aligned}
\|A \tilde{x}+\tilde{y} b-f\| \leqq & \left\{2\left(\left\|\tilde{w}_{D}\right\|+|\tilde{y}|\left\|\tilde{v}_{D}\right\|\right)+\|\tilde{x}\|\right\} p(n)\|A\| \varepsilon_{M} \\
& \left\|c^{T} \tilde{x}+\tilde{y} d-g\right\|=0
\end{aligned}
$$

Proof. The proof follows directly from Lemmas 5 and 6, and by observing that, from (22),

$$
\left|\frac{\tilde{h}_{3}}{\tilde{D}}\right| \leqq\|\tilde{x}\|+\left\|\tilde{w}_{D}\right\|+|\tilde{y}|\left\|\tilde{v}_{D}\right\|
$$

From Theorem 7, we see that the key to the success of Algorithm DBE is to control the size of $\tilde{v}_{D}, \tilde{w}_{D}, \tilde{y}$ and $\tilde{x}$. When $\boldsymbol{A}$ is not nearly singular, this is no problem. When $\boldsymbol{A}$ is nearly singular, Algorithm DBE achieves this by the deflation techniques. Thus, the stability of Algorithm DBE is independent of the singularity of $A$. In practice, this means that, with only a little overhead, the same algorithm can be used to solve systems with $M$ accurately independent of whether $A$ is nearly singular or not.
6. Numerical results. We performed some numerical tests to verify the accuracy and stability of Algorithm DBE with the various deflation techniques. We considered two classes of matrices for $A$ :
$A_{1}:\left(1-2 u u^{T}\right) \operatorname{Diag}\left(\sigma_{n}, n-1, n-2, \cdots, 1\right)\left(1-2 v v^{T}\right)$ where $u$ and $v$ are chosen randomly and scaled to have norm 1 , and $\sigma_{n}$ varies from 1 to $10^{-8}$.
$A_{2}: T-\lambda_{\min }(T) I \neg \sigma_{n} I$ where $T=$ Tridiagonal $(1,-2,1)$ and $\sigma_{n}$ again varies from 1 to $10^{-8}$.
Note that $\sigma_{n}$ is equal to the smallest singular value of $A_{1}$ and $A_{2}$. For $A_{1}$, the smallest singular value has multiplicity 2 when $\sigma_{n}=1$. The dimension $n$ of $A$ is chosen to be 19 , so that the dimension of $M$ is 20 . The vectors $b$ and $c$ are chosen randomly in $(0,1)$ and $d$ is set to 1 . The solutions $(x, y)$ are also generated randomly and the corresponding right-hand sides $(f, g)$ are then computed by multiplying $(x, y)$ by $M$.

In the inverse iteration for determining the approximate singular vector $\psi_{S V}$, we start with the vector with all components equal to 1 and always take 5 iterations. When $A$ is highly singular, one or two iterations is enough for full accuracy. However, we have some convergence difficulties when $A$ does not have a well-isolated small singular value.

For the deflation, we use Algorithm NIA without the correction step 3. This is the case covered by the error bounds in §5. We have also performed the same tests using Algorithms NIA and IIA with qualitatively the same results. Moreover, Algorithm IİA always converged in one iteration. For comparison, we will also use Algorithm BE without deflation and direct Gaussian elimination (GE) on $M$ itself. All $L U$-factorizations are performed by the routine SGECO of LINPACK [8] which uses the row partial pivoting strategy. The computations were performed on a DEC-20 with 27 -bit mantissas corresponding to a machine precision of about $.4 \times 10^{-8}$.

The first set of tests is to see how well the $L U$-factorization identifies a small pivot $\varepsilon$ that is $O\left(\sigma_{n}\right)$. The computed $\varepsilon$, its position $k$, the computed $\sigma$ and the reciprocal of the estimated condition number of $M$ (the parameter RCOND in routine SGECO) are given in Table 6.1 for $A_{1}$ and $\boldsymbol{A}_{2}$. We see that, at least for these two classes of matrices, the smallest pivot $\varepsilon$ is indeed roughly $O\left(\sigma_{n}\right)$. Moreover, the smallest pivot always appears at the ( $n, n$ )th position. Note also that, when $\sigma_{n}$ is well isolated, the computed $\sigma$ is rather accurate and has low absolute error. However, when the smallest singular value is not well isolated, the inverse iteration is not successful at all. This is

TABLE 6.1
Table of $\varepsilon, k$ and RCOND as a function of $\sigma_{n}=10^{-I}$.

| $\boldsymbol{A}_{1}$ | I | computed $\sigma$ | $\varepsilon$ | $k$ | RCOND |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | $0.1000007 \mathrm{E}+01$ | $0.1183648 \mathrm{E}+01$ | 19 | $0.1065610 \mathrm{E}-01^{*}$ |
|  | 1 | $0.9999996 \mathrm{E}-01$ | $0.9543458 \mathrm{E}+00$ | 19 | $0.1099506 \mathrm{E}-01$ |
|  | 2 | $0.1000000 \mathrm{E}-01$ | -0.6528494E-01 | 19 | $0.1687405 \mathrm{E}-02$ |
|  | 3 | $0.1000016 \mathrm{E}-02$ | $0.7956855 \mathrm{E}-01$ | 19 | $0.1218959 \mathrm{E}-03$ |
|  | 4 | $0.9999102 \mathrm{E}-04$ | -0.1555381E-02 | 19 | $0.2518016 \mathrm{E}-02$ |
|  | 5 | $0.1001859 \mathrm{E}-04$ | $-0.9973533 \mathrm{E}-04$ | 19 | $0.1758764 \mathrm{E}-02$ |
|  | 6 | $0.9929115 \mathrm{E}-06$ | $0.4390627 \mathrm{E}-04$ | 19 | $0.6221786 \mathrm{E}-02$ |
|  | 7 | $0.9942711 \mathrm{E}-07$ | $-0.7852563 \mathrm{E}-04$ | 19 | $0.2147673 \mathrm{E}-02$ |
|  | 8 | $0.1375734 \mathrm{E}-07$ | 0.8866191E-06 | 19 | $0.6173249 \mathrm{E}-03$ |
| $\boldsymbol{A}_{2}$ | I | computed $\sigma$ | $\varepsilon$ | $k$ | RCOND |
|  | 0 | $0.6739568 \mathrm{E}-01$ | $-0.7148705 \mathrm{E}+00$ | 19 | $0.9330396 \mathrm{E}-02 \dagger$ |
|  | 1 | $0.9806986 \mathrm{E}-01$ | $0.7308936 \mathrm{E}+00$ | 19 | $0.4726424 \mathrm{E}-02 \ddagger$ |
|  | 2 | $0.1000000 \mathrm{E}-01$ | $0.5541958 \mathrm{E}+00$ | 19 | $0.1737031 \mathrm{E}-03$ |
|  | 3 | $0.1000000 \mathrm{E}-02$ | $0.6328177 \mathrm{E}-01$ | 19 | $0.3318758 \mathrm{E}-02$ |
|  | 4 | $0.1000006 \mathrm{E}-03$ | $0.6386045 \mathrm{E}-02$ | 19 | $0.3319462 \mathrm{E}-02$ |
|  | 5 | $0.9999954 \mathrm{E}-05$ | $0.6391779 \mathrm{E}-03$ | 19 | $0.1049820 \mathrm{E}-02$ |
|  | 6 | $0.9980513 \mathrm{E}-06$ | $0.6379932 \mathrm{E}-04$ | 19 | $0.2220898 \mathrm{E}-03$ |
|  | 7 | $0.1047228 \mathrm{E}-06$ | $0.6694347 \mathrm{E}-05$ | 19 | $0.5903182 \mathrm{E}-02$ |
|  | 8 | $0.1462737 \mathrm{E}-07$ | $0.9350479 \mathrm{E}-06$ | 19 | $0.7973481 \mathrm{E}-03$ |

[^15]especially true for $\boldsymbol{A}_{2}$ because its lowest eigenvalues are rather close to each other. Since this only occurs when $A$ is well conditioned, the accuracy of Algorithm DBE with the SVD-based deflations is not affected.

The relative residuals of the $M$ equation (normalized by the right-hand sides of the $M$ system) as computed by the various algorithms are displayed in Figs. 6.1 and 6.2. The relative errors in the solution ( $x, y$ ) are displayed in Figs. 6.3 and 6.4. It is seen that Algorithm DBE with any of the three deflation techniques achieves about the same accuracy as does GE on $M$, whereas Algorithm BE with no deflation loses accuracy as $A$ tends to being singular. Note also that we do not try to control the singularity of $M$ itself and it can become rather ill conditioned. However, by the backward error bounds in $\S 5$, the relative residuals to the $M$ equation should still be small in these situations because the solutions $(x, y)$ are small by construction. The relative errors, however, will be large if $M$ is ill conditioned. This is reflected in the numerical results, too.

Theoretically, the ( $S$ ) deflation is more robust as it is based on the SVD, whereas the $(E)$ and the $(P)$ deflations depend on the identification of a small pivot in the $L U$-factorization. However, based on the numerical results presented here, it seems that in practice the $(E)$ and $(P)$ deflations are almost as accurate as the $(S)$ deflation. Since the latter two are both cheaper and simpler to implement (e.g. no inverse iteration, no need to store $A$ ), we recommend using them in practice, possibly with a check on the size of the smallest pivot as a safety precaution.


Fig. 6.1. Relative residual as a function of $\sigma_{n}=10^{-1}$ for $A_{1}$.


Fig. 6.2. Relative residual as a function of $\sigma_{n}=10^{-1}$ for $\boldsymbol{A}_{2}$.


Fig. 6.3. Relative error as a function of $\sigma_{n}=10^{-1}$ for $A_{1}$.

| G | G.E. QN M | P | B.E. WITH P-DEFLATIQN |
| :--- | :--- | :--- | :--- |
| B | B.E. WITH NQ DEFLATIGN | S | B.E. WITH S-DEFLATIQN |
| E | B.E. WITH E-DEFLATIGN | R RCQND OF M (LINPACK) |  |

Fig. 6.4. Relative error as a function of $\sigma_{n}=10^{-1}$ for $A_{2}$.
7. Conclusion. In this paper, we have presented a stable version of the blockelimination algorithm for solving bordered nearly singular systems that fully exploits structures in $\boldsymbol{A}$ by only calling $\boldsymbol{A}^{-1}$ as a black box for solving linear systems. To summarize briefly, Algorithm DBE goes like this.

## Algorithm DBE.

Step 1. Select one of the three deflated decompositions in Table 3.1.
Step 2. Compute the corresponding pair of approximate left and right null vectors and the constant $\delta$ using Definition 3.
Step 3. Compute the deflated solutions $v_{D}$ and $w_{D}$ in (20) and (21) by using Algorithm NIA with the appropriate right-hand sides $b$ and $f$ respectively. Each of the two solutions involves solving one system with $A$ with a "projected" right-hand side.
Step 4. Compute the corresponding coefficients $c_{b}$ and $c_{f}$ by using Table 3.1.
Step 5. Compute the solution $(x, y)$ from the formulas in Lemma 4.
From the backward error bounds derived in § 5, we see that the stability of Algorithm DBE derives from using deflation techniques to control the size of the computed quantities in the algorithm. Numerical experiments reported in § 6 confirm this. Thus, Algorithm DBE solves the dilemma of trying to exploit structures in $A$ by treating $A^{-1}$ as a black box while being able to control the numerical stability caused by the near singularity of $A$.

## REFERENCES

[1] J. P. Abbott, An efficient algorithm for the determination of certain bifurcation points, J. Comput. Appl. Math., 4 (1978), pp. 19-27.
[2] E. Allgower and K. Georg, Simplicial and continuation methods for approximating fixed points and solutions to systems of equations, SIAM Rev., 22 (1980), pp. 28-85.
[3] T. F. Chan, Deflated decompositions of solutions of nearly singular systems, Technical Report 225, Computer Science Department, Yale Univ., New Haven, CT, 1982; SIAM J. Numer. Anal., 21 (1984), to appear.
[4] T. F. Chan and H. B. Keller, Arclength continuation and multigrid techniques for nonlinear eigenvalue problems, this Journal, 3 (1982), pp. 173-194.
[5] T. F. Chan, On the existence and computation of LU-factorizations with small pivots, Tech. Rep. 227, Computer Science Dept., Yale Univ., New Haven, CT, 1982.
[6] ——, Newton-like pseudo-arclength methods for computing simple turning points, Tech. Rep. 233, Computer Science Dept., Yale Univ., New Haven, CT, 1982; this Journal, this issue, pp. 135-148.
[7] G. Dahlquist and A. Bjorck, Numerical Methods, Prentice-Hall, Englewood Cliffs, NJ, 1974.
[8] J. J. Dongarra, J. R. Bunch, C. B. Moler and G. W. Stewart, Linpack Users' Guide, Society for Industrial and Applied Mathematics, Philadelphia, 1979.
[9] G. B. Garcia and W. I. Zangwill, Pathways to Solutions, Fixed Points and Equilibria, PrenticeHall, Englewood Cliffs, NJ, 1981.
[10] H. B. Keller, Numerical solution of bifurcation and nonlinear eigenvalue problems, in Applications of Bifurcation Theory, P. Rabinowitz, ed., Academic Press, New York, 1977, pp. 359-384.
[11] —_, Singular systems, inverse iteration and least squares, unpublished manuscript, Applied Mathematics Dept., California Institute of Technology, Pasadena, CA, 1978.
[12] , Numerical continuation methods, Short Course Lecture Notes, Center for Applied Mathematics, National Bureau of Standards, Washington, DC, 1981.
[13] ___, Practical procedures in path following near limit points, in Computing Methods in Applied Sciences and Engineering, Glowinski and Lions, eds., North-Holland, Amsterdam, 1982.
[14] - The bordering algorithm and path following near singular points of higher nullity, this Journal, 4 (1983), pp. 573-582.
[15] R. G. Melham and W. C. Rheinboldt, A comparison of methods for determining turning points of nonlinear equations, Computing, 29 (1982), pp. 201-226.
[16] H. D. Mittelmann and H. Weber, Numerical methods for bifurcation problems-A survey and classification, in Bifurcation Problems and their Numerical Solution, H. D. Mittelmann and H. Weber, eds., Workshop on Bifurcation Problems and their Numerical Solution, January 15-17, 1980, Birkhauser, Dortmund, 1980, pp. 1-45.
[17] W. C. Rheinboldt, Numerical methods for a class of finite dimensional bifurcation problems, SIAM J. Numer. Anal., 15 (1978), pp. 1-11.
[18] _-_, Solution fields of nonlinear equations and continuation methods, SIAM J. Numer. Anal., 17 (1980), pp. 221-237.
[19] ——, Numerical analysis of continuation methods for nonlinear structural problems, Comput. \& Structures, 13 (1981), pp. 103-113.
[20] G. W. Stewart, On the implicit deflation of nearly singular systems of linear equations, this Journal, 2 (1981), pp. 136-140.

# NEWTON-LIKE PSEUDO-ARCLENGTH METHODS FOR COMPUTING SIMPLE TURNING POINTS* 
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#### Abstract

We present a new method for computing simple turning points of nonlinear equations of the form $G(u, \lambda)=0$ which is based on applying Newton's method to the characterization $d \lambda(\sigma) / d \sigma=0$, where $\sigma$ is a pseudo-arclength parameter used in a continuation method for following the solution paths. The method is quadratically convergent and needs only one starting point on the solution path. Second derivatives of $G$ (or difference approximations of them) have to be computed but the method is relatively insensitive to their values and they also give rise to a more accurate second order predictor in the continuation method. We present a chord-Newton variant for improving the efficiency of the algorithm which requires only one factorization of a Jacobian matrix. We also present a damped-Newton variant for improving the robustness and the global convergence of the algorithm. Results of numerical experiments on two standard nonlinear elliptic problems of Simpson's [SIAM J. Numer. Anal., 12 (1975), pp. 439-451] show that the new algorithm compares favorably with the best of the existing methods in terms of efficiency and robustness.
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1. Introduction. Many problems in computational physics can be formulated as nonlinear eigenvalue problems of the form

$$
\begin{equation*}
G(u, \lambda)=0, \tag{1}
\end{equation*}
$$

where $u \in B$ (a real Banach space), $\lambda \in R$, and $G$ is a continuously differentiable operator mapping $B \times R$ into $B$. Usually, $u$ represents the "solution" to the physical problem (e.g. flow field, structural displacement) and $\lambda$ is related to a physical parameter (e.g. Reynolds number, load on a structure). Often, one is interested in the dependence of the solution $u(\lambda)$ on the parameter $\lambda$, i.e. in tracing the solution branches $[u(\lambda), \lambda]$ of $(1)$. When the operator $G$ is nonlinear in $u$ and $\lambda$, this is usually accomplished numerically by some version of Newton's method applied to (1) for a fixed value of $\lambda$, which makes use of the Jacobian matrix $G_{u}(u, \lambda)$. However, the solution branches often possess very interesting but complicated nonlinear bifurcation behavior, among which are existence of multiple solutions and singular points (where $G_{u}(u, \lambda)$ is singular) known as turning points (where the solution branch bends back on itself) and bifurcation points (where two or more solution branches cross). Straightforward application of Newton's method to (1) encounters difficulties near these singular points. To overcome these difficulties, some kind of path following continuation method [2], [11], [15], [19] is usually employed. These continuation methods are designed to trace past turning points and can be modified to switch branches at bifurcation points.

In many applications, in addition to tracing the solution branches, one is also interested in locating the singular points themselves, because they are often related to the stability of the solution. Due to their special physical significance, many algorithms have been proposed for determining these singular points accurately. In this paper, we shall only deal with the determination of simple turning points, which can be characterized as points on the solution curve where
$G_{u}$ is singular, with a one-dimensional null space,
$G_{u}$ boundedly invertible on its range,

[^16]and
\[

$$
\begin{equation*}
G_{\lambda} \notin \operatorname{Range}\left(G_{u}\right) . \tag{3}
\end{equation*}
$$

\]

For an excellent survey of existing methods for computing turning points, we refer the reader to the report by Melhem and Rheinboldt [14] in which they compare the performances of algorithms proposed by Abbott [1], Moore and Spence [16], Seydel [24], Paumier [17], Pönisch and Schwetlick [18], Rheinboldt [20], [21], Schwetlick [23] and Simpson [25]. These methods can be classified into two general classes. The first consists of local iterative algorithms based on an inflated system consisting of (1) augmented by a characterization similar to (2), constructed so that the turning point is a unique and isolated solution of the inflated system. The other class of algorithms consists of methods based on a path tracing continuation method by successively using it to compute points on the solution curve that approach the turning point. These algorithms can further be categorized by whether one or more points on the solution curve are needed as initial guess and whether second derivatives of $G$ are needed. In Table 1.1, we tabulated the properties of the best methods as found by Melhem and Rheinboldt, judged by an overall measure of excellency in terms of a combination of efficiency, robustness and generality. For the purpose of comparison, we have included the method that we are proposing in this paper.

TABLE 1.1
Properties of some methods for computing turning points.

|  | Initial <br> points | Rate of <br> convergence | Needs 2nd <br> derivative? | Class of <br> method | Characterization of <br> turning point |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Abbott | 1 | 2 | yes/no | I | $\dot{\lambda}(s)=0$ |
| Moore \& Spence | 1 | 2 | yes/no | I | $G_{u} w=0, w \neq 0$ |
| Pönisch \& Schwetlick | 1 | 2 | yes/no | I | $\dot{\lambda}(s)=0$ |
| Rheinboldt | 2 | 1.618 | no | C | $\dot{\lambda}(s)=0$ |
| Schwetlick | 2 | 1.618 | no | C | $\lambda(\tau)=$ extremum |
| Chan | 1 | 2 | yes/no | C | $\lambda^{\prime}(\sigma)=0$ |

Notation. $\mathrm{I}=$ inflated system, $\mathrm{C}=$ continuation, $s$ is the arclength parameter, $\tau$ and $\sigma$ are arclength-like parameters, "yes/no" means that the basic method requires second derivatives of $G$ but difference approximations are also used by the authors.

As can be seen from the table, the method that we are proposing is quadratically convergent, needs only one initial guess on the solution curve, and is based on an underlying continuation method for branch tracing. Methods based on continuation have certain desirable properties. First, they can build upon the curve tracing capabilities that are already in the continuation procedure. For example, very often the same linear equation solver can be used without having to refactor any Jacobian matrix. Second, they naturally provide more details of the solution curve around the turning points. Lastly, as we shall demonstrate later, requiring the iterates to lie on the solution curve tends to make the algorithms more robust than methods based on using augmented systems. The property of requiring only one initial point is also desirable because most continuation methods have to be slowed down near turning points and it may be relatively expensive to obtain two points on the solution curve where $\dot{\lambda}$ changes sign, as is needed by some methods. We shall review briefly the formulation of typical continuation methods in § 2.

Many of the methods in Table 1.1 use the characterization $\dot{\lambda}(s)=0$ for turning points. Our method is based on an alternative characterization of simple turning points, namely, that

$$
\begin{equation*}
\lambda^{\prime}(\sigma) \equiv \frac{d \lambda(\sigma)}{d \sigma}=0 \tag{4}
\end{equation*}
$$

where $\sigma$ is the pseudo-arclength parameter used in the continuation method. This characterization has been suggested by Keller [12], although he only considered secant methods and no numerical results were given. Our method is based on applying Newton's method to (4). We show in $\S 3$ that the second derivatives $\left[u^{\prime \prime}(\sigma), \lambda^{\prime \prime}(\sigma)\right]$ can be computed rather inexpensively if the second derivatives of $G$ are available. We note that none of the methods based on continuation cited in [14] is quadratically convergent. This is obviously because the authors tried to avoid computing second derivatives, which in some applications are very difficult to obtain. However, since a function evaluation in these methods involves an inner Newton iteration which could be costly, we believe that in many applications where the second derivatives (or approximations of them) are available, the use of a method with a faster convergence rate may be beneficial. As we shall show in $\S 4.1$, the availability of second derivatives also leads to a much more accurate predictor in the underlying continuation method, which in turn improves the efficiency of the overall algorithm.

Another desirable property for an algorithm is that of requiring only a solver for $G_{u}$ (rather than a matrix derived from $G_{u}$ ) since such a solver may already be available in the application discipline and it can also exploit special solution techniques (e.g. fast elliptic solvers). We show in $\S 4.2$ how this can be arranged in our algorithm. In $\S 5$, we present a chord-Newton variant for improving the efficiency and a dampedNewton variant for improving the robustness and global convergence of the basic algorithm. In $\S 6$, we discuss briefly the work and storage requirements of the new algorithm, which are comparable to most of the existing methods. Extensive numerical experiments have been performed on applying the algorithm and its variants to two standard nonlinear elliptic problems of Simpson's [25] and the results are presented in § 7. They demonstrate that the new algorithm is both efficient and robust and compares favorably with the best of the existing methods on these two problems.
2. Pseudo-arclength continuation. In this section, we review the essential features of some common path-following continuation methods.

The key idea is to parametrize the solutions $[u(\sigma), \lambda(\sigma)]$ in terms of a new parameter $\sigma$ that approximates the arclength parameter $s$, instead of parametrizing $u(\lambda)$ in terms of the natural parameter $\lambda$. This is usually achieved by augmenting the equation (1) by an auxiliary equation that approximates the arclength condition:

$$
\begin{equation*}
\|\dot{u}(s)\|^{2}+|\dot{\lambda}(s)|^{2}=1, \tag{5}
\end{equation*}
$$

to give an inflated system with unknowns $u(\sigma)$ and $\lambda(\sigma)$ :

$$
\begin{equation*}
G(u(\sigma), \lambda(\sigma))=0, \quad N(u(\sigma), \lambda(\sigma), \sigma)=0 \tag{6}
\end{equation*}
$$

Instead of solving for $u(\lambda)$ for a given value of $\lambda$, we solve for $u(\sigma)$ and $\lambda(\sigma)$ for a given value of $\sigma$. Newton's method and its variants are usually used to solve (6), in which case we need to solve linear systems with the following inflated matrix:

$$
M=\left[\begin{array}{cc}
G_{u} & G_{\lambda}  \tag{7}\\
N_{u} & N_{\lambda}
\end{array}\right] .
$$

The auxiliary function $N$ is constructed so that the matrix $M$ is nonsingular on the solution branch, even near or at simple turning points. Thus, Newton's method encounters no difficulties with this inflated system and quadratic convergence is achievable.

Another major component of a continuation method is the computation of the unit tangent $[\dot{u}(s), \dot{\lambda}(s)]$ to the solution curve at a point $[u, \lambda]$ on the solution curve, which can be computed relatively inexpensively from its definition,

$$
\begin{equation*}
G_{u}(u, \lambda) \dot{u}+G_{\lambda}(u, \lambda) \dot{\lambda}=0, \quad\|\dot{u}\|^{2}+|\dot{\lambda}|^{2}=1 \tag{8}
\end{equation*}
$$

by solving only one linear system with $G_{u}$. The system (8) determines $[\dot{u}, \dot{\lambda}]$ up to a directional orientation, which can be fixed by some convention. The tangent is usually used in a first order predictor to obtain an initial guess for the Newton iteration applied to the system (6).

We summarize the essential features in the following general algorithm.
Algorithm PAC $\left[u_{0}, \lambda_{0}, \sigma, u(\sigma), \lambda(\sigma)\right]$
Pseudo-arclength continuation. Given $\left[u_{0}, \lambda_{0}\right]$ on the solution curve, and a step length $\sigma$ (for step length algorithms, see [8]), compute the new solution $[u(\sigma), \lambda(\sigma)$ ] satisfying (6).

1. Compute the unit tangent $\left[\dot{u}_{0}, \dot{\lambda}_{0}\right]$ at $\left[u_{0}, \lambda_{0}\right]$ by (8).
2. Compute the predicted solution $\left[u_{p}, \lambda_{p}\right]$ given by

$$
\begin{equation*}
u_{p}=u_{0}+\sigma \dot{u}_{0}, \quad \lambda_{p}=\lambda_{0}+\sigma \dot{\lambda}_{0} \tag{9}
\end{equation*}
$$

3. Use $\left[u_{p}, \lambda_{p}\right]$ as initial guess in a Newton-like iteration for solving the system (6) to obtain $[u(\sigma), \lambda(\sigma)]$.

A few typical $N$ 's that have been used in the literature are:

1. $N_{1}(u, \lambda, \sigma) \equiv \dot{u}_{0}^{T}\left(u-u_{0}\right)+\dot{\lambda}_{0}\left(\lambda-\lambda_{0}\right)-\sigma$ (introduced by Keller [11]),
2. $N_{2}(u, \lambda, \sigma) \equiv e_{i}^{T}\left(y-y_{0}\right)-\sigma$, where $y=(u, \lambda)^{T}, e_{i}$ is the $i$ th unit vector and the index $i$ is chosen so that the matrix $M$ is as well-conditioned as possible (introduced by Abbott [1], Kubicek [13] and Rheinboldt [19]).
3. Newton on $\boldsymbol{\lambda}^{\prime}(\boldsymbol{\sigma})=\mathbf{0}$. We shall consider only simple turning points where the nullity of $G_{u}$ is one. Consider the situation where we have an approximation [ $u_{0}, \lambda_{0}$ ] to a turning point $\left[u_{*}, \lambda_{*}\right]$. The method that we are proposing works by estimating the step length $\sigma$ to use in applying one step of the pseudo-arclength continuation procedure $\operatorname{PAC}\left[u_{0}, \lambda_{0}, \sigma, u(\sigma), \lambda(\sigma)\right]$ so that $u(\sigma) \equiv u_{*}$ and $\lambda(\sigma) \equiv \lambda_{*}$. The basis for estimating $\sigma$ is derived from the following characterization of simple turning points:

Definition 1. Define $\lambda^{\prime}(\sigma) \equiv d \lambda(\sigma) / d \sigma$ and $u^{\prime}(\sigma) \equiv d u(\sigma) / d \sigma$.
Theorem 2. Assume $N_{\sigma}(\sigma) \neq 0$. Then $\lambda^{\prime}(\sigma)=0$ if and only if $[u(\sigma), \lambda(\sigma)] \equiv$ $\left[u_{*}, \lambda_{*}\right]$.

Proof. First note, by differentiating (6) by $\sigma$, that $\left[u^{\prime}(\sigma), \lambda^{\prime}(\sigma)\right]$ satisfies:

$$
\left(\begin{array}{ll}
G_{u}(\sigma) & G_{\lambda}(\sigma)  \tag{10}\\
N_{u}(\sigma) & N_{\lambda}(\sigma)
\end{array}\right)\binom{u^{\prime}(\sigma)}{\lambda^{\prime}(\sigma)}=\binom{0}{-N_{\sigma}(\sigma)},
$$

where the coefficient matrix in (10) is nonsingular by construction. Thus $\left[u^{\prime}(\sigma), \lambda(\sigma)\right]$ is well defined even near or at a turning point. Now first assume $\lambda^{\prime}(\sigma)=0$. The second equation in (10) implies that $N_{u} u^{\prime}=-N_{\sigma} \neq 0$. Thus $u^{\prime}$ is nontrivial. The first equation in (10) reduces to $G_{u} u^{\prime}=0$. Since $u^{\prime}$ is nontrivial, $G_{u}$ must be singular. Next assume that $[u(\sigma), \lambda(\sigma)] \equiv\left[u_{*}, \lambda_{*}\right]$. Then by (2) $G_{u}(\sigma)$ is singular. If $\lambda^{\prime}(\sigma) \neq 0$, then the first equation in (10) implies that $G_{\lambda}(\sigma) \in$ Range ( $\left.G_{u}(\sigma)\right)$, which contradicts (3).

We note that both $N_{1}$ and $N_{2}$ satisfy the hypothesis of Theorem 2.
Theorem 2 provides a basis for estimating the step length $\sigma$ because it reduces the problem to one of finding a root of $\lambda^{\prime}(\sigma)=0$. Our method is based on applying Newton's method for doing this, for which we need to compute $\lambda^{\prime \prime}(\sigma)$. It is not surprising that this requires computing the second derivatives of $G$. By differentiating (10) with respect to $\sigma$, we obtain the following system for computing $\left[u^{\prime \prime}(\sigma), \lambda^{\prime \prime}(\sigma)\right]$ :

$$
\left(\begin{array}{ll}
G_{u}(\boldsymbol{\sigma}) & G_{\lambda}(\boldsymbol{\sigma}) \\
N_{u}(\boldsymbol{\sigma}) & N_{\lambda}(\boldsymbol{\sigma})
\end{array}\right)\binom{u^{\prime \prime}(\boldsymbol{\sigma})}{\lambda^{\prime \prime}(\boldsymbol{\sigma})}
$$

$$
\begin{equation*}
=\binom{-\left(G_{u u}(\boldsymbol{\sigma}) u^{\prime}(\boldsymbol{\sigma}) u^{\prime}(\boldsymbol{\sigma})+2 G_{u \lambda}(\boldsymbol{\sigma}) u^{\prime}(\boldsymbol{\sigma}) \lambda^{\prime}(\boldsymbol{\sigma})+G_{\lambda \lambda}(\boldsymbol{\sigma}) \lambda^{\prime}(\boldsymbol{\sigma}) \lambda^{\prime}(\boldsymbol{\sigma})\right)}{-\left(N_{u u}(\boldsymbol{\sigma}) u^{\prime}(\boldsymbol{\sigma}) u^{\prime}(\boldsymbol{\sigma})+2 N_{u \lambda}(\boldsymbol{\sigma}) u^{\prime}(\boldsymbol{\sigma}) \lambda^{\prime}(\boldsymbol{\sigma})+N_{\lambda \lambda}(\boldsymbol{\sigma}) \lambda^{\prime}(\boldsymbol{\sigma}) \lambda^{\prime}(\boldsymbol{\sigma})\right)-N_{\boldsymbol{\sigma} \boldsymbol{\sigma}}(\boldsymbol{\sigma})} . \tag{11}
\end{equation*}
$$

We note that the systems governing $\left[u^{\prime}, \lambda^{\prime}\right]$ and $\left[u^{\prime \prime}, \lambda^{\prime \prime}\right]$ have identical coefficient matrices, which are almost exactly the same as that used in the last step of the Newton iteration in the pseudo-arclength procedure. Thus, the same factorization of these matrices can be used to compute [ $\left.u^{\prime}, \lambda^{\prime}\right]$ and $\left[u^{\prime \prime}, \lambda^{\prime \prime}\right]$ and they can be obtained essentially free.

We outline the basic version of our method in algorithmic form.
Algorithm NTP $\left[u_{0}, \lambda_{0}, u_{*}, \lambda_{*}\right]$.
Newton's method for locating turning points. Starting with an initial guess [ $u_{0}, \lambda_{0}$ ] on the solution curve, compute an approximation $\left[u_{*}, \lambda_{*}\right]$ to a turning point.

Initialize $\sigma=0$.
Loop until convergence:

1. Compute $\left[u^{\prime}(\sigma), \lambda^{\prime}(\sigma)\right]$ and $\left[u^{\prime \prime}(\sigma), \lambda^{\prime \prime}(\sigma)\right]$ by (10) and (11).
2. Compute the change in the step length $\delta \sigma=-\lambda^{\prime}(\sigma) / \lambda^{\prime \prime}(\sigma)$.
3. Update the new step length $\sigma \Leftarrow \sigma+\delta \sigma$.
4. Call PAC $\left[u_{0}, \lambda_{0}, \sigma, u(\sigma), \lambda(\sigma)\right]$.

Set $u_{*} \Leftarrow u(\sigma), \lambda_{*} \Leftarrow \lambda(\sigma)$.
Note that in Step 4 of Algorithm NTP, we use $u_{0}$ and $\lambda_{0}$ instead of the most current iterate. The reason is that the local parametrizations ( $N_{1}$ or $N_{2}$ ) usually depend on $\left[u_{0}, \lambda_{0}\right.$ ] and Algorithm NTP is trying to find a pseudo-arclength step $\sigma$ within this local parametrization that will correspond to the turning point. Using the most current iterate in Step 4 here will change the local parametrization.

Under mild conditions on the smoothness of $G$, it is not difficult to prove local quadratic convergence for Algorithm NTP for simple quadratic (i.e. $\left.\lambda^{\prime \prime}(\sigma) \neq 0\right)$ turning points. It can be shown from evaluating the first equation in (11) at the turning point that the condition $\lambda^{\prime \prime}(\sigma) \neq 0$ is equivalent to $G_{u u}(\sigma) u^{\prime}(\sigma) u^{\prime}(\sigma) \notin$ Range $\left(G_{u}(\sigma)\right)$. We shall not pursue the convergence analysis here.

We note that $\left[u^{\prime}, \lambda^{\prime}\right]$ is not equal to the unit tangent $[\dot{u}, \dot{\lambda}]$ but is a scaled version of it. As can be seen from Table 1.1, the characterization $\dot{\lambda}(s)=0$ for turning points have been used by many authors but Keller [12] seems to be the only one who has considered the use of the pseudo-arclength parameter $\sigma$ of a continuation procedure, together with the characterization $\lambda^{\prime}(\sigma)=0$, in the context of an algorithm for finding turning points. A system similar to (11) has been derived by Pönisch and Schwetlick [18] but their method is not based on a continuation procedure.
4. Implementation. In this section, we discuss some of the implementation details for Algorithm NTP. We address three issues: the construction of a more accurate predictor, algorithms for solving linear systems with the inflated matrix of the form (7), and the use of difference approximations for second derivatives.
4.1. Second order predictor. Note that in Algorithm PAC, the solution [ $u(\sigma), \lambda(\sigma)]$ is uniquely defined by the parametrization $N$ and the step length $\sigma$, and one can use any reasonable predictor in Step 2 instead of the commonly used one given in (9). We want to emphasize that the unit tangent at [ $u_{0}, \lambda_{0}$ ] is usually used both to define the local parametrization and to obtain a predictor solution although these two processes can be separated. For example, instead of the first order predictor used in Step 2 of Algorithm PAC, we can use the following more accurate predictor:

$$
\begin{align*}
& u_{p}=u(\sigma)+(\delta \sigma) u^{\prime}(\sigma)+(\delta \sigma)^{2} u^{\prime \prime}(\sigma) / 2, \\
& \lambda_{p}=\lambda(\sigma)+(\delta \sigma) \lambda^{\prime}(\sigma)+(\delta \sigma)^{2} \lambda^{\prime \prime}(\sigma) / 2 . \tag{12}
\end{align*}
$$

This new predictor is more accurate for two reasons. First, the current approximation $[u(\sigma), \lambda(\sigma)]$ to the turning point is used instead of $\left[u_{0}, \lambda_{0}\right]$. It corresponds to using the Taylor series expansions of $[u(\sigma+\delta \sigma), \lambda(\sigma+\delta \sigma)]$ around $[u(\sigma), \lambda(\sigma)]$ instead of around $\left[u_{0}, \lambda_{0}\right]$ which is (9). Second, it has second order accuracy. Note that this more accurate predictor is essentially free, since all the quantities in (12) have already been computed in Algorithm NTP before the call to Algorithm PAC. Its higher accuracy greatly reduces the cost of the inner Newton iteration in Step 4 of Algorithm PAC.
4.2. Block elimination and deflation techniques. All the linear systems that arise in our algorithm are of the form:

$$
M\left[\begin{array}{l}
x  \tag{13}\\
y
\end{array}\right]=\left[\begin{array}{ll}
A & b \\
c^{T} & d
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left[\begin{array}{l}
f \\
g
\end{array}\right],
$$

where the $n \times n$ matrix $A$ may become singular near a turning point but the vectors $b$ and $c$ are chosen so that $M$ remains nonsingular and well conditioned. The algorithm that we have chosen to use for solving the linear systems of the form (13) is the following block-elimination algorithm:

Algorithm BE [5], [11].

1. Solve

$$
\begin{align*}
A v & =b  \tag{14}\\
A w & =f \tag{15}
\end{align*}
$$

2. Compute

$$
\begin{equation*}
y=\frac{g-c^{T} w}{d-c^{T} v} \tag{16}
\end{equation*}
$$

3. Compute

$$
\begin{equation*}
x=w-y v . \tag{17}
\end{equation*}
$$

The work consists mainly of one factorization of $A$ and two backsolves with the $L U$-factors of $A$. If there are many right-hand sides with the same matrix $M$, then the factorization of $A$ and the vector $v$ need only be computed once, and the work reduces to only one backsolve for each right-hand side, which makes Algorithm BE extremely attractive in such cases. These situations arise in the chord-Newton variant of Algorithm NTP (see §5.1). Note also that only a solver for $A$ is needed, and therefore any special structures (e.g. sparsity, bandedness, special data structures) in $\boldsymbol{A}$ can be exploited and special solvers for $\boldsymbol{A}$ can be used (e.g. fast direct solvers, multi-grid solvers). However, as we have shown in [3], Algorithm BE may be unstable
numerically when $A$ is nearly singular, as is the case in the present application. The main source of instability is in Step 1 of Algorithm BE where the vectors $v$ and $w$ are computed inaccurately when $A$ is nearly singular. In [3], we proposed using implicit deflation techniques developed in [4], [26] to compute accurate representations for the solutions $v$ and $w$. These deflation techniques can be viewed as working in subspaces orthogonal to approximate null vectors of $A$ and are implicit in the sense that they only involve solving systems with $A$. We then use these deflated decompositions of $v$ and $w$ to obtain a stable variant of the BE algorithm, which we called Algorithm DBE. The only overhead involved for performing the deflation in this algorithm is the computation of two approximate left and right null vectors for $A$. These can be obtained either by an inverse power method or by a technique based on the existence of a small pivot in the $L U$-factorization of $A$ [6]. In any case, the extra work amounts to only a few backsolves, which is usually negligible in comparison with the work involved in computing the factorization. We refer the details of Algorithm DBE to [3], where we also presented a backward error analysis that shows that it is numerically stable.

We have assumed that direct elimination methods are used for solving the linear systems that arise. For the use of iterative methods, which might be more attractive for large and sparse problems, we refer the reader to [7]. For another method for solving the inflated systems, see [22].
4.3. Difference approximations for second derivatives. In the context of algorithms for computing turning points, for any method to achieve quadratic convergence, second derivatives of $G$ are required in general. Unfortunately, in many applications, second derivatives are difficult to compute or not available at all. For this reason, many algorithms avoid using second derivatives explicitly. In the specific context of using the characterization $\lambda^{\prime}(\sigma)=0$ for locating turning points, there are at least three ways to achieve this. The first is to use a secant-like method for finding a zero of $\lambda^{\prime}(\sigma)$, as is the case in the methods of Keller [12] and Rheinboldt [20], [21]. However, the convergence rate will then not be quadratic. In order to retain quadratic convergence, at least approximately, we choose to work with a Newton-like method similar to Algorithm NTP. Within this context, there are at least two ways to avoid second derivatives. This first is to use a difference approximation for $\lambda^{\prime \prime}(\sigma)$, by evaluating $\lambda^{\prime}(\sigma)$ at two adjacent points. This is essentially the approach taken by the method of Abbott in Table 1.1. Note that each evaluation of $\lambda^{\prime}(\sigma)$ may be rather costly as it involves calling Algorithm PAC with a few different values of $\sigma$ and consequently involves solving a few linear systems with the inflated matrix $M$ inside the Newton iteration in Step 3 of Algorithm PAC. The last approach, which is the one we have adopted in this paper, is to use a difference approximation for computing the second derivatives of $G$. Note that these appear only on the right-hand side of (11) rather than in the coefficient matrix, as is the case in the method of Moore and Spence [16]. We believe that this property of the algorithm leads to better numerical stability. For the numerical experiments in this paper, we have used a simple centered difference approximation. For example, $G_{\lambda \lambda}(\sigma)$ is approximated by

$$
\begin{equation*}
G_{\lambda \lambda}(\sigma) \approx\left(G_{\lambda}(u(\sigma), \lambda(\sigma)+\varepsilon)-G_{\lambda}(u(\sigma), \lambda(\sigma)-\varepsilon)\right) / 2 \varepsilon . \tag{18}
\end{equation*}
$$

In practice, one can use better techniques; see for example [10].
5. Variants. In this section, we present variants of the basic Algorithm NTP designed to improve its efficiency and robustness.
5.1. Chord-Newton variant. With direct methods for solving the linear systems, the most expensive part of the computation is usually in factoring the Jacobian matrix $G_{u}$. Therefore, one can save a great deal of computation by reusing the factors of a nearby matrix. There are two Newton iterations involved in Algorithm NTP, both of which allow chord-Newton variants. For the outer Newton iteration, it does not pay to use the chord-Newton variant because the coefficient matrix governing $\left[u^{\prime \prime}(\sigma), \lambda^{\prime \prime}(\sigma)\right]$ in (11) is the same as the one governing [ $\left.u^{\prime}(\sigma), \lambda^{\prime}(\sigma)\right]$ in (10). Thus, the second derivatives $\left[u^{\prime \prime}(\sigma), \lambda^{\prime \prime}(\sigma)\right]$ can be computed very inexpensively by performing only one back-substitution. For the inner iteration in Algorithm PAC, however, one can obtain a chord-Newton variant by using the same $L U$-factors of a Jacobian matrix $G_{u}$ in all the Newton steps, for example, by using the $L U$-factors of the matrix $G_{u}(\sigma)$ used in computing $\lambda^{\prime}(\sigma)$ and $\lambda^{\prime \prime}(\sigma)$ in Step 1 of Algorithm NTP.

We note that with Algorithm DBE, $G_{\lambda}$ can be updated in $M(\sigma)$ in each step of the chord-Newton iteration without incurring a factorization of $G_{u}$, which in general gives a better approximation for $M(\sigma)$ than if an old copy of $G_{\lambda}$, say $G_{\lambda}(0)$, were used. However, if we choose not to update $G_{\lambda}$, then the vector $v$ in Algorithm DBE can be computed once for all and each solve with $M$ then involves only one, rather than two, solves with $G_{u}$. Therefore, if $G_{\lambda}$ does not change very much around the turning point, it might be more efficient not to update $G_{\lambda}$ at every step in the chord-Newton iteration. This is the strategy that we have used in our numerical experiments.

The above chord-Newton variant requires one factorization of $G_{u}(\sigma)$ per outer iteration step. This is similar to the treatment of the chord version of Rheinboldt's method. However, if the initial guess [ $u_{0}, \lambda_{0}$ ] is close enough to the turning point, one can reduce the work further. We can factor $G_{u}(0)$ once only at the initial guess [ $u_{0}, \lambda_{0}$ ] and reuse these factors of $G_{u}\left(u_{0}, \lambda_{0}\right)$ in all subsequent iteration steps, both outer and inner. However, for the convergence of the outer iteration, we have to ensure that the function values in the outer iteration, i.e. $\lambda^{\prime}(\sigma)$, are evaluated accurately. Since the system (10) governing $\left[u^{\prime}(\sigma), \lambda^{\prime}(\sigma)\right]$ is linear, we can use the following iterative improvement algorithm for doing this:

Starting with an initial guess for $t(\sigma)$, iterate until convergence:

$$
\begin{equation*}
t(\sigma) \Leftarrow t(\sigma)+M(0)^{-1}(r(\sigma)-M(\sigma) t(\sigma)), \tag{19}
\end{equation*}
$$

where

$$
\begin{aligned}
& M(0)=\left(\begin{array}{ll}
G_{u}(0) & G_{\lambda}(0) \\
N_{u}(\sigma) & N_{\lambda}(\sigma)
\end{array}\right), \quad M(\sigma)=\left(\begin{array}{ll}
G_{u}(\sigma) & G_{\lambda}(\sigma) \\
N_{u}(\sigma) & N_{\lambda}(\sigma)
\end{array}\right), \\
& r(\sigma)=\left(0,-N_{\sigma}(\sigma)\right)^{T}, \quad t(\sigma)=\left(u^{\prime}(\sigma), \lambda^{\prime}(\sigma)\right)^{T} .
\end{aligned}
$$

A similar algorithm can be applied to the $\left[u^{\prime \prime}(\sigma), \lambda^{\prime \prime}(\sigma)\right]$ system (11) as well. Moreover, since the second derivatives $\left[u^{\prime \prime}(\sigma), \lambda^{\prime \prime}(\sigma)\right]$ are available from the last outer Newton iteration, one can use a first order predictor for $\left[u^{\prime}(\sigma), \lambda^{\prime}(\sigma)\right]$ in (19), similar to the one used in (12). Furthermore, although we have not pursued it here, the iteration (19) can also be accelerated, for example, by a conjugate gradient type method. No predictor for [ $u^{\prime \prime}, \lambda^{\prime \prime}$ ] is available, however, unless one stores previous values and uses extrapolation.
5.2. Damped-Newton variant. It is well known that Newton's method is only locally convergent. In the context of Algorithm NTP, if the initial guess [ $u_{0}, \lambda_{0}$ ] is far away from a turning point, then the step $\delta \sigma$ generated at Step 2 of Algorithm NTP may be so large that either there is no solution for $[u(\sigma), \lambda(\sigma)]$ or the inner Newton
iteration in Algorithm PAC fails to converge. To improve the robustness of the algorithm, we consider the use of a damped-Newton variant. Since our algorithm is based on a continuation method, this can be arranged naturally by replacing Steps 3 and 4 of Algorithm NTP by
$3^{\prime}$. If the previous $\delta \sigma$, say $\delta \sigma_{p}$, was damped and $|\delta \sigma|>\left|\delta \sigma_{p}\right|$ then $\delta \boldsymbol{\delta} \Leftarrow \operatorname{sign}(\boldsymbol{\delta} \sigma)\left|\delta \sigma_{p}\right|$
$4^{\prime}$. Repeat until convergence:
$4.1 \sigma \Leftarrow \sigma+\delta \sigma$.
4.2 Call PAC $\left[u_{0}, \lambda_{0}, \sigma, u(\sigma), \lambda(\sigma)\right]$.
4.3 If no convergence in PAC, then $\delta \sigma \Leftarrow \delta \sigma / \gamma$.

Here $\gamma$ is a scalar damping factor (we used $\gamma=2$ ). To reduce the work wasted in the damped steps, we declare that Algorithm PAC has "failed" if either the number of iterations exceeds a maximum (we used a value of 5) or if the norm of the residuals $\|G\|$ is not less than that at the previous iteration. This is similar to the treatment in [19], [20]. Since the methods are based on a continuation procedure, it can be shown [19] that the loop in Step (4') above will terminate with a nonzero step length $\delta \sigma$. For methods based on inflated systems, no natural damped-Newton variant exists.
6. Work and storage. In Table 6.1, we summarize the work and storage requirements of Algorithm NTP and its chord variant, assuming that a direct factorizationsolve method is used for solving the linear systems. The storage for the damped Newton version is the same as that for the nondamped version. Its work is more difficult to estimate since it depends on exactly how the damped steps are taken. We have therefore not included it in the table.

TABLE 6.1
Work and storage per step.


Notation. $N=$ number of iterations in Algorithm PAC, $I=$ number of iterative improvement iterations for computing $\left[u^{\prime}, \lambda^{\prime}\right]$ and $\left[u^{\prime \prime}, \lambda^{\prime \prime}\right]$.

* For the chord version, no factorization is needed after the first iteration.

Storage is needed for the vectors: $u, \delta u$ (in the inner Newton iteration), $G_{\lambda}, N_{u}$, $G, u^{\prime}, u^{\prime \prime}$ and the two approximate null vectors. For the chord version, one more vector is needed to store the old $G_{\lambda}$ or $v$. We have ignored the work involved in computing the approximate null vectors needed for deflation in Algorithm DBE since they have to be computed only once per factorization and the work is thus negligible in comparison to the factorization cost for $G_{u}$.

We note that the storage is comparable to those of methods of similar type surveyed in [14], except that a few more vectors are required. The work is also similar, except that for the chord version, no other author seems to have used the potentially more efficient iterative improvement algorithm (19) for computing [ $u^{\prime}, \lambda^{\prime}$ ] and [ $u^{\prime \prime}, \lambda^{\prime \prime}$ ] with only one factorization of $G_{u}$.

For a general, dense $n$ by $n$ problem, the work required for evaluating the second derivatives of $G$ in our algorithm is $O\left(n^{3}\right)$. However, for many problems with sparsity (e.g. see § 7), the work is usually much less.
7. Numerical experiments. We have performed extensive experiments on applying our algorithm and its variants to the following nonlinear elliptic eigenvalue problem [14], [16], [25]:

$$
\begin{equation*}
G(u, \lambda) \equiv \Delta u+F(u, \lambda)=0, \tag{20}
\end{equation*}
$$

on the unit square with zero Dirichlet boundary conditions. Following previous authors, we use a fourth-order finite difference discretization of (20) on a uniform mesh of size $h=1 / m$, which results in a system of $n \equiv(m-1)^{2}$ nonlinear equations. Two choices for the function $F$ have been considered:

$$
\begin{gather*}
F_{1}=\lambda e^{u}  \tag{21}\\
F_{2}=\lambda\left(1+\left(u+u^{2} / 2\right) /\left(1+u^{2} / 100\right)\right) . \tag{22}
\end{gather*}
$$

For $m=8$, the turning points that we are interested in are given in Table 7.1.

TABLE 7.1
Turning points for $m=8$.

| $F$ | $\lambda$ | $u(0.5,0.5)$ |
| :---: | :---: | :---: |
| $F_{1}$ | 6.807504 | 1.391598 |
| $F_{2}$ | 7.980356 | 2.272364 |

All computations have been performed on a DEC-20, with 27 -bit mantissas, corresponding to a relative machine precision of about $0.4 \times 10^{-8}$. The matrices corresponding to $G_{u}$ are banded and are factored and solved by the LINPACK routines SGBCO and SGBSL [9]. The work for the factorization is $O\left(m^{4}\right)$, for the solve is $O\left(m^{3}\right)$ and for the evaluation of second derivatives is $O\left(m^{2}\right)$. Thus, for problems of this kind (generally differential equations with a local stencil), the cost of evaluating second derivatives is smaller than the cost of the solve phase.

We use the pseudo-arclength function $N_{1}$ in all our computations. We note that $N_{1}$ is linear in all its arguments and hence all its second derivatives vanish and $N_{u}(\sigma)$ and $N_{\lambda}(\sigma)$ are constants.

For the convergence of the Newton iteration in Algorithm PAC, we use the criterion: $\|G\|<10^{-5}$ and $\|N\|<10^{-5}$, which is adequate for the scale of our problems. For the iterative improvement algorithm (19), we stop if the relative change in the iterate is less than $10^{-5}$. For the difference approximations of second derivatives, we use a value of $\varepsilon=10^{-4}$ in (18). For computing the approximate null vectors needed in Algorithm DBE, we always use 3 steps of inverse iteration, the details of which can be found in [3] (this issue, pp. 121-134). The damped version is always used. We shall use the switch/FD to denote the use of difference approximations of second derivatives.

Following Melhem and Rheinboldt [14], we considered two starting points for $F_{2}: \lambda_{0}=7.96754$ and $\lambda_{1}=7.94617$. We also considered two other starting points: $\lambda_{3}=7.5$ and $\lambda_{4}=7.0$. All are on the lower branch of the solution curve.

We first tested the Newton version. In Tables 7.2, 7.3 and 7.4, we tabulate the results of applying Algorithm NTP to $F_{2}$, starting from $\lambda_{0}, \lambda_{1}$ and $\lambda_{2}$ respectively. In Table 7.5, we tabulate the results for $F_{1}$ starting from $\lambda=6.8$ on the lower branch. The notation is as follows:

- I: number of outer Newton iterations.
- I1: number of iterative improvement iterations in computing $\lambda^{\prime}$, chord version only,
- I2: number of iterative improvement iterations in computing $\lambda^{\prime \prime}$, chord version only,
- D: number of damped-Newton steps,
- N : number of inner Newton iteration in Algorithm PAC.

For comparison, we have included in the tables the values of $\dot{\lambda}(s)$, which are not needed in the algorithm.

TABLE 7.2
Results for $F_{2}$, initial guess $\lambda_{0}=7.96754$, true Newton.

| I | $\lambda^{\prime}$ | I 1 | $\lambda^{\prime \prime}$ | I 2 | $\delta \sigma$ | D | N | $\lambda$ | $u(0.5,0.5)$ |
| :--- | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $2.9 \mathrm{E}-01$ | 0 | $-3.3 \mathrm{E}+00$ | 0 | $8.8 \mathrm{E}-02$ | 0 | 1 | $7.9803556 \mathrm{E}+00$ | $2.2727977 \mathrm{E}+00$ |
| 2 | $-6.5 \mathrm{E}-04$ | 0 | $-3.3 \mathrm{E}+00$ | 0 | $-2.0 \mathrm{E}-04$ | 0 | 0 | $7.9803557 \mathrm{E}+00$ | $2.2723642 \mathrm{E}+00$ |
| 3 | $3.8 \mathrm{E}-08$ | 0 | $-3.3 \mathrm{E}+00$ | 0 | $1.2 \mathrm{E}-08$ | 0 | 0 | $7.9803557 \mathrm{E}+00$ | $2.2723642 \mathrm{E}+00$ |

TAble 7.3
Results for $F_{2}$, initial guess $\lambda_{1}=7.94617$, true Newton.

| I | $\lambda^{\prime}$ | I 1 | $\lambda^{\prime \prime}$ | I 2 | $\delta \sigma$ | D | N | $\lambda$ | $u(0.5,0.5)$ | $\dot{\lambda}$ |
| :--- | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $4.7 \mathrm{E}-01$ | 0 | $-2.8 \mathrm{E}+00$ | 0 | $1.6 \mathrm{E}-01$ | 0 | 1 | $7.9791579 \mathrm{E}+00$ | $2.3324510 \mathrm{E}+00$ | $-8.2 \mathrm{E}-02$ |
| 2 | $-9.7 \mathrm{E}-02$ | 0 | $-4.0 \mathrm{E}+00$ | 0 | $-2.4 \mathrm{E}-02$ | 0 | 1 | $7.9803553 \mathrm{E}+00$ | $2.2735657 \mathrm{E}+00$ | $-1.7 \mathrm{E}-08$ |
| 3 | $-1.9 \mathrm{E}-03$ | 0 | $-3.8 \mathrm{E}+00$ | 0 | $-5.1 \mathrm{E}-04$ | 0 | 0 | $7.9803558 \mathrm{E}+00$ | $2.2723647 \mathrm{E}+00$ | $-7.5 \mathrm{E}-07$ |
| 4 | $-8.5 \mathrm{E}-07$ | 0 | $-3.8 \mathrm{E}+00$ | 0 | $-2.2 \mathrm{E}-07$ | 0 | 0 | $7.9803558 \mathrm{E}+00$ | $2.2723642 \mathrm{E}+00$ | $-1.6 \mathrm{E}-07$ |

TABle 7.4
Results for $F_{2}$, initial guess $\lambda_{2}=7.5$, true Newton.

| I | $\lambda^{\prime}$ | I 1 | $\lambda^{\prime \prime}$ | I 2 | $\delta \sigma$ | D | N | $\lambda$ | $u(0.5,0.5)$ | $\dot{\lambda}$ |
| :--- | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $4.8 \mathrm{E}-01$ | 0 | $-1.9 \mathrm{E}-01$ | 0 | $2.6 \mathrm{E}+00$ | 0 | 3 | $7.8877703 \mathrm{E}+00$ | $2.8753642 \mathrm{E}+00$ | $-4.9 \mathrm{E}-01$ |
| 2 | $-2.2 \mathrm{E}-01$ | 0 | $-2.1 \mathrm{E}-01$ | 0 | $-1.1 \mathrm{E}+00$ | 0 | 2 | $7.9699776 \mathrm{E}+00$ | $2.1055603 \mathrm{E}+00$ | $2.6 \mathrm{E}-01$ |
| 3 | $8.1 \mathrm{E}-02$ | 0 | $-3.2 \mathrm{E}-01$ | 0 | $2.6 \mathrm{E}-01$ | 0 | 1 | $7.9803556 \mathrm{E}+00$ | $2.2724285 \mathrm{E}+00$ | $-9.2 \mathrm{E}-05$ |
| 4 | $-3.0 \mathrm{E}-05$ | 0 | $-3.2 \mathrm{E}-01$ | 0 | $-9.4 \mathrm{E}-05$ | 0 | 0 | $7.9803556 \mathrm{E}+00$ | $2.2723643 \mathrm{E}+00$ | $-1.6 \mathrm{E}-07$ |
| 5 | $-5.2 \mathrm{E}-08$ | 0 | $-3.2 \mathrm{E}-01$ | 0 | $-1.6 \mathrm{E}-07$ | 0 | 0 | $7.9803556 \mathrm{E}+00$ | $2.2723642 \mathrm{E}+00$ | $9.3 \mathrm{E}-10$ |

TAble 7.5
Results for $F_{1}$, initial guess $\lambda=6.8$, true Newton.

| I | $\lambda^{\prime}$ | I 1 | $\lambda^{\prime \prime}$ | I 2 | $\delta \sigma$ | D | N | $\lambda$ | $u(0.5,0.5)$ | $\dot{\lambda}$ |
| :--- | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $4.5 \mathrm{E}-01$ | 0 | $-1.1 \mathrm{E}+01$ | 0 | $4.1 \mathrm{E}-02$ | 0 | 2 | $6.8062598 \mathrm{E}+00$ | $1.4189429 \mathrm{E}+00$ | $-1.9 \mathrm{E}-01$ |
| 2 | $-2.5 \mathrm{E}-01$ | 0 | $-2.7 \mathrm{E}+01$ | 0 | $-9.2 \mathrm{E}-03$ | 0 | 1 | $6.8074830 \mathrm{E}+00$ | $1.3951085 \mathrm{E}+00$ | $-2.6 \mathrm{E}-02$ |
| 3 | $-2.9 \mathrm{E}-02$ | 0 | $-2.1 \mathrm{E}+01$ | 0 | $-1.4 \mathrm{E}-03$ | 0 | 0 | $6.8075035 \mathrm{E}+00$ | $1.3916595 \mathrm{E}+00$ | $-4.5 \mathrm{E}-04$ |
| 4 | $-5.1 \mathrm{E}-04$ | 0 | $-2.0 \mathrm{E}+01$ | 0 | $-2.5 \mathrm{E}-05$ | 0 | 0 | $6.8075035 \mathrm{E}+00$ | $1.3915978 \mathrm{E}+00$ | $-3.3 \mathrm{E}-07$ |
| 5 | $-3.6 \mathrm{E}-07$ | 0 | $-2.0 \mathrm{E}+01$ | 0 | $-1.8 \mathrm{E}-08$ | 0 | 0 | $6.8075035 \mathrm{E}+00$ | $1.3915977 \mathrm{E}+00$ | $-1.3 \mathrm{E}-07$ |

We observe from these results that:

- The computed turning points are accurate to within machine precision.
- The convergence is quadratic.
- The number of inner Newton iterations decreases rapidly as the turning point is approached. In fact, as the turning point is approached, the predictor is often so good that no Newton iteration is needed to satisfy the convergence criteria.
- No damped-Newton step is taken.

When compared to the methods surveyed in [14], our method seems to be more efficient. For example, for the cases corresponding to Tables 7.2 and 7.3, all of the methods in [14] took 4 outer iterations or more, whereas our method has converged after 2 and 3 iterations respectively, as judged by the magnitude of $\dot{\lambda}$.

Next, we tested the chord version on $F_{2}$, with difference approximations for second derivatives, which is the most efficient and most general version. The results are presented in Tables 7.6 and 7.7.

TABLE 7.6
Results for $F_{2}$, initial guess $\lambda_{0}=7.96754$, chord/FD.

| I | $\lambda^{\prime}$ | I 1 | $\lambda^{\prime \prime}$ | I 2 | $\delta \sigma$ | D | N | $\lambda$ | $u(0.5,0.5)$ | $\dot{\lambda}$ |
| :--- | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $2.9 \mathrm{E}-01$ | 0 | $-3.3 \mathrm{E}+00$ | 0 | $8.8 \mathrm{E}-02$ | 0 | 1 | $7.9803587 \mathrm{E}+00$ | $2.2727739 \mathrm{E}+00$ | - |
| 2 | $-6.2 \mathrm{E}-04$ | 2 | $-3.3 \mathrm{E}+00$ | 3 | $-1.9 \mathrm{E}-04$ | 0 | 0 | $7.9803588 \mathrm{E}+00$ | $2.2723626 \mathrm{E}+00$ | - |
| 3 | $-3.3 \mathrm{E}-07$ | 1 | $-3.3 \mathrm{E}+00$ | 2 | $-9.9 \mathrm{E}-08$ | 0 | 0 | $7.9803588 \mathrm{E}+00$ | $2.2723624 \mathrm{E}+00$ | $-9.1 \mathrm{E}-08$ |

TABLE 7.7
Results for $F_{2}$, initial guess $\lambda_{1}=7.94617$, chord $/ F D$.

| I | $\lambda^{\prime}$ | I 1 | $\lambda^{\prime \prime}$ | I 2 | $\delta \sigma$ | D | N | $\lambda$ | $u(0.5,0.5)$ |
| :--- | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $4.7 \mathrm{E}-01$ | 0 | $-2.8 \mathrm{E}+00$ | 0 | $1.6 \mathrm{E}-01$ | 0 | 5 | $7.9791640 \mathrm{E}+00$ | $2.3324056 \mathrm{E}+00$ |
| 2 | $-9.7 \mathrm{E}-02$ | 6 | $-4.0 \mathrm{E}+00$ | 6 | $-2.4 \mathrm{E}-02$ | 0 | 1 | $7.9803528 \mathrm{E}+00$ | $2.2735747 \mathrm{E}+00$ |
| 3 | $-2.0 \mathrm{E}-03$ | 4 | $-3.8 \mathrm{E}+00$ | 5 | $-5.1 \mathrm{E}-04$ | 0 | 0 | $7.9803533 \mathrm{E}+00$ | $2.2723666 \mathrm{E}+00$ |
| 4 | $-7.2 \mathrm{E}-07$ | 1 | $-3.8 \mathrm{E}+00$ | 3 | $-1.9 \mathrm{E}-07$ | 0 | 0 | $7.9803533 \mathrm{E}+00$ | $2.2723661 \mathrm{E}+00$ |

These results show that the outer iteration is very similar to the results of the basic algorithm. The inner iteration took a few more iterations because of the chord-Newton strategy, but due to the more accurate predictor, the number of inner iterations also decreases rapidly as the turning point is approached. As expected, both the inner Newton iterations and the iterative improvement took more iterations when the starting guess $\left(\lambda_{1}\right)$ is farther away from the turning point. But the total number of solves is still reasonably small considering only one factorization was performed. Note also that the number of iterative improvement iterations is less for $\left[u^{\prime}, \lambda^{\prime}\right]$ (which have a better initial guess from a first order predictor) than for [ $\left.u^{\prime \prime}, \lambda^{\prime \prime}\right]$.

To test the robustness of the damped version, we applied the true Newton version on $F_{2}$, starting at $\lambda_{4}=7.0$. The results are given in Table 7.8. Notice that the starting point is quite far away from the turning point and, as a consequence, many dampedNewton steps had to be taken in the beginning. As the turning point is approached, however, no damping is needed and quadratic convergence is regained.

The next test we did was designed to show the effectiveness of the more accurate second-order predictor. We repeated exactly the case corresponding to Table 7.4, except that the first-order predictor was used instead. The results are presented in Table 7.9. They are very similar to the results in Table 7.4, except as expected, the number of

TAble 7.8
Results for $F_{2}$, initial guess $\lambda_{4}=7.0$, true Newton.

| I | $\lambda^{\prime}$ | I 1 | $\lambda^{\prime \prime}$ | I 2 | $\delta \sigma$ | D | N | $\lambda$ | $u(0.5,0.5)$ | $\dot{\lambda}$ |
| :--- | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $9.8 \mathrm{E}-01$ | 0 | $-3.3 \mathrm{E}-02$ | 0 | $9.3 \mathrm{E}-01$ | 5 | 3 | $7.8777199 \mathrm{E}+00$ | $1.7912264 \mathrm{E}+00$ | $7.1 \mathrm{E}-01$ |
| 2 | $8.4 \mathrm{E}-01$ | 0 | $-7.5 \mathrm{E}-01$ | 0 | $1.2 \mathrm{E}-01$ | 3 | 2 | $7.9665943 \mathrm{E}+00$ | $2.0815067 \mathrm{E}+00$ | $3.0 \mathrm{E}-01$ |
| 3 | $6.1 \mathrm{E}-01$ | 0 | $-5.9 \mathrm{E}+00$ | 0 | $2.5 \mathrm{E}-02$ | 2 | 2 | $7.9790850 \mathrm{E}+00$ | $2.2123320 \mathrm{E}+00$ | $9.0 \mathrm{E}-02$ |
| 4 | $3.0 \mathrm{E}-01$ | 0 | $-2.6 \mathrm{E}+01$ | 0 | $1.2 \mathrm{E}-02$ | 0 | 2 | $7.9794920 \mathrm{E}+00$ | $2.3233010 \mathrm{E}+00$ | $-7.0 \mathrm{E}-02$ |
| 5 | $-4.9 \mathrm{E}-01$ | 0 | $-2.0 \mathrm{E}+02$ | 0 | $-2.5 \mathrm{E}-03$ | 0 | 1 | $7.9802267 \mathrm{E}+00$ | $2.2919466 \mathrm{E}+00$ | $-2.8 \mathrm{E}-02$ |
| 6 | $-1.5 \mathrm{E}-01$ | 0 | $-9.7 \mathrm{E}+01$ | 0 | $-1.5 \mathrm{E}-03$ | 0 | 1 | $7.9803523 \mathrm{E}+00$ | $2.2755943 \mathrm{E}+00$ | $-4.6 \mathrm{E}-03$ |
| 7 | $-2.2 \mathrm{E}-02$ | 0 | $-7.1 \mathrm{E}+01$ | 0 | $-3.1 \mathrm{E}-04$ | 0 | 0 | $7.9803558 \mathrm{E}+00$ | $2.2724587 \mathrm{E}+00$ | $-1.4 \mathrm{E}-04$ |
| 8 | $-6.4 \mathrm{E}-04$ | 0 | $-6.7 \mathrm{E}-01$ | 0 | $-9.6 \mathrm{E}-06$ | 0 | 0 | $7.9803558 \mathrm{E}+00$ | $2.2723642 \mathrm{E}+00$ | $-1.6 \mathrm{E}-07$ |

TAble 7.9
Results for $F_{2}$, initial guess $\lambda_{2}=7.5$, true Newton, first-order predictor.

| I | $\lambda^{\prime}$ | I 1 | $\lambda^{\prime \prime}$ | I 2 | $\delta \sigma$ | D | N | $\lambda$ |  |  |
| ---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | ---: |
| 1 | $4.8 \mathrm{E}-01$ | 0 | $-1.9 \mathrm{E}-01$ | 0 | $2.6 \mathrm{E}+00$ | 0 | 4 | $7.8877699 \mathrm{E}+00$ | $2.8753644 \mathrm{E}+00$ | $-4.9 \mathrm{E}-01$ |
| 2 | $-2.2 \mathrm{E}-01$ | 0 | $-2.1 \mathrm{E}-01$ | 0 | $-1.1 \mathrm{E}+00$ | 0 | 4 | $7.9699775 \mathrm{E}+00$ | $2.1055603 \mathrm{E}+00$ | $2.6 \mathrm{E}-01$ |
| 3 | $8.1 \mathrm{E}-02$ | 0 | $-3.2 \mathrm{E}-01$ | 0 | $2.6 \mathrm{E}-01$ | 0 | 4 | $7.9803549 \mathrm{E}+00$ | $2.2724289 \mathrm{E}+00$ | $-9.2 \mathrm{E}-05$ |
| 4 | $-3.0 \mathrm{E}-05$ | 0 | $-3.2 \mathrm{E}-01$ | 0 | $-9.4 \mathrm{E}-05$ | 0 | 4 | $7.9803550 \mathrm{E}+00$ | $2.2723647 \mathrm{E}+00$ | $-1.6 \mathrm{E}-07$ |
| 5 | $-5.2 \mathrm{E}-08$ | 0 | $-3.2 \mathrm{E}-01$ | 0 | $-1.6 \mathrm{E}-07$ | 0 | 4 | $7.9803548 \mathrm{E}+00$ | $2.2723647 \mathrm{E}+00$ | $3.6 \mathrm{E}-08$ |

inner Newton iterations does not decrease as the turning point is approached. Comparing the two tables shows the dramatic increase in efficiency made possible by the more accurate predictor.

The last test we performed was designed to test the effect of the deflation techniques used in Algorithm DBE, by running some tests using Algorithm BE instead. Without going into details, we shall just report that Algorithm BE is fairly reliable in practice, producing results that are practically the same as if Algorithm DBE had been used. A plausible explanation for the unexpected reliability of Algorithm BE is that it only fails when $G_{u}$ is very singular, at which point the accuracy is usually high enough that the iterations can be terminated. The only kind of problems that we have encountered with Algorithm BE occur when an iterate happens to be very close to the turning point, then $\|G\|$ can actually increase in the inner Newton iteration, causing a dampedNewton step to be taken. On the other hand, we have had no problem with Algorithm DBE at all, and we believe that it is to be preferred because of its higher reliability and minimal extra cost.
8. Conclusions. We have presented and tested a new algorithm for computing simple turning points of nonlinear equations. It possesses quadratic convergence, which, together with the more accurate second order predictor, makes it extremely fast when applied close to a turning point. We have also demonstrated that, through the use of a chord-Newton variant, the efficiency can be increased dramatically in such cases. On the other hand, when started far away from a turning point, its use of a natural damped-Newton strategy makes it reasonably reliable and robust. The use of the block-elimination algorithm with implicit deflation makes it possible to exploit special structures and solvers for the problem. Although second derivatives of $G$ are required, the experimental results show that difference approximations for them can be used safely. Although more tests on different and larger problems are needed to more completely validate the new algorithm, our limited experimental results show rather convincingly that it is both efficient and reliable and compares favourably with the best of the existing methods.
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# A NUMERICAL METHOD FOR THE INVERSE STURM-LIOUVILLE PROBLEM* 
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#### Abstract

In this paper we present a method for solving a form of the inverse Sturm-Liouville problem. The basis of the method is to modify the given differential eigenvalues so that the $N \times N$ tridiagonal matrix eigenvalue problem recovered from the first $N$ eigenvalues can (after a suitable transformation) be identified with the finite difference approximation of the required differential eigenvalue problem. Numerical results are presented to illustrate the effectiveness of this method.
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1. Introduction. The inverse eigenvalue problem for the Sturm-Liouville problem

$$
\begin{align*}
& -u ̈+q u=\lambda u, \quad x \in[0, \pi],  \tag{1.1}\\
& \alpha u(0)+\beta \dot{u}(0)=0,  \tag{1.2}\\
& \gamma u(\pi)+\delta \dot{u}(\pi)=0 \tag{1.3}
\end{align*}
$$

consists of recovering the potential $q$ from one or more of the spectra $\left\{\lambda_{k}\right\}_{k=1}^{\infty}$ corresponding to distinct sets of the boundary conditions (1.2)-(1.3). It is well known [2] that when the spectrum for the essential boundary conditions

$$
\begin{equation*}
u(0)=0=u(\pi) \tag{1.4}
\end{equation*}
$$

only is available, the inverse problem only has a unique solution in the class of square integrable functions which satisfy the symmetry condition

$$
\begin{equation*}
q(\pi-x)=q(x) \tag{1.5}
\end{equation*}
$$

almost everywhere in $[0, \pi]$. In the remainder of this paper we will assume that the potential satisfies this condition.

The method we present here uses the algorithm given in de Boor and Golub [3] to recover a persymmetric tridiagonal matrix from $N$ eigenvalues (we refer to this algorithm as ALGC), the new feature of our approach being that a correction is added to the differential eigenvalues before recovering the matrix. This correction compensates for the differing asymptotic behaviour of the given differential eigenvalues and the required finite difference eigenvalues.

In what follows we use the vector pair $\mathbf{a}^{T}=\left(a_{1}, \cdots, a_{N}\right)$ and $\mathbf{b}^{T}=\left(b_{2}, \cdots, b_{N}\right)$ to represent the class of $N \times N$ tridiagonal matrices

$$
T=\left[\begin{array}{cccc}
t_{1,1} & t_{1,2} & & \\
t_{2,1} & t_{2,2} & t_{2,3} & \\
& \cdot & \cdot & \cdot \\
& & t_{N, N-1} & t_{N, N}
\end{array}\right]
$$

which satify the conditions $t_{i, i}=a_{i}, i=1, \cdots, N$ and $t_{i, i+1} * t_{i+1, i}=b_{i+1}, i=1, \cdots, N-1$. This class contains a unique (up to the signs of the off-diagonal elements) symmetric matrix, and all matrices in this class are similar.

[^17]2. Development of the eigenvalue correction. There has been a great deal of interest in developing an adequate theoretical grounding and useful numerical methods for inverse eigenvalue problems (see e.g. [1], [4]). This work has usually been in two distinct but related directions. The first is in establishing the existence and uniqueness of solutions to the differential inverse eigenvalue problems (DIEVP) and in developing numerical methods for recovering the potential; and the second is a study of the same problems in the context of reconstructing a matrix eigenvalue problem with a specified form from its eigenvalues i.e. the matrix inverse eigenvalue problem (MIEVP). The two approaches are frequently linked in the development of numerical methods in the sense that the DIEVP is often solved by converting it to a related MIEVP for which a method of solution exists. The motivation usually given for the connection between the MIEVP and the DIEVP is that the recovered matrix has the same structure as the matrix eigenvalue problem obtained by applying a particular numerical method to solve (1.1)-(1.3). Examples of this approach can be found in Hald [5] where a Rayleigh-Ritz method with trigonometric basis functions is used and in Morel [6] where the central finite difference approximation of (1.1)-(1.3) is used. The identification used by Morel is particularly common since the finite difference approximation of (1.1)-(1.3) yields a matrix eigenvalue problem of the form
\[

$$
\begin{equation*}
-A \mathbf{u}+h^{2} Q \mathbf{u}=h^{2} \mu \mathbf{u} \tag{2.1}
\end{equation*}
$$

\]

where $Q=\operatorname{diag}\left\{q_{1}, \cdots, q_{N}\right\}, \mathbf{u}^{T}=\left(u_{1}, \cdots, u_{N}\right)$, and $-A+h^{2} Q$ is the symmetric tridiagonal matrix given by $a_{i}=2+h^{2} q_{i}, i=1, \cdots, N$ and $b_{i}=1, i=2, \cdots, N$. Here we adopt the usual notation $q_{i}=q\left(x_{i}\right)$, where $x_{i}=i h$, and $h=\pi /(N+1)$, and it is assumed that $q \in C^{2}[0, \pi]$.

As the finite difference approximation of (1.1), (1.4) yields a tridiagonal matrix eigenvalue problem, if we can recover a tridiagonal matrix from $N$ given eigenvalues it may be possible to identify the recovered matrix with the finite difference form (2.1) and hence recover the potential. This objective has been given as the motivation for a number of methods aimed at solving the tridiagonal MIEVP, but to the author's knowledge there is no published work which examines its validity. (Note that Morel's numerical results use the exact finite difference eigenvalues rather than the differential eigenvalues.)

It is clear that this identification should be examined more closely if we compare the behaviour of the eigenvalues $\lambda_{k}$ of (1.1), (1.4) with $q(x)=0$ with that of eigenvalues $\mu_{k}$ of (2.1) with $Q=\operatorname{diag}\{0, \cdots, 0\}$. Clearly $\lambda_{k}=k^{2}$ while $\mu_{k}=2 h^{-2}(1-\cos k h)$ and so $\mu_{k} / \lambda_{k} \rightarrow 4 / \pi^{2}+0(h)$ as $k \rightarrow N$. In other words the asymptotic behaviour of the differential and finite difference eigenvalues is substantially different and so the matrix recovered using the differential eigenvalues cannot necessarily be directly identified with the finite difference form. (It should be noted here that in Hald's method [5] the matrix and differential eigenvalues have the same asymptotic behaviour and so the matrix he recovers from the differential eigenvalues can be directly related to the matrix obtained by the Rayleigh-Ritz method.)

To investigate the effect that the differing asymptotic behaviour of the differential and finite difference eigenvalues has on the matrix recovered using ALGC, we recovered the tridiagonal matrix $\mathbf{a}, \mathbf{b}$ from $h^{2} k^{2}, k=1, \cdots, N$ for $N=25$.

The elements of the recovered matrix given in Table 1 for $i=1, \cdots,(N+1) / 2$, when compared with the results given in Morel and in de Boor and Golub, clearly show that the difference in asymptotic behaviour severely affects the recovered matrix since it obviously deviates substantially from the expected form.

TABLE 1
Matrix recovered from uncorrected differential eigenvalues.

| $i$ | $a_{i}$ | $b_{i}$ |
| ---: | :---: | :---: |
| 1 | 0.560363 | - |
| 2 | 1.227185 | 0.189143 |
| 3 | 1.836272 | 0.578852 |
| 4 | 2.387198 | 1.112919 |
| 5 | 2.879860 | 1.740226 |
| 6 | 3.314264 | 2.414698 |
| 7 | 3.690462 | 3.095297 |
| 8 | 4.008537 | 3.746015 |
| 9 | 4.268588 | 4.335891 |
| 10 | 4.470715 | 4.839035 |
| 11 | 4.615014 | 5.234659 |
| 12 | 4.701559 | 5.507123 |
| 13 | 4.730402 | 5.645974 |

The question now arises as to whether we can improve the agreement of the recovered matrix with the form (2.1). Since ALGC would yield the exact finite difference matrix if we had the exact finite difference eigenvalues, and since the matrix obtained by ALGC depends continuously on the given eigenvalues, we would expect ALGC to give a matrix close to the finite difference matrix if we could supply eigenvalues which are close to the finite difference eigenvalues. This observation would not at first appear to be useful since the finite difference eigenvalues are not known; however, a method has been given in Paine, de Hoog and Anderssen [7] for improving the accuracy of finite difference eigenvalues. This improvement is achieved by adding a correction to each of the finite difference eigenvalues which gives them the same asymptotic behaviour as the differential eigenvalues. Thus if we subtract this correction from the (exact) differential eigenvalues we will obtain estimates of the desired finite difference eigenvalues which will now have the correct asymptotic behaviour. What we propose to do then is:
(i) correct the differential eigenvalues using

$$
\begin{equation*}
\hat{\lambda}_{k}=\lambda_{k}-\left(k^{2}-2 h^{-2}(1-\cos k h)\right), \quad k=1, \cdots, N \tag{2.2}
\end{equation*}
$$

which is the reverse of the correction given in [7],
(ii) then use ALGC with these corrected eigenvalues to recover the matrix a, b.

If we use this method in the above example we will recover the exact finite difference matrix since the corrected eigenvalues in this case are precisely the finite difference eigenvalues. So to test this method on a nontrivial problem we applied it to recover the potential $q(x)=6 \cos 2 x$ from its eigenvalues. The results given in Table 2 for $N=25$, represent a dramatic improvement in the agreement of the recovered matrix with the form (2.1) since the $b_{i}$ are now almost unit entries.

If we ignore the discrepancy between the expected and recovered $\mathbf{b}$ and recover the discrete potential using the equations $a_{i}=2+h^{2} q_{i}$ the values obtained, also given in Table 2, indicate that we have recovered some information on the potential since the recovered potential has the same qualitative structure as the true potential. However the discrete values are only approximately half those of the true potential at the points $x_{i}$. Therefore, although correcting the differential eigenvalues does yield
a matrix which is approximately of the required form, the discrepancy with respect to the form (2.1) cannot be ignored, and so this approach does not in itself give us a means for recovering the potential.

TABLE 2
Matrix recovered from corrected differential eigenvalues.

| $i$ | $a_{i}$ | $b_{i}$ | $h^{-2}\left(a_{i}-2\right)$ |
| ---: | :---: | :---: | :---: |
| 1 | 2.042623 | - | 2.919384 |
| 2 | 2.038761 | 0.959640 | 2.654865 |
| 3 | 2.032704 | 0.964465 | 2.239976 |
| 4 | 2.024749 | 0.971388 | 1.695160 |
| 5 | 2.015352 | 0.980012 | 1.051529 |
| 6 | 2.005061 | 0.989850 | 0.346661 |
| 7 | 1.994482 | 1.000334 | -0.377927 |
| 8 | 1.984239 | 1.010851 | -1.079494 |
| 9 | 1.974933 | 1.020774 | -1.716917 |
| 10 | 1.967100 | 1.029513 | -2.253420 |
| 11 | 1.961181 | 1.036551 | -2.658824 |
| 12 | 1.957499 | 1.041477 | -2.910994 |
| 13 | 1.956251 | 1.044011 | -2.996534 |

3. Development of the inverse method. Although the matrix recovered in this example clearly cannot be identified with the finite difference matrix in (2.1) since the off-diagonal elements are not unit entries, it has been noted in Hald [4] that the matrix can be identified with the finite difference approximation of the more general Sturm-Liouville eigenvalue problem

$$
\begin{equation*}
-(p \dot{v})^{\cdot}+r v=\lambda v, \quad s \in[0, \pi] \tag{3.1}
\end{equation*}
$$

with the boundary conditions (1.4), where $p$ and $r$ satisfy (1.5), and $p \in C^{4}[0, \pi]$, $r \in C^{2}[0, \pi]$. For this problem the finite difference eigenvalue problem is of the form

$$
\begin{equation*}
-D \mathbf{v}+h^{2} R \mathbf{v}=h^{2} \lambda \mathbf{v} \tag{3.2}
\end{equation*}
$$

where $R=\operatorname{diag}\left\{r_{1}, \cdots, r_{N}\right\}$ and $-D+h^{2} R$ is the persymmetric tridiagonal matrix given by

$$
\begin{align*}
a_{i} & =\left(p_{i}+p_{i+1}\right)+h^{2} r_{i}, & i=1, \cdots, N,  \tag{3.3}\\
b_{i} & =p_{i}^{2}, & i=2, \cdots, N . \tag{3.4}
\end{align*}
$$

Here $r_{i}=r\left(s_{i}\right), s_{i}=i h$ and $p_{i}=p\left(s_{i-1 / 2}\right)$ where $s_{i-1 / 2}=(i-1 / 2) * h, i=1, \cdots, N+1$.
If we attempt to identify the recovered matrix with (3.2) we immediately discover that $p_{1}$ is undetermined. However on observing that (3.1) and (1.1) are connected via the Liouville transform

$$
\begin{align*}
& x=x(s), \quad x(s)=\int_{0}^{s} p^{-1 / 2} d s,  \tag{3.5}\\
& u=w v, \quad w=p^{-1 / 4}, \\
& q(x)=r(x)-\left(\frac{\tilde{w}}{w}\right)^{\prime}(x)+\left(\frac{\tilde{w}}{w}\right)^{2}(x)
\end{align*}
$$

if $x(\pi)=\pi$, it seems reasonable to attempt to find a discrete version of the Liouville transform to take (3.2) to the form (2.1). Unfortunately there is no discrete analogue of (3.5)-(3.6) which will transform (3.2) exactly to (2.1), so we will instead discretize (3.5)-(3.6) in the same fashion as (3.1) to obtain an approximate transformation.

The first step in implementing this approximate transform is to observe that the values of the function $p$ in (3.1) are known (via ALGC) at the midpoints of the subintervals of a uniform partition of $[0, \pi]$ except on the first and last intervals. This immediately suggests that we can use midpoint quadrature to evaluate the integral in (3.5) once we have fixed $p_{1}$. Since we are assuming that $p$ is symmetric about $\pi / 2$ the obvious choice for $p_{1}$ (and hence $p_{N+1}$ ) is that value which yields $x(\pi)=\pi$. This requirement is satisfied if we set

$$
\begin{equation*}
p_{1}=4 h^{2} /\left(\pi-\sum_{i=2}^{N} h p_{i}^{-1 / 2}\right)^{2} \tag{3.8}
\end{equation*}
$$

where the $p_{i}, i=2, \cdots, N$ are obtained from $b$ using (3.4), and it is assumed that the term in parentheses in (3.8) is positive. If this assumption is not satisfied, we have $x(\pi)>\pi$ for the approximate transform and so it will not be possible to transform (3.2) to (2.1) on the interval $[0, \pi]$. Once $p_{1}$ is determined in this way, the discrete analogues of (3.5)-(3.6) are

$$
\begin{align*}
& x_{i}=x_{i-1}+h p_{i}^{-1 / 2}, \quad x_{0}=0, \quad i=1, \cdots, N+1  \tag{3.9}\\
& u_{i}=w_{i} v_{i}, \quad w_{i}=p_{i}^{-1 / 4}, \quad i=1, \cdots, N . \tag{3.10}
\end{align*}
$$

This identification of the recovered matrix with the finite difference form (3.2) already provides a much better approximation of the potential as can be seen if we recover the matrices with $N=15,31$, and 63 , evaluate $p_{i}, i=2, \cdots, N$ from (3.4), $p_{1}$ from (3.8) and then recover the $r_{i}$ using (3.3). The errors in the discrete potential at the (uniform) points $s_{i}$ of the $s$ interval are displayed in Fig. 1 for $i=1, \cdots,(N+1) / 2$. In fact the recovered potential is very accurate and the convergence to the exact potential appears to be second order for points away from the boundary. For points near to the boundary, convergence is still obtained but is more complex in that the order of convergence for the point closest to the origin is only one.


Fig. 1. Errors in the potential recovered from the corrected eigenvalues. (*) $N=15,(+) N=31$, (○) $N=63$.

The remaining step in implementing the transform is to evaluate $q\left(x_{i}\right), i=1, \cdots, N$ from (3.7), which will then be the required discrete potential of the Liouville normal form, but will in this case be known on the nonuniform partition of $[0, \pi]$ given by the $x_{i}$. The natural choice for evaluating (3.6) at the points $x_{i}$ is to replace the derivatives with respect to $x$ with differences evaluated on the $x$ partition. However the nonuniformity of the partition of the $x$ interval, coupled with the realization that $q(x)=q(x(s))$ and that the partition of the $s$ interval is uniform, suggested that (3.7) be restated in terms of derivatives with respect to $s$, which can then be readily and accurately approximated by differences in the $s$ interval. Thus, on noting that

$$
q(s)=r(s)+\frac{\ddot{p}(s)}{4}-\frac{(\dot{p})^{2}(s)}{16 p(s)}
$$

we evaluate the discrete potential using the formula

$$
\begin{equation*}
q_{i}=r_{i}+.25 \ddot{p}_{i}-.0625 \frac{\dot{p}_{i}^{2}}{\hat{p_{i}}} \tag{3.11}
\end{equation*}
$$

where

$$
\dot{p}_{i}=\frac{p_{i+1}-p_{i}}{h}, \quad i=1, \cdots, N
$$

and

$$
\ddot{p}_{i}= \begin{cases}\frac{-3 \dot{p}_{1}+4 \dot{p}_{2}-\dot{p}_{3}}{2 h}, & i=1, \\ \frac{\dot{p}_{i+1}-\dot{p}_{i-1}}{2 h}, & i=2, \cdots, N-1, \\ \frac{3 \dot{p}_{N}-4 \dot{p}_{N-1}+\dot{p}_{N-2}}{2 h} & i=N .\end{cases}
$$

Since the values of $p$ are known at the midpoints of the subintervals of a uniform partition of $[0, \pi]$, the difference approximations of $\dot{p}_{i}$ and $\ddot{p}_{i}$ will be second order accurate, and so the values of $q_{i}$ will also be second order accurate provided we use $\hat{p}_{i}=\left(p_{i+1}+p_{i}\right) / 2$ in (3.11).

We implemented this method for recovering the potential from the matrices recovered in the previous example and give the errors in the discrete potential at the points $x_{i}$ in Fig. 2.

The results obtained show that the $q_{i}$ are generally better approximations of the exact potential than are the $r_{i}$, and that the convergence of the discrete potential has the same characteristics. Though it should be noted that there appears to be a Gibbs type phenomenon for the points near the origin which was not observed in the previous results.

As a final point we observe that, since this approximate Liouville transform is aimed at producing a finite difference eigenvalue problem on a nonuniform partition of $[0, \pi]$ which has the form (2.1) where $-A+h^{2} Q$ is given by

$$
\begin{array}{ll}
a_{i}=2 h^{2} / h_{i-1} h_{i}+h^{2} q_{i}, & i=1, \cdots, N \\
b_{i+1}=4 h^{4} / h_{i}^{2}\left(h_{i-1}+h_{i}\right)\left(h_{i}+h_{i+1}\right), & i=1, \cdots, N-1 \tag{3.13}
\end{array}
$$



FIG. 2. Errors in the potential recovered using (3.11). (*) $N=15$, (+) $N=31$, (O) $N=63$.
where $h=\pi /(N+1)$ and $h_{i}, i=0, \cdots, N$ is defined as $h_{i}:=\left(x_{i+1}-x_{i}\right) i=0, \cdots, N$, an alternative method for recovering the $q_{i}$ is to recover the matrix $\mathbf{a}$ and $\mathbf{b}$ as before and then determine the $h_{i}$ by solving the system of nonlinear equations (3.13) with the given $b_{i}$, subject to the constraint $h_{0}+h_{1}+\cdots+h_{N}=\pi$. Once the $h_{i}$ are known the $q_{i}$ can be obtained directly from (3.12).

We implemented this approach by solving the system of nonlinear equations using Newton's method, and found that the partition defined by the $h_{i}$ and the recovered potential agreed closely with those given by the approximate transform method. There therefore appears to be little justification for using this alternative formulation as it requires the iterative solution of a (possibly large) system of nonlinear equations.
4. Conclusions and discussion. In this paper we have presented what appears to be an efficient method for recovering symmetric potentials from the spectrum associated with essential boundary conditions. The main deficiencies are that no theoretical justification has as yet been obtained, and that the method as it stands can only be applied to recover potentials $q \in C^{2}[0, \pi]$ which satisfy (1.5).

Since a method for correcting the finite difference eigenvalues for the general boundary conditions (1.2)-(1.3) is given in [7], and a method is given in [3] for recovering a general Jacobi matrix from its eigenvalues together with the eigenvalues of its left principal submatrix of order $N-1$, it would seem likely that the symmetry constraint could be removed by combining these two methods. It would also seem likely that potentials which are only piecewise twice differentiable could be recovered from their spectra by using the method given in [8] for obtaining finite difference approximations for such potentials. However the means for overcoming the lack of theoretical justification of the methods given here are not obvious.
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#### Abstract

The well-known algorithms of Kruskal, Prim, and Sollin for constructing a minimum spanning tree are surveyed in this paper. We discuss various data structures that can facilitate the search and update operations of these algorithms. In particular, certain novel data structures for carrying out the Kruskal and Prim algorithms are presented. Computational experience using four implementations of the Kruskal algorithm and two implementations of the Prim algorithm on a class of moderately large networks is also given. Overall, the best performance is attained by our new implementation of Prim's algorithm which incorporates an address calculation sort.
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1. Introduction. Minimum spanning trees, which connect together nodes of a network at minimum total cost (or length), find application in the planning of efficient distribution systems (pipelines, transmission lines) and in the designing of layouts for circuit boards [28], [31]. In addition, minimum spanning trees provide useful information for problems arising in clustering and taxonomy [15], [41], pattern recognition [9], [30], [42], minimax control processes [20], [24], network reliability [26], and chemical physics [37]. Variants of minimum spanning trees also occur in the study of multiterminal network flows [21] and in the approximate solution of travelling salesman problems [16], [17].

Three distinct procedures for calculating minimum spanning trees have been developed [3], [27], [31] as well as several variants of these basic procedures. An excellent survey of a number of solution procedures is provided by Kershenbaum and Van Slyke [26]. The present paper extends this survey of solution procedures and examines various data structures that can facilitate the search and update operations of these procedures. Computational experience with existing and alternative implementations is also presented.
2. Basic solution procedures. In this section, the minimum spanning tree problem is defined more precisely and the three basic solution procedures are presented. Detailed discussion of specific data structures and implementation issues is taken up in § 3 .

Suppose that $G=(N, E)$ is a loop-free connected network with node set $N$ and (undirected) edge set $E$. With each edge $e=(i, j)$ in $E$ is associated a cost $c(e)=c(i, j)$, unrestricted in sign. Let $n=|N|$ and $m=|E|$ signify the number of nodes and edges in $G$ respectively. A spanning tree $T$ of $G$ is a subgraph $\left(N^{\prime}, E^{\prime}\right)$ of $G$ with $N^{\prime}=N, E^{\prime} \subseteq$ $E$, such that $\left|E^{\prime}\right|=n-1$ and $E^{\prime}$ contains no cycles. The cost $c(T)$ of a spanning tree $T=\left(N, E^{\prime}\right)$ is given by

$$
\begin{equation*}
c(T)=\sum_{e \in E^{\prime}} c(e) . \tag{1}
\end{equation*}
$$

A minimum spanning tree (MST) for $G$ is then a spanning tree $T^{\prime}$ such that $c\left(T^{\prime}\right) \leqq$ $c(T)$ for all spanning trees $T$ of $G$.

[^18]2.1. Kruskal's algorithm. Suppose $e$ is an edge of $G$ not in some given spanning tree $T$. Since there is a unique path $P_{T}(e)$ in $T$ between the two end nodes of $e$, then $P_{T}(c) \cup\{e\}$ forms a cycle in $G$. It follows that if $T$ is a $M S T$ then $c(e) \geqq c(u)$ for all edges $u$ in $P_{T}(e)$, since otherwise the cost of $T$ could be reduced by exchanging $e$ for some edge $u$ in $P_{T}(e)$. This necessary condition is also sufficient [12], [34], and so the following optimality condition characterizes minimum spanning trees.

Optimality condition 1. Suppose $T$ is a spanning tree of $G . T$ is a MST iff for all edges $e$ not in $T, c(e) \geqq c(u)$ for all edges $u$ in $P_{T}(e)$.

This optimality condition immediately suggests one method for obtaining a MST. Namely, construct an arbitrary spanning tree for $G$ and test whether the optimality condition above holds. If so, the current tree is optimal. Otherwise, there are edges $e$ and $u$ such that the condition is not satisfied, and it is therefore advantageous to exchange $e$ for $u$ in the current tree. By repeating this test/exchange procedure, we will obtain a minimum spanning tree after a finite number of steps.

An alternative, and more systematic, method for obtaining a minimum spanning tree also derives from the above optimality condition. Namely, suppose that edges are considered for inclusion in $T$ in order of nondecreasing cost and only chosen for inclusion when they do not form a cycle with edges already chosen. Because of this manner of selection, an edge forming a cycle with the chosen edges must have a cost at least as large as the cost of any chosen edge in $P_{T}(e)$. Thus, the optimality condition is guaranteed to hold and so a minimum spanning tree is indeed produced by this method. Although its origin has been attributed to Boruvka [4], this method is generally referred to as Kruskal's algorithm [27]. It was also independently discovered and amplified upon by Loberman and Weinberger [28]. A statement of the general algorithm is provided by the following.

Kruskal's algorithm. Given a connected, $n$-node network $G=(N, E)$, this algorithm produces a MST for $G$.

Step 1. Set $S=E, T=\phi, i=0$.
Step 2. Let $e^{\prime}$ have minimum cost among edges in $S$.
Step 3. If $T \cup\left\{e^{\prime}\right\}$ does not contain a cycle then

$$
\text { Set } i=i+1, T=T \cup\left\{e^{\prime}\right\} .
$$

If $i=n-1$ then STOP.
Step 4. Set $S=S-\left\{e^{\prime}\right\}$. Return to Step 2.
In the above algorithm, set $S$ contains the candidate edges, $T$ contains the edges selected so far, and $i=|T|$. At any stage of Kruskal's algorithm, the selected edges form a forest (a node-disjoint collection of trees). Ultimately, after $n-1$ edges have been added, a spanning tree is obtained.

There are two major tasks involved in implementing the Kruskal algorithm: selecting a minimum cost edge from $S$ (Step 2) and checking for the creation of a cycle (Step 3). These tasks have been carried out in a variety of ways by various investigators. Namely, selection of a minimum cost edge can be done by searching the set $S$ each time for a smallest element [29], by presorting the edges according to cost [5], [26], [36], or by keeping the edges in a heap [1], [6], [19], [26], [33]. Checking for cycle creation can be accomplished by labeling and updating connected components [5], [26], [36], by the use of linked lists to maintain connected components [1], [26], by storing components as subtrees and using the subtree root as the component label [1], [29], or by using tree structures and path compression together with efficient "find" and "set union" operations [1], [6], [19], [33]. Depending on the specific implementation used, the worst-case complexity of Kruskal's algorithm ranges from $\boldsymbol{O}\left(m^{2}\right)$ to $\boldsymbol{O}(m \log m)$ where $m=|E|$. (In this paper, all logarithms are base 2).
2.2. Prim's algorithm. The optimality condition of $\S 2.1$ allows one to decide whether a given spanning tree is a MST by examining certain (fundamental) cycles in $G$. Alternatively, there is another optimality condition, dual to the first, that involves cutsets of $G$ [1], [8], [14], [34]. Recall that the cutset $\left(X, X^{c}\right)$ is the set of all edges in $E$ joining a node in $X$ to a node in $X^{c}=N-X$.

Optimality condition 2. T is a MST iff for all $X$ such that $\phi \subset X \subset N$, there is an edge $e^{\prime}$ of $T$ such that $e^{\prime} \in\left(X, X^{c}\right)$ and $c\left(e^{\prime}\right)=\min \left\{c(e): e \in\left(X, X^{c}\right)\right\}$.

Thus, a MST for $G$ contains a minimum cost edge in every cutset of $G$. In particular, suppose that $T^{\prime}=\left(N^{\prime}, E^{\prime}\right)$ is a subtree of a MST. Note that $T^{\prime}$ is a minimum spanning tree on the subnetwork of $G$ induced by the node set $N^{\prime}$. Taking $X=N^{\prime}$ in the second optimality condition shows that $T^{\prime}$ can be extended to a larger subtree of a MST by adding to it a minimum cost edge $e^{\prime} \in\left(N^{\prime}, N^{\prime c}\right)$. This observation provides motivation for a second basic solution method for constructing a MST. Namely, at each stage we have a set of nodes $N^{\prime}$ and a subtree $T^{\prime}$ on these nodes. A minimum cost edge $e^{\prime}=(i, j)$, with $i \in N^{\prime}$ and $j \notin N^{\prime}$, is then selected from the cutset ( $N^{\prime}, N^{\prime c}$ ), whereupon $j$ is added to $N^{\prime}$ and $e^{\prime}$ is added to $T^{\prime}$. Continuing in this fashion, the current subtree is extended until it contains all nodes of $G$, at which point a MST for $G$ has been found. This method was first proposed by Prim [31] and later independently by Dijkstra [11]. In contrast to the Kruskal procedure, each stage of the Prim procedure generates a tree (rather than a forest). Moreover, a MST can be grown in the Prim procedure starting from any node in $N$. A general version of Prim's algorithm is embodied in the following.

Prim's algorithm. Given a connected, $n$-node network $G=(N, E)$, this algorithm produces a MST for $G$.

Step 1. Set $X=\phi, T=\phi$. Choose any $j^{\prime} \in N$.
Step 2. Set $X=X \cup\left\{j^{\prime}\right\}$. If $X=\boldsymbol{N}$ then STOP.
Step 3. Choose $e^{\prime}=(i, j) \quad$ with $\quad i \in X, j \in X^{c}, \quad$ such that $c\left(e^{\prime}\right)=$ $\min \left\{c(e): e \in\left(X, X^{c}\right)\right\}$.
Step 4. Set $T=T \cup\left\{e^{\prime}\right\}, j^{\prime}=j$. Return to Step 2.
Several variants of this algorithm have been proposed to carry out the cutset minimization in Step 3. Although it is possible to form the entire cutset $\left(\boldsymbol{X}, \boldsymbol{X}^{c}\right)$ and find the minimum cost edge by searching through the whole cutset of potentially $O\left(n^{2}\right)$ edges [5], [18], it is more efficient to restrict the search to an $O(n)$ subset of $\left(X, X^{c}\right)$. A useful device is to keep a temporary label $d(j)$ that represents at any stage either the minimum cost of an edge between node $j \in X$ and set $X^{c}$, or the minimum cost of an edge between set $X$ and node $j \in X^{c}$. The former approach has been employed, together with a fast nearest-neighbor procedure, for calculating MST's of $k$-dimensional point sets [2]. More commonly, however, the latter approach has been used. Thus, the node $j$ selected in Step 3 is simply the node of $X^{c}$ having minimum temporary label. When set $X$ is enlarged in Step 2 by adding node $j^{\prime}$, the remaining nodes $j \in X^{c}$ need to have their temporary labels updated via: $d(j)=\min \left\{d(j), c\left(j^{\prime}, j\right)\right\}$.

Accordingly, two tasks necessary for implementing this form of Prim's algorithm are: updating the temporary node labels and selecting a node with minimum temporary label. Generally, the updating is done in a fairly standard way, while the selection of a minimum-label node can be carried out in various ways. For example, the selection step can be implemented by a direct search of all node labels, possibly using a flag to indicate membership in $X^{c}$ [19], [32], [33], [35] or using an array to index nodes in $X^{c}$ [14], [39]. Alternatively, the temporary labels (or their corresponding edges) can be stored and updated using a heap [26], or a $\beta$-heap [22]. These different implementations all have worst-case complexity $O\left(n^{2}\right)$. However, if $G$ is sparse, an
$O(m \log n)$ implementation is possible (see § 3.2); if $G$ is sufficiently dense, an $O(m)$ algorithm can be constructed [22].
2.3. Sollin's algorithm. Another procedure for constructing a MST can be based on optimality condition 2. This procedure appears to have been first proposed in 1938 by Choquet [7] for points embedded in a metric space, and then independently in 1961 by Sollin [3], [25] for arbitrary networks. Notice that by using $X=\{i\}$ in the second optimality condition, it follows that a MST must contain a minimum cost edge out of each node $i$. Therefore, in this construction method, a minimum cost edge out of each node $i$ is first selected. If these selected edges form a tree, then this tree is a MST. More generally, these edges will form a forest of node-disjoint subtrees $T_{1}, \cdots, T_{k}$. If the node set of each subtree is "shrunk" to a single node, then the procedure can be reapplied to the subnetwork defined by these $k$ nodes; namely, a minimum cost edge out of each new node is again selected. The procedure is repeated until the original network has been shrunk to a single node. A general statement of what is known as Sollin's algorithm is provided by the following.

Sollin's algorithm. Given a connected, $n$-node network $G=(N, E)$, this algorithm produces a MST for $\boldsymbol{G}$.

Step 1. Initialize the list $L$ to consist of the single-node sets $\{1\},\{2\}, \cdots,\{n\}$. Set $T=\phi$.
Step 2. If $|L|=1$ then STOP.
Step 3. Select a set $S$ from $L$.
Step 4. Find a minimum cost edge $e^{\prime}=(i, j)$ with $i$ in $S, j$ not in $S$. Set $T=T \cup\left\{e^{\prime}\right\}$.
Step 5. Merge the set $S$ with the set $S^{\prime}$ in $L$ containing node $j$. Return to Step 2.
Sollin's algorithm has the advantage that Steps 3-5 above can be carried out using parallel processors [14]. However, if the edge costs are not distinct then some care must be exercised to avoid the creation of cycles. Goodman and Hedetniemi [14] provide a tie-breaking rule for Step 4 that avoids this difficulty.

In carrying out this algorithm, several choices are available for selecting the set $S$ from list $L$ in Step 3: e.g., randomly, using a stack, or using a (priority) queue. Major tasks in executing the algorithm are identifying a minimum cost edge $e^{\prime}$ (Step 4), finding the node set $S^{\prime}$ (Step 5), and merging two sets of $L$ into a single set (Step 5). Cheriton and Tarjan [6] have investigated several variants of the Sollin algorithm, using tree structures for $T_{1}, \cdots, T_{k}$ together with efficient "find" and "set union" operations for Step 5; also, several types of priority queues for edges are employed in carrying out the minimization of Step 4. Yao [40] has modified the basic Sollin algorithm by partitioning the edges incident to each node into "levels" based on edge cost. Another Sollin-based algorithm that uses 2-3 trees as the underlying data structure is outlined in [1].

The worst-case complexity of the basic Sollin algorithm is $O(m \log n)$, where $m=|E|$ and $n=|N|$. This complexity can be reduced to $O(m \log \log n)$ using several of the above-mentioned modifications to the Sollin algorithm [6], [40].
3. Alternative data structures. In this section, algorithms for the basic Kruskal and Prim approaches are presented in conjunction with data structures useful in their implementation. Four distinct implementations of the Kruskal procedure and two implementations of the Prim procedure are described. We have chosen not to investigate the Sollin-type algorithms in the present paper. While such algorithms have a better theoretical worst-case complexity than the Kruskal or Prim approaches, the more complicated data structures and consideration of tie-breaking in the Sollin
algorithm may adversely affect its actual empirical performance. Moreover, computational experience with the algorithms developed here shows that fairly large problems can be solved very efficiently by properly implementing the Prim and Kruskal approaches: problems with up to 500 nodes and 24,000 edges were solved in no more than 0.6 seconds CPU time.
3.1. Implementations of Kruskal's algorithm. As noted in § 2.1, there are two primary tasks in implementing Kruskal's algorithm. The first, finding a minimum cost edge, is frequently accomplished via a heap and that approach is taken here. The second, determining whether a candidate edge creates a cycle, will be examined in more detail.

Four approaches, leading to Algorithms K1, K2, K3, and K4, are considered for detecting cycles. Recall that at any stage of Kruskal's algorithm the edges selected so far define a forest of disjoint subtrees $\left\{T_{1}, T_{2}, \cdots, T_{k}\right\}$. Algorithm K1, the most straightforward implementation, employs a node-length array $A$ of subtree labels [38]. That is, $A(i)$ provides for each node $i$ the identity (or label) of the unique subtree $T_{r}$ containing $i$. A candidate edge forms a cycle with the current forest if and only if the labels of its end nodes are equal. When these labels are different, the candidate edge joins distinct subtrees $T_{r}$ and $T_{s}$; in this case, the subtree labels can be updated by scanning the array $A$ and changing every occurrence of the label for $T_{r}$ to the label for $T_{s}$. As noted in [26], this cycle-detection approach requires $O\left(n^{2}\right)$ operations in the worst case. In addition, it may be necessary to examine $m$ edges in order to construct the MST, in which case finding the minimum cost edges (via a heap) requires $O(m \log m)$ computations. Hence the effort required to generate the MST can be dominated by either the cycle detection procedure or the examination of edges.

An improved procedure, Algorithm K2, maintains a linked list structure for each subtree $T_{r}$. In other words, the nodes comprising each such subtree are chained together using a successor function. Therefore, the subtree labels of all nodes in $T_{r}$ can be accessed and updated in a direct manner. Furthermore, it is advantageous to update the subtree labels only for nodes of the smaller subtree. Algorithm K2 then requires at most $O(m \log m)$ operations to generate the candidate edges, plus $O(n \log n)+O(m)$ operations to process and update the linked list structure [26].

Algorithm K3 employs a rooted tree as a data structure for determining the existence of cycles [1], [29]. The root of each subtree serves as the subtree label. Using path compression and information as to the size of subtrees to maintain a balanced tree data structure results in a cycle detection procedure which is almost linear in $m$ [1]. Note, however, that generating the candidate edges is still an $O(m \log m)$ operation.

The new algorithm proposed here, Algorithm K4, is similar to Algorithm K3 in the use of a tree structure for identifying subtree components but it does not require complete information as to the root of each subtree. The data structure employed in Algorithm K3 maintains the nodes of each subtree $T_{r}$ as a rooted tree on those nodes. A predecessor function, defined for each node in $T_{r}$, gives the predecessor node of node $i$ along the unique path from the root to node $i$ in the rooted tree. By convention, the root node is used to label each subtree. Thus, the subtree label for any node is obtained by tracing back (using the predecessor function) until the root of its subtree is obtained. In Algorithm K3, this traceback cannot be terminated prior to reaching the root.

An alternative approach, used in Algorithm K4, is to maintain subtree information in a tree data structure where successive unions of subtrees are referenced by new component names. This will require a maximum of $(n-1)$ additional storage locations
but allows a parallel traceback through successive components for any pair of nodes to determine subtree membership. In determining whether two nodes are in the same subtree, the parallel traceback can be terminated once the traceback for either node is completed since two nodes are in the same subtree if and only if they share a component at a higher level. This structure is best illustrated by example.

Consider the six node graph shown in Fig. 1. Suppose that edges (1, 2), (6, 5), $(3,5),(2,6)$, and $(5,4)$ are successively added to the spanning forest in constructing a MST. Start initially with a component at level one for each node (Fig. 2a). For edge $(1,2)$, nodes 1 and 2 share no higher level component and hence are in different subtrees. Create a higher level component at level two labeled 7 (Fig. 2b). Similarly create component 8 from edge ( 6,5 ) and nodes 5 and 6 (Fig. 2b).

Edge $(3,5)$ is next to be added to the spanning forest. The predecessor component of 3 at level two is 0 (none exists); for node 5 , the predecessor component is 8 . The traceback can be terminated at level two and the level two component of node 3 is set equal to 8 (Fig. 2c). For edge ( 2,6 ), the level two components are 7 and 8 , which are nonzero but unequal. The traceback continues to level three where the predecessors


Fig. 1. Six-node graph to illustrate component level data structure.
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Fig. 2. Successive development in component level data structure.
of components 7 and 8 are both 0 and so the original nodes ( 2 and 6) are in different subtrees. A new component, 9 , at level three is created as the predecessor of components 7 and 8 of level two (Fig. 2d).

If edge $(2,5)$ were considered at this juncture, its two endpoints would be found to have different components at level two ( 7 and 8 ), but the same component at level three (9). Thus, the edge would be rejected for inclusion in the MST since nodes 2 and 5 are in the same subtree. Finally, consideration of edge $(5,4)$ yields the predecessor component 0 for node 4 and the predecessor component 8 for node 5 . The nodes are in different subtrees and so the edge is added to the current forest; the level two component of 4 is set to 8 (Fig. 2e). The algorithm terminates having found the five edges required for a minimum spanning tree in this six node network (Fig. 3).


Fig. 3. Minimum spanning tree for the network of Fig. 1.
In general, the traceback will yield predecessor components for each node at each level. If the components are nonzero and equal, the original nodes are in the same subtree. If only one of the components is zero, that component is set to the other (nonzero) component number. If both components are zero, a new component at the next higher level is generated. In each of these latter two cases, the edge is added to the spanning forest. If both components are nonzero but unequal, the traceback continues to the next level. A property of this construction technique is that the rooted trees so generated have a depth which is at most that of a balanced binary tree on the same number of nodes; i.e. the smallest integer greater than or equal to $(\log n)$.

As with Algorithms K1, K2, and K3, the effort required in Algorithm K4 will depend on the topology of the particular graph to be analyzed. Note that the maximum depth of the component levels is $O(\log n)$ and this bound is attained if the associated data structure is a binary tree. In the worst case, it would be necessary to scan $m$ edges in order to complete the construction of the MST. Since the maximum depth of the rooted tree is $O(\log n)$, then at most $O(m \log n)$ operations are required. Again, the generation of candidate edges by nondecreasing cost will require $O(m \log m)$ operations in the worst case.

Computational experience with these four variations on Kruskal's algorithm is presented in $\S 4$.
3.2. Implementations of Prim's algorithm. Two variations, denoted P1 and P2, of Prim's algorithm are presented here. As noted in $\S 2.2$, maintaining temporary labels for nodes $j \in X^{c}$ requires the ability to update these labels and to find their minimum. Algorithm P1 employs a heap [23], [26] to keep a partial order on the temporary labels and a node index list to facilitate label updating. Algorithm P2, a new variation on Prim's algorithm, maintains the temporary labels via an address calculation. The approach is similar to that employed by Dial [10] for solving shortest route problems. The method for maintaining temporary node labels is now briefly described.

Let the maximum edge cost be denoted $c_{\text {max }}$. The edge costs can be assumed strictly positive and integral since all edge costs can be monotonically translated and scaled without changing the minimum spanning tree. The address space consists of a list $L$ of $c_{\max }$ elements (node indices) initialized to zero. If a new temporary label $v$ is obtained for node $j$, examine the element of $L$ in the $v$ th position, $L(v)$. If $L(v)$ is zero, then set $L(v)=j$. If $L(v)$ is nonzero, $j$ is added to a linked list $L L$ (of maximum length $n$ ) containing all such duplications. If node $j$ had been labeled previously and is not currently in the set $X$, there will be an entry $j$ in either $L$ or $L L$ which must be deleted. The entry can be found via the previous temporary label of node $j$. Note that the address calculation and data structure update take place only if the new label for $j$ is smaller than its previous label.

To find the minimum label (corresponding to the next node to be added to the set $X$ ), simply scan successive elements of $L$ searching for the first nonzero entry. That entry will be the index of the node having minimum label. Note that the scan must start at the top of the list $L$ as opposed to the rotating scan employed in the corresponding shortest route algorithm. However, some savings can be achieved by starting the scan at the minimum of the last node label (previous minimum) and the smallest label updated when that node was added to the set $X$. When a smaller updated label is generated, the first nonzero element of $L$ is available without scanning if the minimum of such labels is retained.

It should be noted that this algorithm is the only one of the six presented here which is sensitive to the actual values of the edge costs and not just their rank. If $c_{\text {max }}$ is large relative to the number of edges, one might expect relatively few duplications and hence less effort in updating labels since the linked list is rarely required. However, a low duplication rate could also mean that many elements of $L$ are zero (empty) and more effort is required to find the minimum label. Conversely, if nonzeros are dense in $L$, it is expected that fewer operations are needed to obtain the minimum label, but more effort is required to update labels since duplications are more likely.

Finally, note that the length of the linked list will never exceed $n$ if previous label entries for nodes are eliminated when such labels are updated. Otherwise, $L L$ could grow considerably larger and when a minimum label is determined, the corresponding node must be checked for inclusion in $X$.

To illustrate the address calculation data structure, consider the network of Fig. 4. With $\boldsymbol{X}=\{1,2,6\},\left(X, X^{C}\right)=\{(2,3),(2,4),(1,4),(6,5)\}$, nodes $\{3,4,5\}$ have temporary labels $d(3)=4, d(4)=4$, and $d(5)=3$. The list $L$ and associated linked list $L L$ for duplicate labels are shown in Fig. 5. Notice that $c_{\max }$ is five.

The worst-case complexity of the Prim-type algorithms can be derived by noting that every edge in the graph is eventually checked as a candidate to update a temporary node label. In the case of sparse networks, Algorithm P1 requires at most $O(m \log n)$ operations for updating the heap of temporary node labels and $O(n \log n)$ operations


Fig. 4. Network illustrating the address calculation data structure.
L (address list)
labe $1:$ node
$1: 0$
TOP $-->2: 0$
$3: 5$
$4: 4$
$5: 0$
LL (1inked list)
LL (1inked list)
node --> successor
node --> successor
1 --> *
1 --> *
2 --> *
2 --> *
3 --> *
3 --> *
4--> 3
4--> 3
5 -->*
5 -->*
6--> *
6--> *

Fig. 5. Illustration of address calculation data structure. The * denotes no following node in the linked list. TOP is the starting position of the scan for the next minimum. TOP is 2 since node 6 with label 2 was the last node added to the set $\boldsymbol{X}$. The address space length is 5 (the maximum edge cost).
to reform the heap after removing the minimum elements, yielding $O(m \log n)$ worst-case complexity. For dense networks, updating the heap of temporary node labels can be done in $O\left(n^{2}\right)$ operations, resulting in an $O\left(n^{2}\right)$ algorithm overall. Algorithm P2 requires in the worst-case $O(m n)$ operations to update labels in the address space and $O\left(n c_{\max }\right)$ operations to find the next minimum element.

Empirical computational evidence concerning the four Kruskal-type and two Prim-type algorithms is presented in the next section.
4. Computational experience. The algorithms presented above were tested on sets of randomly generated networks of various sizes. Before discussing the results, some explanation of the test conditions is necessary.
4.1. Implementation of algorithms. The various algorithms were coded in FORTRAN IV using structured programming and modular design. In particular, all versions of the Kruskal-type algorithms were exactly the same except for minor differences in the initialization routine and the particular section of code that determined whether a candidate edge was to be added to the spanning forest. This last section of code included the details of updating the data structure specific to each algorithm. A similar approach was used for the Prim-type algorithms. In that case, the codes differed only in the manner of finding the node of minimum temporary label and in the method of updating node labels. This coding procedure permitted analysis of the specific differences between algorithms by separating those tasks common to all approaches.

The measure of computational effort reported below is CPU time (excluding compilation time and I/O processing). Times were obtained by running the various codes as load modules produced by the IBM Extended H level compiler on an IBM 370/3033 computer.
4.2. Sample problems. A set of connected networks was generated with the number of nodes $n$ ranging from 25 to 500 and with the edge density $d$ ranging from 10 to $100 \%$. The edge density is the total number of edges $m$ divided by the maximum number of possible edges, $n(n-1) / 2$. In addition, for each value of $n$, a problem having $n$ edges was also considered. Table 1 gives the number of nodes and edges for the problems considered. For each problem size (fixed $n, m$ ), a sample of 5 networks was randomly generated. Restrictions imposed by the amount of readily available core storage limited the number of edges to 24,000 in this study.

The graphs were generated at random in the following manner. Given a spanning subtree on nodes $\{1,2, \cdots, j\}$, a node $k$ was chosen at random from that set and the edge $(k, j+1)$ was added to the spanning subtree. Additional edges were successively

Table 1
Number of edges for each test problem. $\left(^{*}\right)$ denotes number of edges equal to number of nodes. ( - ) denotes problem not considered.

|  | Edge density |  |  |  |  |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Nodes | $*$ | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 | 1.0 |
| 25 | 25 | 30 | 90 | 150 | 210 | 270 | 300 |
| 50 | 50 | 123 | 368 | 613 | 858 | 1,103 | 1,225 |
| 75 | 75 | 278 | 833 | 1,388 | 1,943 | 2,498 | 2,775 |
| 100 | 100 | 495 | 1,485 | 2,475 | 3,465 | 4,455 | 4,950 |
| 150 | 150 | 1,118 | 3,353 | 5,588 | 7,823 | 10,058 | 11,175 |
| 200 | 200 | 1,990 | 5,970 | 9,950 | 13,930 | 17,910 | 19,900 |
| 300 | 300 | 4,485 | 13,455 | 22,425 | - | - | - |
| 400 | 400 | 7,980 | 23,940 | - | - | - | - |
| 500 | 500 | 12,475 | - | - | - | - | - |

generated to obtain a spanning tree for the graph. Finally, edges were generated randomly from the set of all remaining edges and added to the graph until the specified number of edges was obtained. Edge costs were generated from a uniform distribution over a range 1 to 10,000 . These costs were subsequently scaled down for successive runs using the address calculation sort (Algorithm P2). The application of Algorithm P 2 to these data will be referred to as Algorithms P2A, P2B, P2C, and P2D for $c_{\text {max }}$ equal to $10,000,2,000,400$, and 80 respectively. In fact, the graphs and algorithms are the same, with only the size of the address space changing; the designations P 2 A , P2B, P2C, and P2D are used simply as a matter of convenience.

The data for each problem were saved and accessed in turn by each implementation of the six algorithms. The information required by the Kruskal-type algorithms was the number of nodes $n$, the number of edges $m$, and a list of edge triples $(i, j, c(i, j))$. The Prim-type algorithms required $n, m$, and a list of nodes adjacent to each node in the network and the associated edge costs (i.e., a forward star representation [13] of the edge set). The processing order of edges for the Kruskal algorithms is randomized by virtue of the random generation of edge costs. For the Prim algorithms, the starting node $j^{\prime}$ was arbitrarily set to the first node of the graph. Table 2 provides a summary of the data storage requirements of each algorithm for a network having $n$ nodes and $m$ edges. It should be noted that because $m$ is generally the dominant term, the Prim algorithms are more economical of space than the Kruskal algorithms.

TAble 2
Data storage requirements for algorithms, expressed in terms of $m$ (number of edges), $n$ (number of nodes), and $c_{\text {max }}$ (maximum edge cost).

| Algorithm | Storage (words) |
| :---: | :---: |
| K1 | $5 m+2 n$ |
| K2 | $5 m+4 n$ |
| K3 | $5 m+3 n$ |
| K4 | $5 m+3 n$ |
| P1 | $4 m+5 n$ |
| P2 | $4 m+4 n+c_{\max }$ |

4.3. Execution times. Table 3 gives the average execution times (in hundredths of a second) for codes K1-K4 on the collection of test problems summarized in Table 1. A number of observations are apparent from this table. First, Algorithms K2 and K3 are fairly comparable in terms of average execution time, and both produce consistently smaller times than K4, which in turn performs better than K1. A linear model of the form
(2)

$$
T=b_{1} m+b_{2} n \log m
$$

Table 3
Average execution times for the Kruskal algorithms in hundredths of seconds. The number of edges in each problem is given in Table 1. Edge density ranges from 0.1 to 1.0; the number of nodes, from 25 to 500. $\left(^{*}\right)$ indicates $n=m ;(-)$ indicates problems not considered.

| Nodes | Alg. | Edge density |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | * | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 | 1.0 |
| 25 | K1 | 2.19 | 2.27 | 3.14 | 2.95 | 3.78 | 3.36 | 3.86 |
|  | K2 | 2.03 | 2.28 | 3.11 | 2.92 | 3.51 | 3.30 | 3.78 |
|  | K3 | 2.02 | 2.23 | 3.33 | 3.09 | 3.71 | 3.26 | 3.73 |
|  | K4 | 2.13 | 2.29 | 3.34 | 3.06 | 3.69 | 3.36 | 3.84 |
| 50 | K1 | 3.52 | 5.68 | 7.97 | 6.17 | 7.45 | 6.81 | 8.93 |
|  | K2 | 3.43 | 5.50 | 7.75 | 6.03 | 7.15 | 6.56 | 8.56 |
|  | K3 | 3.38 | 5.44 | 7.85 | 5.93 | 7.13 | 6.56 | 8.58 |
|  | K4 | 3.40 | 5.53 | 8.02 | 6.05 | 7.30 | 6.84 | 8.87 |
| 75 | K1 | 5.07 | 9.14 | 13.58 | 12.37 | 12.31 | 12.92 | 12.97 |
|  | K2 | 4.73 | 8.85 | 13.07 | 11.77 | 11.66 | 12.30 | 12.25 |
|  | K3 | 4.83 | 8.91 | 13.00 | 11.83 | 11.67 | 12.29 | 12.39 |
|  | K4 | 4.77 | 8.93 | 13.37 | 12.43 | 12.28 | 12.77 | 12.90 |
| 100 | K1 | 6.77 | 14.52 | 15.15 | 17.96 | 15.60 | 20.65 | 19.36 |
|  | K2 | 6.23 | 13.93 | 14.25 | 17.06 | 14.73 | 19.51 | 18.31 |
|  | K3 | 6.28 | 13.90 | 14.21 | 17.08 | 14.68 | 19.32 | 18.28 |
|  | K4 | 6.26 | 14.31 | 14.69 | 17.63 | 15.39 | 20.36 | 19.10 |
| 150 | K1 | 10.11 | 28.04 | 28.71 | 28.74 | 33.50 | 34.46 | 37.58 |
|  | K2 | 8.86 | 26.29 | 27.15 | 26.80 | 31.07 | 32.07 | 35.00 |
|  | K3 | 8.92 | 26.39 | 26.97 | 26.94 | 31.00 | 31.82 | 34.79 |
|  | K4 | 8.89 | 26.86 | 28.05 | 28.19 | 32.03 | 33.87 | 37.10 |
| 200 | K1 | 13.74 | 39.15 | 40.72 | 44.61 | 44.05 | 50.53 | 56.45 |
|  | K2 | 11.53 | 36.47 | 37.64 | 41.10 | 41.96 | 46.84 | 51.76 |
|  | K3 | 11.55 | 36.76 | 37.87 | 41.67 | 39.82 | 46.30 | 50.64 |
|  | K4 | 11.60 | 37.86 | 39.87 | 43.55 | 42.66 | 49.92 | 55.10 |
| 300 | K1 | 23.45 | 62.10 | 62.50 | 76.50 | - | - | - |
|  | K2 | 17.40 | 55.08 | 55.70 | 68.11 | - | - | - |
|  | K3 | 17.81 | 55.33 | 55.68 | 68.25 | - | - | - |
|  | K4 | 17.52 | 56.90 | 58.85 | 72.84 | - | - | - |
| 400 | K1 | 32.21 | 86.92 | 102.07 | - | - | - | - |
|  | K2 | 22.71 | 75.41 | 88.27 | - | - | - | - |
|  | K3 | 22.77 | 80.73 | 88.26 | - | - | - | - |
|  | K4 | 23.07 | 78.18 | 94.07 | - | - | - | - |
| 500 | K1 | 42.97 | 120.50 | - | - | - | - | - |
|  | K2 | 29.22 | 97.37 | - | - | - | - | - |
|  | K3 | 28.36 | 97.36 | - | - | - | - | - |
|  | K4 | 28.46 | 107.89 | - | - | - | - | - |

was found to provide a good fit of execution time $T$ as a function of $n$ (number of nodes) and $m$ (number of edges). Least squares estimates for $b_{1}$ and $b_{2}$ as well as the multiple correlation coefficient $R^{2}$ are summarized in Table 4 for each of the Kruskal algorithms. The virtual equality of the least squares estimates for K2 and K3 in Table 4 confirms the observation that these two algorithms are comparable in terms of execution time. The high values obtained for $R^{2}$ indicate an excellent fit for model (2).

Table 4
Summary statistics for least squares fit of execution times for the Kruskal algorithms versus $\left(b_{1} m+b_{2} n \log m\right)$.

|  | Regression statistics |  |  |
| :---: | :---: | :---: | :---: |
| Algorithm | $b_{1}$ | $b_{2}$ | $R^{2}$ |
| K1 | 0.000974 | 0.01333 | 0.960 |
| K2 | 0.001166 | 0.01067 | 0.946 |
| K3 | 0.001103 | 0.01090 | 0.939 |
| K4 | 0.001288 | 0.01113 | 0.941 |

As an example, Fig. 6 shows the average execution time for Algorithm K2, plotted against the value predicted by (2). The near-linearity of this plot indicates that the empirical complexity of K 2 is $O(m+n \log m)$. A similar observation applies to the other Kruskal-type algorithms.

This empirical $O(m+n \log m)$ behavior can be explained as follows. The computational effort involved in implementing the Kruskal algorithms is dominated by the heap operations. Forming the heap of edge costs is an $O(m)$ operation and each reforming of the heap requires $O(\log m)$ operations. Since the heap is reformed once for every new candidate edge, the total effort to establish and maintain the heap is $O(m+k \log m)$, where $k$ is the number of candidate edges examined during the progress of Kruskal's algorithm. Clearly, the value $k$ depends on the network topology and edge costs, but not on the particular computer implementation.


Fig. 6. Average execution time (hundredths of seconds) versus $\left(b_{1} m+b_{2} n \log m\right)$ for Algorithm K2.

The observed dependence of the number of candidate edges on the number of nodes $n$ and the density $d$ is shown in Table 5 , which displays the mean number of candidate edges $\bar{k}$ (averaged over the five networks at each size). In addition, for each value of $n$, the maximum and minimum values of $\bar{k} / n$ are shown. It is seen that the value $\bar{k} / n$ lies in the fairly restricted range of $1.1-3.2$ for all problems considered here. In other words, $\bar{k}$ is approximately 1 to 3 times the number of nodes. This implies, in turn, that the computational effort for the Kruskal algorithms should be dominated by $O(m+n \log m)$ operations, as we have already observed. It is worth emphasizing that for the random networks generated here, the number of edges that need to be examined by the Kruskal algorithm is never more than about three times the minimum number of edges $(n-1)$ required to build a spanning tree.

Table 5
Average number of edges, $\bar{k}$, examined by the Kruskal algorithms; also, the minimum and maximum values of $\bar{k} / n$ for edge densities ranging from 0.1 to 1.0 .

| Nodes | Edge density |  |  |  |  |  | $\begin{gathered} \operatorname{Min} \\ \bar{k} / n \end{gathered}$ | $\begin{aligned} & \operatorname{Max} \\ & \bar{k} / n \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 | 1.0 |  |  |
| 25 | 29 | 45 | 39 | 50 | 43 | 52 | 1.14 | 2.07 |
| 50 | 87 | 125 | 87 | 107 | 94 | 127 | 1.74 | 2.54 |
| 75 | 148 | 214 | 186 | 176 | 176 | 171 | 1.97 | 2.85 |
| 100 | 235 | 229 | 270 | 213 | 282 | 254 | 2.13 | 2.82 |
| 150 | 457 | 438 | 402 | 437 | 435 | 476 | 2.68 | 3.17 |
| 200 | 637 | 596 | 599 | 522 | 586 | 643 | 2.61 | 3.21 |
| 300 | 914 | 805 | 910 | - | - | - | 2.68 | 3.05 |
| 400 | 1237 | 1243 | - | - | - | - | 3.09 | 3.11 |
| 500 | 1572 | - | - | - | - | - | 3.14 | 3.14 |

Table 6 displays the average execution times (in hundredths of a second) for codes P1 and P2A-P2D on the test problems. It is seen that Algorithm P2C consistently produces smaller execution times than P1, except in the very low density case when $m=n$. However, in this case P2D is always superior to P1. In fact, Algorithm P2D is generally the best performer for networks with up to approximately 5,000 edges. With networks having some 5,000 to 15,000 edges, Algorithm P2C performs very well, and for networks with more than 15,000 edges Algorithm P2B becomes competitive.

Recall that the maximum edge costs $c_{\text {max }}$ used in Algorithms P2A-P2D are $10,000,2,000,400$, and 80 respectively. Thus, it is not surprising that P2D performs well for networks having relatively few edges, since in this case there will be relatively few node labels in the address space and relatively few duplications. As the number of edges is increased, more effort is required to manage duplicate labels but less effort is needed to find the minimum node label. The empirical evidence shows that even with up to 5,000 edges an address space with $c_{\text {max }}=80$ is fairly effective, indicating that the burden of duplicated labels is handled efficiently over a broad range for $m$. Beyond 5,000 edges, an address space with $c_{\max }=400$ is quite effective. A rough rule of thumb suggested by these empirical findings is that Algorithm P2 can be quite efficient so long as the number of edges is not more than 40 times the value of $c_{\text {max }}$ (at least when edge costs are uniformly distributed over the range 1 to $c_{\text {max }}$ ).

Execution times $T$ for the Prim algorithms were fit quite well by a model of the form

$$
\begin{equation*}
T=b_{1} n+b_{2} m . \tag{3}
\end{equation*}
$$

Table 6
Average execution times for the Prim algorithms using heap sort ( P 1 ) or address calculation sort ( P 2 ). Algorithms P2A, P2B, P2C, and P2D refer to applications of Algorithm P2 with $c_{\text {max }}$ equal to 10,000 , $2,000,400$, and 80 , respectively. $\left(^{*}\right)$ indicates $n=m$; (-) indicates problems not considered.

| Nodes | Alg. | Edge density |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | * | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 | 1.0 |
| 25 | P1 | 3.31 | 3.33 | 3.57 | 3.46 | 3.54 | 3.65 | 3.66 |
|  | P2A | 5.16 | 4.80 | 4.03 | 4.08 | 3.73 | 3.80 | 3.81 |
|  | P2B | 3.63 | 3.57 | 3.48 | 3.45 | 3.68 | 3.59 | 3.59 |
|  | P2C | 3.34 | 3.34 | 3.32 | 3.43 | 3.64 | 3.58 | 3.61 |
|  | P2D | 3.27 | 3.28 | 3.52 | 3.38 | 3.48 | 3.58 | 3.57 |
| 50 | P1 | 5.89 | 6.19 | 6.25 | 6.64 | 6.81 | 7.04 | 7.06 |
|  | P2A | 9.53 | 7.92 | 6.91 | 6.79 | 6.79 | 7.04 | 7.12 |
|  | P2B | 6.59 | 6.32 | 6.36 | 6.41 | 6.50 | 6.82 | 6.95 |
|  | P2C | 5.95 | 6.05 | 6.23 | 6.46 | 6.59 | 6.79 | 6.96 |
|  | P2D | 5.85 | 6.00 | 6.18 | 6.46 | 6.58 | 6.76 | 6.88 |
| 75 | P1 | 8.54 | 8.82 | 9.39 | 9.83 | 10.43 | 10.93 | 11.25 |
|  | P2A | 14.86 | 10.34 | 9.81 | 10.00 | 10.26 | 10.82 | 11.17 |
|  | P2B | 9.75 | 8.94 | 9.33 | 9.64 | 10.13 | 10.68 | 10.90 |
|  | P2C | 8.64 | 8.83 | 9.30 | 9.58 | 10.20 | 10.61 | 10.94 |
|  | P2D | 8.45 | 8.65 | 9.10 | 9.52 | 10.13 | 10.52 | 10.89 |
| 100 | P1 | 11.28 | 11.82 | 12.58 | 13.32 | 14.14 | 15.43 | 15.51 |
|  | P2A | 19.48 | 13.18 | 12.65 | 13.28 | 13.90 | 14.80 | 15.10 |
|  | P2B | 12.92 | 11.84 | 12.31 | 13.02 | 13.64 | 14.59 | 15.12 |
|  | P2C | 11.49 | 11.71 | 12.15 | 12.99 | 13.69 | 14.65 | 15.00 |
|  | P2D | 11.27 | $11.51^{\circ}$ | 12.23 | 12.87 | 13.71 | 14.68 | 15.04 |
| 150 | P1 | 16.20 | 17.50 | 19.67 | 21.54 | 23.60 | 25.13 | 25.92 |
|  | P2A | 28.16 | 18.46 | 19.59 | 21.10 | 22.66 | 24.38 | 25.16 |
|  | P2B | 18.55 | 17.43 | 18.95 | 20.69 | 22.81 | 24.16 | 24.91 |
|  | P2C | 16.63 | 16.94 | 19.04 | 20.59 | 22.93 | 24.09 | 24.93 |
|  | P2D | 16.13 | 16.90 | 18.96 | 20.53 | 22.92 | 24.19 | 24.97 |
| 200 | P1 | 21.59 | 23.50 | 27.15 | 31.00 | 34.30 | 39.64 | 39.81 |
|  | P2A | 36.10 | 24.12 | 26.50 | 29.78 | 32.66 | 37.78 | 37.55 |
|  | P2B | 24.13 | 23.10 | 26.18 | 29.44 | 32.58 | 35.58 | 39.06 |
|  | P2C | 21.46 | 22.70 | 26.17 | 29.28 | 34.03 | 35.92 | 38.42 |
|  | P2D | 21.16 | 22.65 | 26.02 | 29.67 | 32.64 | 36.78 | 38.52 |
| 300 | P1 | 32.54 | 38.49 | 44.77 | 52.36 | - | - | - |
|  | P2A | 55.56 | 37.08 | 43.52 | 50.53 | - | - | - |
|  | P2B | 36.30 | 36.16 | 42.79 | 52.34 | - | - | - |
|  | P2C | 33.48 | 36.05 | 42.60 | 50.07 | - | - | - |
|  | P2D | 32.19 | 36.85 | 43.18 | 51.00 | - | - | - |
| 400 | P1 | 43.13 | 51.07 | 66.70 | - | - | - | - |
|  | P2A | 72.14 | 49.99 | 63.98 | - | - | - | - |
|  | P2B | 48.15 | 51.56 | 61.98 | - | - | - | - |
|  | P2C | 43.24 | 48.47 | 65.06 | - | - | - | - |
|  | P2D | 42.11 | 49.18 | 64.94 | - | - | - | - |
| 500 | P1 | 53.80 | 65.77 | - | - | - | - | - |
|  | P2A | 89.06 | 63.58 | - | - | - | - | - |
|  | P2B | 61.43 | 63.84 | - | - | - | - | - |
|  | P2C | 53.58 | 62.87 | - | - | - | - | - |
|  | P2D | 52.84 | 63.47 | - | - | - | - | - |

Table 7 shows the least squares estimates for the parameters $b_{1}$ and $b_{2}$ together with the multiple correlation coefficient $R^{2}$. Table 7 indicates that as $c_{\text {max }}$ is increased for the P2 algorithms, the value of $b_{1}$ increases while the value of $b_{2}$ decreases. This finding supports the observation that as $c_{\text {max }}$ increases, the effort to select the minimum label increases while the effort to manage duplicate labels decreases.

TAble 7
Summary statistics for least squares fit of execution times for the Prim algorithms versus ( $b_{1} n+b_{2} m$ ).

|  | Regression statistics <br> Algorithm |  |  |
| :--- | :---: | :---: | :---: |
| $b_{1}$ | $b_{2}$ | $R^{2}$ |  |
| P1 | 0.10866 | 0.0009322 | 0.999 |
| P2A | 0.15430 | 0.000008431 | 0.945 |
| P2B | 0.11685 | 0.0006672 | 0.997 |
| P2C | 0.10723 | 0.0008379 | 0.998 |
| P2D | 0.10608 | 0.0008730 | 0.999 |

The high values obtained for $R^{2}$ indicate an excellent fit for model (3). As an example, Fig. 7 shows average execution time for Algorithm P2C plotted against the value predicted by (3). Notice that the empirical $O(m+n)$ complexity of the Prim algorithms is in decided contrast to the worst-case estimates of at least $O(m \log n)$ for these algorithms.


Fig. 7. Average execution time (hundredths of seconds) versus ( $b_{1} n+b_{2} m$ ) for Algorithm P2C.
Table 8 compares one of the best Kruskal algorithms (K2) with one of the best Prim algorithms (P2C). It is seen that the Kruskal algorithm is generally faster for $n \leqq 50$ and the "ultra-sparse" case $m=n$. Otherwise, the Prim algorithm is superior, even in the cases of low densities ( $d=0.1, d=0.3$ ). In fact, the Prim algorithm is some $35 \%$ faster than the Kruskal algorithm for the cases $d=0.1$ and $n \geqq 150$.

More disaggregated data than that given in Tables 3 and 6 show that the individual execution times are more variable among the five sample networks at each size for the Kruskal algorithms than for the Prim algorithms. This greater variability appears

Table 8
Comparison of average execution time (hundredths of seconds) for Algorithms K2 and P2C (address calculation sort for temporary labels, $\left.c_{\max }=400\right) .\left({ }^{*}\right)$ indicates $n=m ;(-)$ indicates problems not considered.

| Nodes | Alg. | Edge density |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 25 | K2 | 2.03 | 2.28 | 3.11 | 2.92 | 3.51 | 3.30 | 3.78 |
|  | P2C | 3.34 | 3.34 | 3.32 | 3.43 | 3.64 | 3.58 | 3.61 |
| 50 | K2 | 3.43 | 5.50 | 7.75 | 6.03 | 7.15 | 6.56 | 8.56 |
|  | P2C | 5.95 | 6.05 | 6.23 | 6.46 | 6.59 | 6.79 | 6.96 |
| 75 | K2 | 4.73 | 8.85 | 13.07 | 11.77 | 11.66 | 12.30 | 12.25 |
|  | P2C | 8.64 | 8.83 | 9.30 | 9.58 | 10.20 | 10.61 | 10.94 |
| 100 | K2 | 6.23 | 13.93 | 14.25 | 17.06 | 14.73 | 19.51 | 18.31 |
|  | P2C | 11.49 | 11.71 | 12.15 | 12.99 | 13.69 | 14.65 | 15.00 |
| 150 | K2 | 8.86 | 26.29 | 27.15 | 26.80 | 31.07 | 32.07 | 35.00 |
|  | P2C | 16.63 | 16.94 | 19.04 | 20.59 | 22.93 | 24.09 | 24.93 |
| 200 | K2 | 11.53 | 36.47 | 37.64 | 41.10 | 41.96 | 46.84 | 51.76 |
|  | P2C | 21.46 | 22.70 | 26.17 | 29.28 | 34.03 | 35.92 | 38.42 |
| 300 | K2 | 17.40 | 55.08 | 55.70 | 68.11 | - | - | - |
|  | P2C | 33.48 | 36.05 | 42.60 | 50.07 | - | - | - |
| 400 | K2 | 22.71 | 75.41 | 88.27 | - | - | - | - |
|  | P2C | 43.24 | 48.47 | 65.06 | - | - | - | - |
| 500 | K2 | 29.22 | 97.37 | - | - | - | - | - |
|  | P2C | 53.58 | 62.87 | - | - | - | - | - |

to be the result of variations in $k$ (the number of candidate edges considered by the Kruskal algorithm) with network topology and edge costs. The resulting "robustness" of the Prim algorithms, coupled with their smaller computation times and reduced storage requirements (compared to the Kruskal algorithms), make them especially well-suited for large-scale networks of the type considered here. In particular, Algorithm P2 (adjusted as necessary for the value $c_{\text {max }}$ ) can be especially effective in solving large minimum spanning tree problems.
5. Conclusions. There appears to be little overall difference in the efficiency of several sophisticated approaches for constructing a minimum spanning tree via Kruskal's algorithm. While maintaining component flags in a linked list or representing each subtree by a rooted tree exhibited better behavior than the component level approach, computational effort was still dominated by the task of sorting the edge list. Although expected for high density networks, the Prim-type algorithms generally outperformed the Kruskal-type algorithms over all problems considered. In addition, the Prim-type algorithms require less storage than the Kruskal-type algorithms.

Finally, the use of an address calculation sort for node labels in conjunction with Prim's algorithm provided the best overall performance, particularly when the edge costs could be scaled to adjust the size of the address space for a particular problem.
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# ON NONLINEAR FUNCTIONS OF LINEAR COMBINATIONS* 
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#### Abstract

Projection pursuit algorithms approximate a function of $p$ variables by a sum of nonlinear functions of linear combinations:


$$
\begin{equation*}
f\left(x_{1}, \cdots, x_{p}\right) \doteq \sum_{i=1}^{n} g_{i}\left(a_{i 1} x_{1}+\cdots+a_{i p} x_{p}\right) \tag{1}
\end{equation*}
$$

We develop some approximation theory, give a necessary and sufficient condition for equality in (1), and discuss nonuniqueness of the representation.

Key words. approximation theory, nonlinear high-dimensional nonparametric regression, polynomials, Schwartz distributions

1. Introduction and statement of main results. We present some mathematical analysis for a class of curve fitting algorithms labeled "projection pursuit" algorithms by Friedman and Stuetzle (1981a, b). These algorithms approximate a general function of $p$ variables by a sum of nonlinear functions of linear combinations:

$$
\begin{equation*}
f\left(x_{1}, \cdots, x_{p}\right) \doteq \sum_{i=1}^{n} g_{i}\left(a_{i 1} x_{1}+\cdots+a_{i p} x_{p}\right) \tag{1.1}
\end{equation*}
$$

In (1.1), $f$ is a given function and univariate, nonlinear functions $g_{i}$ and linear combinations $a_{i 1} x_{1}+\cdots+a_{i p} x_{p}$ are sought so that a reasonable approximation is attained. Such approximation is computationally feasible and performs well in examples of nonparametric regression with noisy data, high-dimensional density estimation, and multidimensional spline approximation. In addition to the articles of Friedman and Stuetzle cited above, see Friedman and Tukey (1974), and Friedman, Grosse and Stuetzle (1983) for examples and computational details. Huber (1981a, b) begins to connect the algorithms to statistical theory. This note treats the algorithms from the point of view of approximation theory.

It is easy to show that approximation is always possible.
Theorem 1. Functions of the form $\sum \alpha_{i} e^{\mathbf{a}^{i} \cdot \mathbf{x}}$, with $\alpha_{i}$ real, $\mathbf{a}^{i}$ a vector of nonnegative integers, and $\mathbf{x}=\left(x_{1}, \cdots, x_{p}\right)$ are dense in the continuous real valued functions on $[0,1]^{p}$ under the maximum deviation norm.

Proof. The functions $e^{a \cdot x}$ separate points of $[0,1]^{p}$ and are closed under multiplication. Finite linear combinations of such functions form a point separating algebra which is dense because of the Stone-Weierstrass theorem.

Theorem 2. Functions of the form

$$
\sum \alpha_{i} \cos \left(2 \pi \mathbf{a}^{i} \cdot x\right)+\beta_{i} \sin \left(2 \pi b^{i} \cdot x\right)
$$

are dense in $L^{2}[0,1]^{p}$.
Proof. Any function in $L^{2}[0,1]^{p}$ can be well approximated by its Fourier expansion. See Zygmund (1959, Vol. 2) and the survey article by Ash (1976) for further details and refinements.

[^19]Sometimes equality is possible in (1.1). For example,

$$
\begin{aligned}
& x y=\frac{1}{4}(x+y)^{2}-\frac{1}{4}(x-y)^{2}, \\
& \max (x, y)=\frac{1}{2}|x+y|+\frac{1}{2}|x-y|, \\
& (x y)^{2}=\frac{1}{4}(x+y)^{4}+\frac{7}{4 \cdot 3^{3}}(x-y)^{4}-\frac{1}{2 \cdot 3^{3}}(x+2 y)^{4}-\frac{2^{3}}{3^{3}}\left(x+\frac{1}{2} y\right)^{4} .
\end{aligned}
$$

In what follows we will focus on conditions for equality in (1.1) as a method of determining examples to test, compare, and evaluate algorithms. Consider first a smooth function of 2 variables of the special form,

$$
f(x, y)=g(a x+b y)
$$

Clearly,

$$
\left(b \frac{\partial}{\partial x}-a \frac{\partial}{\partial y}\right) f \equiv 0 .
$$

If $f$ has the form

$$
\begin{equation*}
f(x, y)=\sum_{i=1}^{n} g_{i}\left(a_{i} x+b_{i} y\right) \tag{1.2}
\end{equation*}
$$

then the differential operator

$$
\prod_{i=1}^{n}\left(b_{i} \frac{\partial}{\partial x}-a_{i} \frac{\partial}{\partial y}\right)=\sum_{i=0}^{n} c_{i} \frac{\partial^{n}}{\partial x^{i} \partial y^{n-i}}
$$

applied to $f$ is identically zero. The next theorem gives a converse.
Theorem 3. Let $f \in C^{n}[0,1]^{2}$. Suppose that for some real numbers $c_{0}, \cdots, c_{n}$, the operator $\sum_{i=0}^{n} c_{i} \partial^{n} / \partial x^{i} \partial y^{n-i}$ applied to $f$ is identically zero. If the polynomial $\sum_{i=0}^{n} c_{i} z^{i}$ has distinct real zeros then (1.2) holds for some $\left(a_{i}, b_{i}\right)$. The lines $a_{i} x+b_{i} y$ are all distinct.

Theorem 3 is proved in $\S 2$ which also contains a discussion of techniques for finding directions $\left(a_{i}, b_{i}\right)$ given $f$. Some applications of Theorem 3 are contained in the following examples.

Application 1. The functions $e^{x y}$ and $\sin x y$ cannot be written in the form (1.1) for any finite $n$. Indeed, the equation $\sum c_{i}\left(\partial^{n} / \partial x^{i} \partial y^{n-i}\right)\left\{e^{x y}\right\} \equiv 0$ implies $c_{i} \equiv 0$ and the associated polynomial has complex roots.

Application 2. Let $f(x, y)$ be a polynomial of degree $m$. Then

$$
f(x, y)=\sum_{i=1}^{m} g_{i}\left(a_{i} x+b_{i} y\right)
$$

where each $g_{i}$ is a polynomial of degree at most $m$. This follows by elementary manipulations from Theorem 3. Thus, any polynomial in two variables can be represented exactly. Since polynomials are dense in $C[0,1]^{2}$, this gives another proof of denseness of projection pursuit approximations. A different proof of this result is in Logan and Shepp (1975). An extension to more than two variables is in Proposition 1 of $\S 2$.

Application 3. Representations of the form (1.1) are not necessarily unique. For example,

$$
x y=c(a x+b y)^{2}-c(a x-b y)^{2}
$$

for any $a$ and $b$ satisfying $a b \neq 0, a^{2}+b^{2}=1$ with $c=1 / 4 a b$. Writing $a=\cos \theta$, $b=\sin \theta$, any noncoordinate direction can be chosen for the quadratic $g_{1}$. The second direction is forced as orthogonal to this. This suggests that substantive interpretation of the linear combinations $\left(a_{i}, b_{i}\right)$ is difficult. For a more ambitious example, consider the function $(x y)^{2}$. This is of 4th degree. Use of Theorem 3 as outlined in $\S 2$, shows that $(x y)^{2}$ cannot be expressed as a sum of $n=3$ or fewer terms in (1.1). Four terms of 4th degree suffice:

$$
(x y)^{2}=\alpha_{1}\left(x+b_{1} y\right)^{4}+\alpha_{2}\left(x+b_{2} y\right)^{4}+\alpha_{3}\left(x+b_{3} y\right)^{4}+\alpha_{4}\left(x+b_{4} y\right)^{4},
$$

where $b_{1}, b_{2}, b_{3}, b_{4}$ are chosen as distinct, and satisfying

$$
b_{1} b_{2}+b_{1} b_{3}+b_{1} b_{4}+b_{2} b_{3}+b_{2} b_{4}+b_{3} b_{4}=0
$$

Then $\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}$ are determined by

$$
\alpha_{i}=\frac{1}{6} \frac{\sum^{*} b_{j}}{\prod^{*}\left(b_{j}-b_{i}\right)},
$$

where the sum and product are over $j \neq i$. This clearly defines a three-dimensional family of solutions.

In thinking about nonuniqueness, we observed that the only examples of nonunique representation we could find are polynomials. Indeed, polynomials have the following strong nonuniqueness property.

Definition. A function $f(x, y)$ has strongly nonunique representations if there are two sets of directions $\left\{\left(a_{i}, b_{i}\right)\right\}_{i=1}^{n},\left\{\left(\alpha_{i}, \beta_{i}\right)\right\}_{i=1}^{m}$, all distinct from each other, such that

$$
f(x, y)=\sum_{i=1}^{n} g_{i}\left(a_{i} x+b_{i} y\right)=\sum_{i=1}^{m} h_{i}\left(\alpha_{i} x+\beta_{i} y\right)
$$

for some $g_{i}$ and $h_{i}$.
Polynomials have strongly nonunique representations: if $\operatorname{deg} P(x, y)=n$, and $\left(a_{i}, b_{i}\right)_{i=1}^{n+1}$ are any distinct directions, Theorem 1 implies that $P(x, y)$ can be represented in these directions. It turns out that only polynomials have this property. This is a consequence of Theorem 4.

Theorem 4. Let $f(x, y) \in C^{n+m}[0,1]^{2}$. Suppose that for some directions $\left\{a_{i}, b_{i}\right\}_{i=1}^{n}$ and $\left\{\left(\alpha_{i}, \beta_{i}\right)\right\}_{i=1}^{m}$,

$$
f(x, y)=\sum_{i=1}^{n} g_{i}\left(a_{i} x+b_{i} y\right)=\sum_{i=1}^{m} h_{i}\left(\alpha_{i} x+\beta_{i} y\right) .
$$

If, for some $i,\left(\alpha_{i}, \beta_{i}\right)$ is distinct from $\left(a_{j}, b_{j}\right), 1 \leqq j \leqq n$, then $h_{i}$ is a polynomial of degree at most $n+m-2$.

Proof. Let

$$
A=\prod_{j \neq i}\left(\beta_{j} \frac{\partial}{\partial x}-\alpha_{j} \frac{\partial}{\partial y}\right),
$$

and

$$
B=\prod_{j=i}^{n}\left(a_{j} \frac{\partial}{\partial x}-b_{j} \frac{\partial}{\partial y}\right) .
$$

Then,
$A f=\sum A g_{i}$ is a sum of functions in directions $\left(a_{i}, b_{i}\right) ;$
so

$$
0=B A F=C h_{i}^{(m+n-1)}\left(\alpha_{i} x+\beta_{i} y\right)
$$

for

$$
C=\left\{\prod_{j=1}^{n}\left(\alpha_{i} b_{j}-\beta_{i} a_{j}\right)\right\} \cdot\left\{\prod_{j \neq i}\left(\alpha_{i} \beta_{j}-\beta_{i} \alpha_{j}\right)\right\} \neq 0 .
$$

Thus, $h_{i}$ is a polynomial of degree at most $m+n-2$.
Corollary. A function $f(x, y)$ has strongly nonunique representations if and only if $f$ is a polynomial.

Remark. The statement and proof of Theorem 4 carry over to functions of more than two variables in a straightforward way. See Lemma 1 of $\S 2$.

How are the curve fitting algorithms affected by nonuniqueness? To understand this, we performed the following experiment. On each trial 200 independent, mean zero, variance 1 , normal points ( $x_{i}, y_{i}$ ) were generated. The algorithm of Friedman and Stuetzle was given $x_{i}, y_{i}$, and $x_{i} y_{i}+\varepsilon_{i}$, with $\varepsilon_{i}$ normally distributed, mean zero, variance .1 errors. We expected the directions fit to change a great deal. In each of 100 trials the algorithm fit univariate functions in directions $(1,1)$ and $(1,-1)$ (to two decimal places).

To understand this, it is important to consider the nature of the algorithm. At each stage, it chooses the direction which minimizes the residual sum of squares when the best fitting function in that direction is subtracted off. See Friedman and Stuetzle (1981) for a careful description. If the sample size is large, the algorithm will behave in the same way as the infinite population analogue. Thus, let $X, Y$ be independent Gaussian variables with mean zero and variance 1 . Consider approximating $X Y$ by the best linear combination of the form $a X+b Y$. For fixed $a$ and $b$, the $L^{2}$ norm is minimized by the function $E(X Y \mid a X+b Y)$. Which values of $a$ and $b$, subject to $a^{2}+b^{2}=1$, minimize

$$
E\{X Y-E(X Y \mid a X+b Y)\}^{2} ?
$$

Let us show that the minimum is achieved at $a= \pm b= \pm 1 / \sqrt{2}$. Let $U=a X+b Y$, $V=a X-b Y$. Then $U$ and $V$ are independent standard normal and

$$
X Y=\frac{1}{4 a b}\left\{U^{2}-V^{2}\right\}, \quad E(X Y \mid a X+b Y)=\frac{1}{4 a b}\left\{U^{2}-1\right\}
$$

Then,

$$
\begin{aligned}
E\{X Y-E(X Y \mid a X+b Y)\}^{2} & =\frac{1}{(4 a b)^{2}} E\left\{\left(U^{2}-V^{2}\right)-\left(U^{2}-1\right)\right\}^{2} \\
& =\frac{1}{(4 a b)^{2}} E\left\{V^{2}-1\right\}^{2} .
\end{aligned}
$$

Since the distribution of $V$ does not depend on $a$ and $b$, the right side is minimized when $a^{2}=b^{2}=\frac{1}{2}$. When the best fitting function is subtracted off, the second stage of the algorithm subtracts off a quadratic in the orthogonal direction and the algorithm terminates after two steps. The same result can be shown to hold when $X$ and $Y$ are chosen uniformly in $[-1,1]^{2}$.

Similar computations can be instructively carried out for functions other than $X Y$. For example, consider $(X Y)^{2}$. David Donoho has shown that if $X$ and $Y$ are normally distributed the algorithm chooses the four directions $(1,1),(1,-1),(1,0)$,
$(0,1)$. Moreover, Donoho can prove that the approximation does not terminate after four steps, even though the function can be expressed as a sum of four 4th degree polynomials. Infinitely many steps are required-successive terms being cyclically added in each of the four directions.

Donoho and Ian Johnstone have independently proved that for normally distributed $X$ and $Y$, the greedy approximation, which at each stage finds the $a$ and $b$ to minimize

$$
E\left\{f_{n}(X, Y)-E\left\{f_{n}(X, Y) \mid a X+b Y\right\}\right\}^{2},
$$

converges in $L^{2}$.
These results underscore a property of the projection pursuit algorithm: the directions it chooses are the directions that minimize the $L^{2}$ error. The situation is somewhat like finding the principal components of a covariance matrix. There are many possible bases, but the directions chosen have a well-defined interpretation in terms of maximum reduction of variance.

Application 4. Even if the directions $\left(a_{i}, b_{i}\right)$ are fixed, the representation need not be unique. Suppose that $n$ is the smallest integer such that

$$
f(x, y)=\sum_{i=1}^{n} g_{i}\left(a_{i} x+b_{i} y\right)
$$

If also

$$
f(x, y)=\sum_{i=1}^{n} h_{i}\left(a_{i} x+b_{i} y\right)
$$

then

$$
f_{i}(t)-h_{i}(t)=p_{i}(t), \quad 1 \leqq i \leqq n,
$$

with $p_{i}$ a polynomial of degree at most $n-1$. The polynomials $p_{i}$ can be chosen in an arbitrary way subject to the constraint $\sum p_{i} \equiv 0$. In particular, any $n-1$ of the $p_{i}$ can be chosen arbitrarily and a final polynomial can be found to satisfy the constraint. These results all follow easily from Theorem 3; indeed the operator $L_{i}=$ $\prod_{j \neq i}\left[b_{j} \partial / \partial x-a_{j} \partial / \partial y\right]$ applied to $f(x, y)$ gives

$$
h_{i}^{(n-1)}\left(a_{i} x+b_{i} y\right) \prod_{j \neq i}\left(b_{i} a_{i}-a_{j} b_{i}\right)=g_{i}^{(n-1)}\left(a_{i} x+b_{i} y\right) \prod_{j \neq i}\left(b_{j} a_{i}-a_{j} b_{i}\right)
$$

The products are nonvanishing because the directions are distinct. It follows that $h_{i}$ differs from $g_{i}$ by at most a polynomial of degree $n-1$, and that an arbitrary polynomial may be added subject to the constraint.

In the special case $n=2$, Theorem 3 was given by Dotson [4] who suggests further application to factoring probability densities and separation of variables.

The generalization to dimension greater than two is not as neat. We give a result for three-dimensions which generalizes to $p$-dimensions. Suppose that for $n$ distinct directions $a^{i} \in \mathbb{R}^{3}$, a function $f$ can be represented, for $x \in \mathbb{R}^{3}$, as

$$
\begin{equation*}
f(x)=\sum_{i=1}^{n} g_{i}\left(a^{i} \cdot x\right) \tag{1.3}
\end{equation*}
$$

Let $\Pi^{i}=\left\{\rho \in \mathbb{R}^{3}: \rho \cdot a^{i}=0\right\}$. Let $\nabla=\left(\partial / \partial x_{1}, \partial / \partial x_{2}, \partial / \partial x_{3}\right)$. Clearly,

$$
\prod_{i=1}^{n}\left(\rho^{i} \cdot \nabla\right) f \equiv 0 \quad \text { for all } \rho^{i} \in \Pi^{i}
$$

This condition is not sufficient. To see this, consider the function $f\left(x_{1}, x_{2}, x_{3}\right)=x_{1} x_{2}$ and the three directions $a^{1}=(1,0,0), a^{2}=(0,1,0)$ and $a^{3}=(0,0,1)$. For any nonzero $\rho^{i} \in \Pi^{i}$, the operator $\Pi\left(\rho^{i} \cdot \nabla\right)$ applied to $f$ is zero. Yet, $f$ cannot be written as $f(x)=f_{1}\left(x_{1}\right)+f_{2}\left(x_{2}\right)+f_{3}\left(x_{3}\right)$.

The condition is sufficient "up to polynomials":
Theorem 5. Let $a^{r}$ be distinct, nonzero, directions in $\mathbb{R}^{3}$. Let $\Pi^{r}$ be the plane $\left\{\rho \in \mathbb{R}^{3}: a^{r} \cdot \rho=0\right\}$. A function $f \in C^{n}\left(\mathbb{R}^{3}\right)$ has the form

$$
f(x)=\sum_{r=1}^{n} g_{r}\left(a^{r} \cdot x\right)+P(x)
$$

for a polynomial $P$ of degree less than $n$, if and only if

$$
\begin{equation*}
\prod_{i=1}^{n}\left(\rho^{i} \cdot \nabla\right) f=0 \quad \text { for all } \rho^{r} \in \Pi^{r} \tag{1.4}
\end{equation*}
$$

Remark. As noted above, condition (1.4) is not sufficient to ensure that representation (1.3) holds. If (1.3) holds, there are other obvious necessary conditions: if $\rho^{i j} \in \Pi^{i} \cap \Pi^{j}$, then

$$
\left(\rho^{i j} \cdot \nabla\right) g_{i}\left(a^{i} \cdot x\right)=\left(\rho^{i j} \cdot \nabla\right) g_{j}\left(a^{i} \cdot x\right)=0
$$

Thus, $f$ is annihilated by differential operators of degree $[(n+1) / 2], \cdots, n-1$. Unfortunately, even these conditions are not sufficient. H. Royden, in unpublished work, has determined necessary and sufficient conditions of a rather different type. These are stated at the end of this paper. In Proposition 1 of $\S 2$ we show that any polynomial $P$ can be written as a sum of univariate polynomials of linear combinations. If $\operatorname{deg} P=k$, then $(k+1)(k+2) / 2$ terms may be required.

Thus far we have been assuming sufficient differentiability. Versions of all theorems are valid if derivatives are interpreted in the sense of distributions. This is discussed in some detail in § 3 .

Our theorems are related to Hilbert's 13th problem. In modern notation, Hilbert asked if there are genuine multivariate functions. Of course, $x+y$ is a function of two variables but $x y=e^{\log x+\log y}$ is a superposition of univariate functions and + . Kolmogorov and Arnold showed that, in this sense, + is the only function of two variables. They constructed five monotone functions $\phi_{i}:[0,1] \rightarrow \mathbb{R}$, which satisfy $\mid \phi_{i}(x)-$ $\phi(y)|\leqq|x-y|$. These functions have the following remarkable property: for each $f \in C[0,1]^{2}$ there is a $g \in C[0,1]$ such that for all $(x, y)$,

$$
f(x, y)=\sum_{i=1}^{n} g\left(\phi_{i}(x)+\frac{1}{2} \phi_{i}(y)\right) .
$$

Thus $\phi_{i}$ are a "universal change of variables" which allows exact equality. A nice discussion of this result and its refinements can be found in Lorentz (1966), (1976) and Vitushkin (1977). While the functions $\phi_{i}$ and $g$ are given in a constructive fashion, it does not seem that this result is used to approximate functions in an applied context. This is probably because the functions $\phi_{i}$ are fairly "wild". For example, it is known that it is not possible to choose $\phi_{i}$ to be $C^{1}$ functions, so fixed linear combinations of $x$ and $y$ are ruled out. It is known that $f(x, y)=\sum_{i=1}^{n} g_{i}\left(a_{i} x+b_{i} y\right)$ for all polynomials $f(x, y)$ is not possible with $a_{i}, b_{i}$ fixed independent of $f$. In the projection pursuit approach to approximation, $a_{i}$ and $b_{i}$ are allowed to depend on $f$ and Example 2 shows that now any polynomial can be written in required form. Example 1 shows that not all functions can be so expressed.

This paper has characterized functions that can be represented exactly as a sum of nonlinear functions of linear combinations. It is important to be able to recognize functions that can be well approximated by such a sum. Some important work on this problem is in the papers by Logan and Shepp (1975) and Logan (1975). These papers work with prespecified directions, but the main results of Logan (1975) do not depend on the directions. Roughly, Logan shows that a function on the unit disc can be well approximated, in $L^{2}$, by a sum of $n$ univariate functions if and only if the function has bandwidth $n$, in the sense that its Fourier transform is essentially supported on a disc of radius $n$.
2. Proof and discussion of Theorems 3 and 5. Let $L$ be the differential operator: $\sum_{i=0}^{n} c_{i} \partial^{n} / \partial x^{i} \partial y^{n-i}$. By hypothesis, the polynomial

$$
\sum_{i=0}^{n} c_{i} x^{i} y^{n-i}=y^{n} \sum_{i=0}^{n} c_{i}\left(\frac{x}{y}\right)^{i}
$$

splits into distinct linear factors. Thus, $L$ can be written as $\prod\left[b_{i} \partial / \partial x-a_{i} \partial / \partial y\right]$, with the lines $a_{i} x+b_{i} y$ distinct. It must be shown that $f$ can be represented as $\sum_{i=1}^{n} g_{i}\left(a_{i} x+\right.$ $b_{i} y$ ). The proof is by induction on $n$. For $n=1$, suppose without real loss that $a_{1} \neq 0$. Then $f(x, y)=g\left(a_{1} x+b_{1} y\right)$ with $g(z)=f\left(z / a_{1}, 0\right)$. One way to show this is to fix $(x, y)$ and define $h(t)=f\left(x+\left(b_{1} / a_{1}\right) y-\left(b_{1} / a_{1}\right) y t, t y\right)$. Then $h(0)=f\left(x+\left(b_{1} / a_{q}\right) y, 0\right)=$ $g\left(a_{1} x+b_{1} y\right) ; h(1)=f(x, y)$ and $h^{\prime}(t) \equiv 0$, for $0 \leqq t \leqq 1$. The fundamental theorem of calculus gives $h(1)=\int_{0}^{1} h^{\prime}+h(0)$. Suppose the result is true for operators of degree $\leqq n-1$. To prove it for degree $n$, write

$$
\prod_{i=1}^{n}\left(b_{i} \frac{\partial}{\partial x}-a_{i} \frac{\partial}{\partial y}\right) f=\left\{\prod_{i=1}^{n-1}\left(b_{i} \frac{\partial}{\partial x}-a_{i} \frac{\partial}{\partial y}\right)\right\}\left(b_{n} \frac{\partial}{\partial x}-a_{n} \frac{\partial}{\partial y}\right) f \equiv 0 .
$$

By the induction hypotheses, there are functions $g_{i}, 1 \leqq i \leqq n-1$ satisfying

$$
\begin{equation*}
\left(b_{n} \frac{\partial}{\partial x}-a_{n} \frac{\partial}{\partial y}\right) f=\sum_{i=1}^{n-1} g_{i}\left(a_{i} x+b_{i} y\right) . \tag{2.1}
\end{equation*}
$$

A solution $f^{*}$ of (2.1) of the form

$$
f^{*}(x, y)=\sum_{i=1}^{n-1} h_{i}\left(a_{i} x+b_{i} y\right)
$$

is found by choosing $h_{i}(t)=\left(b_{n} a_{i}-a_{n} b_{i}\right)^{-1} \int_{0}^{t} g_{i}(s) d s$. This is well-defined because the lines are distinct. Now $\left\{b_{n} \partial / \partial x-a_{n} \partial / \partial y\right\}\left(f-f^{*}\right) \equiv 0$ can be solved explicitly with $\left(f-f^{*}\right)(x, y)=h_{n}\left(a_{n} x+b_{n} y\right)$ by the argument for $n=1$. It follows that $f=f^{*}+h_{n}$ can be written in the required form.

Remarks on explicit computations. If $f$ is of the form (1.2) then Theorem 3 gives the existence of numbers $c_{0}, \cdots, c_{n}$ such that $\sum c_{j}\left(\partial^{n} / \partial x^{i} \partial y^{n-i}\right)(f) \equiv 0$. The $c_{i}$ can be found by fixing $n+1$ distinct pairs $\left(x_{i}, y_{i}\right)$, calculating $\partial^{n} /\left.\partial x^{i} \partial y^{n-i}\right|_{\left(x_{i}, y_{i}\right)}$ and solving the resulting system of equations for $c_{i}$. It is feasible to check if the polynomial $c_{0}+\cdots+$ $c_{n} z^{n}$ has distinct real roots using techniques in Henrici (1977, Chap. 6). Each stage of the procedure is feasible by a finite algorithm. If the procedure fails at any stage, then equality is impossible. Given feasible $c_{0}, \cdots, c_{n}$, it may be possible to find the roots of the associated polynomial. This determines directions $\left(a_{i}, b_{i}\right)$.

In simple examples there is often enough freedom of choice to make determination of $\left(a_{i}, b_{i}\right)$ possible. Consider $f(x, y)=x y$ for $n=2$,

$$
\prod_{i=1}^{2}\left(b_{i} \frac{\partial f}{\partial x}-a_{i} \frac{\partial f}{\partial y}\right)=b_{1} b_{2} \frac{\partial^{2} f}{\partial x^{2}}-\left(b_{1} a_{2}+b_{2} a_{1}\right) \frac{\partial^{2} f}{\partial x \partial y}+a_{1} a_{2} \frac{\partial^{2} f}{\partial y^{2}} .
$$

Since $\partial^{2} f / \partial x^{2}=\partial^{2} f / \partial y^{2}=0, \partial^{2} f / \partial x \partial y=1$; any distinct choice of $a_{i}$ and $b_{i}$ with $b_{1} a_{2}=$ $-b_{2} a_{1}$ works. Taking $a_{1}=b_{1}=1, a_{2}=-b_{2}=1$, we are led to solve

$$
f(x, y)=g_{1}(x+y)+g_{2}(x-y) .
$$

Applying $\partial / \partial x-\partial / \partial y$ to both sides leads to $y-x=2 g_{2}^{\prime}(x-y)$; setting $y=0 ; g_{2}^{\prime}(x)=$ $-x / 2, \quad g_{2}=-x^{2} / 4+c_{2}$. Similarly, $g_{1}(x)=x^{2} / 4+c_{1}$ and the result is $x y=$ $\frac{1}{4}(x+y)^{2}+c_{1}-\frac{1}{4}(x-y)^{2}+c_{2}$ where $c_{1}+c_{2}=0$ is forced. In general, if $f=$ $\sum_{i=1}^{n} g_{i}\left(a_{i} x+b_{i} y\right) ; \prod_{i \neq i}\left(b_{i} \partial / \partial x-a_{i} \partial / \partial y\right) f=c_{i} g_{i}^{(n-1)}\left(a_{i} x+b_{i} y\right)$, for an explicit $c_{i}$. This determines $g_{i}$ up to an essentially free choice of an $n-1$ degree polynomial.

In the case of a polynomial $f$, some additional tricks become available. For a multinomial $x^{a} y^{b}$ let $a+b=n$; only sums of the form $\sum_{i=1}^{n} \alpha_{i}\left(x+\beta_{j} y\right)^{n}$ need be considered. Expanding out and equating coefficients gives

$$
\sum \alpha_{i}=0, \quad \sum \alpha_{i} \beta_{i}=0 \cdots \sum \alpha_{i} \beta_{j}^{a}=\frac{1}{\binom{n}{j}} \cdots \sum \alpha_{i} \beta_{j}^{n}=0 .
$$

This gives $n+1$ equations in $2 n$ unknowns. These are linear in the $\alpha$ 's for given $\beta$ 's and may be solved explicitly because the matrix is a Vandermonde with a well-known inverse. See Gautschi (1963).

The proof of Theorem 5 was outlined by H. Royden. The proof follows from three lemmas. Throughout $a^{r}$ are distinct nonzero directions in $\mathbb{R}^{3}$.

LEMMA 1. If $\sum_{r=1}^{l} g_{r}\left(a^{r} \cdot x\right) \equiv 0$ then $g_{r}^{(l-1)} \equiv 0$ and $g_{r}$ is a polynomial of degree at most $l-2$.

Proof. Fix $r$. For each $j \neq r$ there is $\rho^{j} \in \Pi^{j}$ but $\rho^{j} \cdot a^{r} \neq 0$. Apply the operator $\prod_{j \neq r}\left(\rho^{j} \cdot \nabla\right)$ to the sum to conclude $\prod_{j \neq r}\left(\rho^{j} \cdot a^{j}\right) g^{(l-1)}\left(\rho^{j} \cdot x\right) \equiv 0$. The coefficient is nonzero, so the conclusion follows.

In the next two lemmas, the notation $f_{j}$ means $\partial f / \partial x_{j}$.
Lemma 2. Let $P$ and $Q$ be polynomials of degree $\leqq k$ in $\left(x_{1}, x_{2}, x_{3}\right)$. Suppose that in some open $\mathcal{O} \subset \mathbb{R}^{3}$

$$
P_{3}=Q_{2}
$$

Then there is polynomial $H$ of degree at most $k+1$ such that

$$
P=H_{2} \quad \text { and } \quad Q=H_{3} .
$$

Proof. Argue in a cube $\left\{a \leqq x_{1} \leqq \alpha, b \leqq x_{2} \leqq \beta, c \leqq x_{3} \leqq \gamma\right\}$ contained in 0. Let $\Gamma$ be a path connecting $\left(x_{1}, a, b\right)$ to ( $x_{1}, x_{2}, x_{3}$ ) which lies entirely in the plane of constant $x_{1}$. The line integral

$$
\int_{\Gamma} P\left(x_{1}, y, z\right) d y+Q(x, y, z) d z=H\left(x_{1}, x_{2}, x_{3}\right)
$$

is independent of $\Gamma$ in view of the hypothesis and Green's theorem. Furthermore,

$$
d H=P d x_{2}+Q d x_{3}
$$

Here $d$ is exterior differentiation in the plane $x_{1}=$ constant. Therefore

$$
\frac{\partial H}{\partial x_{2}}=P \quad \text { and } \quad \frac{\partial H}{\partial x_{3}}=Q .
$$

In particular, let $\Gamma$ be the path

$$
\begin{array}{ll}
t \rightarrow\left(x_{1}, a+t\left(x_{2}-a\right), b\right), & 0 \leqq t \leqq 1 \\
t \rightarrow\left(x_{1}, x_{2}, b+(t-1)\left(x_{3}-b\right)\right), & 1 \leqq t \leqq 2 .
\end{array}
$$

Then,

$$
\begin{aligned}
H\left(x_{1}, x_{2}, x_{3}\right)= & \left(x_{2}-a\right) \int_{0}^{1} P\left(x_{1}, a+t\left(x_{2}-a\right), b\right) d t \\
& +\left(x_{3}-b\right) \int_{1}^{2} P\left(x_{1}, x_{2},(t-1)\left(x_{3}-b\right)\right) d t
\end{aligned}
$$

which is clearly a polynomial of degree $\leqq k+1$.
Lemma 3. Let $f \in C^{n+2}\left(\mathbb{R}^{3}\right)$ have the following properties: for $n$ distinct directions $a^{r}$, with $a^{r}$ distinct from ( $1,0,0$ ),

$$
\begin{align*}
& f_{2}(x)=\sum_{r=1}^{n} g_{r}\left(a^{r} \cdot x\right)+P(x)  \tag{2.2a}\\
& f_{3}(x)=\sum_{r=1}^{n} h_{r}\left(a^{r} \cdot x\right)+Q(x) \tag{2.2b}
\end{align*}
$$

With $P$ and $Q$ polynomials of degree at most $n-1$; then there are univariate functions $G_{r}$, $1 \leqq r \leqq n+1$, and a polynomial $H$ of degree at most $n$ such that

$$
f(x)=\sum_{r=1}^{n} G_{r}\left(a^{r} \cdot x\right)+G_{n+1}\left(x_{1}\right)+H(x)
$$

Proof. Because $f_{23}=f_{32}$, conditions (2.2a) and (2.2b) translate into

$$
0=\sum_{r=1}^{n}\left(a_{3}^{r} g_{r}^{1}-a_{2}^{r} h_{r}^{1}\right)\left(a^{r} \cdot x\right)+P_{3}(x)-Q_{2}(x) .
$$

By hypothesis, for $i \neq r$ there are vectors $\rho^{i} \in \Pi^{i}$ with $\rho^{i} \cdot a^{r} \neq 0$. Let $A=\prod_{i \neq r}\left(\rho^{i} \cdot \nabla\right)$. Applying $A$ to $P_{3}(x)-Q_{2}(x)$ gives zero because this polynomial is of degree at most $n-2$. Thus,

$$
0 \equiv c\left\{a_{3}^{r} g_{r}^{(n)}-a_{2}^{r} h_{r}^{(n)}\right\}
$$

where

$$
c=\prod_{i \neq r}\left(\rho^{i} \cdot a^{r}\right) \neq 0
$$

It follows that

$$
\begin{equation*}
a_{3}^{r} g_{r}\left(a^{r} \cdot x\right)-a_{2}^{r} h_{r}\left(a^{r} \cdot x\right)=P_{r}\left(a^{r} \cdot x\right) \tag{2.3}
\end{equation*}
$$

for $P$ a polynomial of degree at most $n-1$. Because the $a^{r}$ are distinct from ( $1,0,0$ ), either $a_{2}^{r} \neq 0$ or $a_{3}^{r} \neq 0$. Define the $n$ functions $G_{r}$ by

$$
\begin{array}{ll}
G_{r}^{\prime}=g_{r} / a_{2}^{r} & \text { if } a_{2}^{r} \neq 0, \\
G_{r}^{\prime}=h_{r} / a_{3}^{r} & \text { if } a_{2}^{r}=0 \tag{2.4b}
\end{array}
$$

Consider

$$
\phi(x)=f(x)-\sum_{r=1}^{n} G_{r}\left(a^{r} \cdot x\right)
$$

From the hypothesis, (2.3) and (2.4),

$$
\phi_{2}(x)=f_{2}(x)-\sum a_{2}^{r} G_{r}^{\prime}\left(a^{r} \cdot x\right)=\sum_{a_{2}^{r}=0} g_{r}\left(a^{r} \cdot x\right)+P(x)=P^{*}(x)
$$

with $P^{*}$ a polynomial of degree at most $n-1$. Further,

$$
\phi_{3}(x)=f_{3}(x)-\sum a_{3}^{r} G^{\prime}\left(a^{r} \cdot x\right)=\sum\left\{h_{r}\left(a^{r} \cdot x\right)-a_{3}^{r} G^{\prime}\left(a^{r} \cdot x\right)\right\}+Q .
$$

Each term in the sum is a polynomial. If $a_{2}^{r} \neq 0$, the $r$ th term equals

$$
h_{r}\left(a^{r} \cdot x\right)-a_{3}^{r} g_{r}\left(a^{r} \cdot x\right) / a_{2}^{r}
$$

a polynomial from (2.3). If $a_{2}^{r}=0$, the $r$ th term is zero. It follows that

$$
\phi_{3}=Q^{*}(x)
$$

with $Q^{*}$ a polynomial of degree at most $n-1$. To finish off, observe that $\phi_{23}=\phi_{32}$ gives $P_{3}^{*}=Q_{2}^{*}$. From Lemma 2, there is a polynomial $H$ of degree at most $n$, such that $H_{2}=P^{*}$ and $H_{3}=Q^{*}$. The function $\psi=\phi-H$ has $\psi_{2}=\psi_{3}=0$. Thus, $\psi$ is only a function of $x_{1}$, as required.

Proof of Theorem 5. Clearly, if $f$ can be represented as a sum of $n$ univariate functions plus a polynomial the differential operator kills $f$. The proof of the converse is by induction on $n$. For $n=1$, we know that if $f_{2}=f_{3}=0$ then $f$ is a function of $x_{1}$ only. Rotating to bring the plane $\Pi^{1}$ into $\left\{\rho: \rho_{2}=\rho_{3}=0\right\}$ proves the general case. Suppose that the result is true for $n-1$. Let $a^{1}, a^{2}, \cdots, a^{n-1}, a^{n}$ be $n$ distinct nonzero directions. By rotating, we may assume that $a^{n}=\left(\begin{array}{lll}1 & 0 & 0\end{array}\right)$. Then, for any $\rho^{i} \in \Pi^{i}$, $1 \leqq i \leqq n-1$,

$$
\Pi\left(\rho^{i} \cdot \nabla\right) f_{2} \equiv \Pi\left(\rho^{i} \cdot \nabla\right) f_{3} \equiv 0
$$

The induction hypothesis yields that $f$ satisfies conditions (2.2) of Lemma 3. The theorem follows.

Proposition 1. Let $p$ and $k$ be positive integers. Let $r=\binom{m+p-1}{m}$. There are $r$ distinct directions $a^{1}, a^{2}, \cdots, a^{r}$ in $\mathbb{R}^{p}$ such that any homogeneous polynomial $f$ of degree $m$ can be written as

$$
f(x)=\sum_{j=1}^{r} \alpha_{i}\left(a^{j} \cdot x\right)^{m} \text { for some real numbers } \alpha_{r} .
$$

Proof. The space of homogeneous polynomials of degree $m$ is an $r$-dimensional vector space over the real numbers. Let $m_{i}(x), 1 \leqq i \leqq r$ be an enumeration of the monomials. For each monomial, let $D_{i}$ be the associated differential operator (e.g., if $\left.m_{i}(x)=x_{1}^{2} x_{2} x_{3}, \quad D_{i}=\partial^{4} / \partial x_{1}^{2} \partial x_{2} \partial x_{3}\right)$. Observe that $D_{i}\left(a^{r} \cdot x\right)^{m}=m!m_{i}\left(a^{r}\right)$. For dimension reasons, to prove the proposition it suffices to show that directions $a^{j}$ can be chosen so that the polynomials $\left(a^{j} \cdot x\right)^{m}, j=1, \cdots, r$, are linearly independent. Suppose

$$
\sum c_{j}\left(a^{j} \cdot x\right)^{m}=0
$$

Applying $D_{i}$ we get

$$
\sum_{i=1}^{r} m_{i}\left(a^{j}\right) c_{j}=0 \quad \text { for all } i=1, \cdots, r
$$

For this system to have a nontrivial solution $\left(c_{1}, \cdots, c_{r}\right)$, we must have

$$
\begin{equation*}
\operatorname{det}\left(m_{i}\left(a^{i}\right)\right)=0 \tag{*}
\end{equation*}
$$

We write $a^{j}=\left(a_{1}^{j}, \cdots, a_{p}^{j}\right)$. Since $\operatorname{det}\left(m_{i}\left(a^{j}\right)\right)$ is a nontrivial algebraic expression with rational coefficients, if we choose the $p r$ real numbers $a^{i}$ in such a way that they are algebraically independent over $Q$, then

$$
\operatorname{det}\left(m_{i}\left(a^{i}\right)\right) \neq 0
$$

contradicting (*).
3. Some generalizations. The theory presented so far does not apply to identities between nondifferentiable functions. Most of the results remain valid if differentiation is interpreted in the sense of distributions. Consider the identity

$$
\max (x, y)=\frac{1}{2}(|x+y|+|x-y|)
$$

For fixed $y$ the function $\max (x, y)$ is constant for $x \leqq y$ and equal to $x$ for larger $x$. Thus

$$
\frac{\partial}{\partial x} \max (x, y)= \begin{cases}0, & x<y \\ 1, & x>y\end{cases}
$$

This function is also called the Heavyside function shifted to $y$. Its derivative is well known to be the delta function concentrated on the line $x=y$. This acts on $\phi \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right)$ by $\delta(\phi)=\int \phi(t, t) d t$. Similarly, $\partial^{2} / \partial y^{2} \max (x, y)=\delta$, so $\max (x, y)$ is a solution of the wave equation

$$
\frac{\partial^{2}}{\partial x^{2}} U-\frac{\partial^{2}}{\partial y^{2}} U=0
$$

The only solutions of this equation are of the form $U=f_{1}(x+y)+f_{2}(x-y)$ where $f_{1}$ and $f_{2}$ are distributions (see Schwartz (1966, p. 9) for some history). We further show, here and more generally, that if the solution $U$ is a sufficiently well-behaved function, then the $f_{i}$ are functions.

Any undefined terms in the following discussion can be found in Barros-Neto (1973) or Schwartz (1966). Let $\mathscr{D}\left(\mathbb{R}^{2}\right)$ be the space of test functions-compactly supported $C^{\infty}$ functions. The dual space $\mathscr{D}^{\prime}\left(\mathbb{R}^{2}\right)$ is the space of distributions on $\mathbb{R}^{2}$. For $\gamma=(a, b)$, the translate of $T \in \mathscr{D}^{\prime}$ by $\gamma$ is written $T_{\gamma}$. This acts on $\phi \in \mathscr{D}$ by $T_{\gamma}\{\phi(x)\}=T\{\phi(x-\gamma)\}$. The distribution $T \in D^{\prime}\left(\mathbb{R}^{2}\right)$ depends only on $a x+$ by if for all real $t, T_{(b t,-a t)}=T$. The following theorem collects together several results in Schwartz (1966, § II.5). It is the case $m=1$ of the theorem at which we are aiming.

Theorem 6. Let $T \in \mathscr{D}^{\prime}\left(\mathbb{R}^{2}\right)$. For $(a, b)$ nonzero, the following conditions are equivalent:
(a) T depends only on $a x+b y$.
(b) $(b \partial / \partial x-a \partial / \partial y) T=0$.
(c) There is a distribution $g \in \mathscr{D}^{\prime}\left(\mathbb{R}^{2}\right)$ such that for all $\phi \in \mathscr{D}\left(\mathbb{R}^{2}\right)$,

$$
T(\phi)=g\left\{\int \phi(a u+b v, b u-a v) d v\right\}
$$

where $g$ operates on the function of $u$ inside the brackets.

Remark. If $T$ and $g$ are functions with $T(x, y)=g(a x+b y)$ and $a^{2}+b^{2}=1$, then part (c) becomes

$$
\begin{aligned}
T(\phi) & =\iint T(x, y) \phi(x, y) d x d y=\iint g(a x+b y) \phi(x, y) d x d y \\
& =\iint g(u) \phi(a u+b v, b u-a v) d u d v=g\left\{\int \phi(a u+b v, b u-a v) d v\right\}
\end{aligned}
$$

Notation. If $T$ satisfies any of the three conditions of Theorem 6 we write $T=q_{\gamma}^{*}(g)$ where $\gamma=(a, b)$ and $q_{\gamma}$ is the linear map from $\mathbb{R}^{2} \rightarrow \mathbb{R}^{1}$ given by $q_{\gamma}(x, y)=a x+b y$. We can now state the distribution version of Theorem 3 .

Theorem 7. Let $T \in \mathscr{D}^{\prime}\left(\mathbb{R}^{2}\right)$. Suppose that for some real numbers $c_{0}, c_{1}, \cdots, c_{m}$, the operator $\sum_{i=0}^{m} c_{i} \partial^{m} / \partial x^{i} \partial y^{m-i}$ applied to Tis zero. If the polynomial $\sum c_{i} z^{i}$ has distinct real zeros then there are distinct nonzero $\gamma_{1}, \gamma_{2}, \cdots, \gamma_{m} ; \gamma_{i}=\left(a_{i}, b_{i}\right)$ such that, writing $q_{i}$ for $q_{\gamma_{i}}$,

$$
\begin{equation*}
T=\sum_{i=1}^{m} q_{i}^{*}\left(g_{i}\right) \quad \text { with } g_{i} \in \mathscr{D}^{\prime}(\mathbb{R}) \tag{3.1}
\end{equation*}
$$

Conversely, if (3.1) holds, then $\Pi\left(b_{i} \partial / \partial x-a_{i} \partial / \partial y\right)$ applied to $f$ is zero.
Proof. One direction is clear; the argument for the other direction is by induction on $m$. The case $m=1$ follows from Theorem 6. Thus, assume the result for $m-1$. Without loss of generality, assume $a_{i}^{2}+b_{i}^{2}=1$ for $1 \leqq i \leqq m$. Then

$$
\prod_{i=2}^{m}\left(b_{i} \frac{\partial}{\partial x}-a_{i} \frac{\partial}{\partial y}\right)\left(b_{1} \frac{\partial}{\partial x}-a_{1} \frac{\partial}{\partial y}\right) f=0
$$

This implies

$$
\begin{equation*}
\left(b_{1} \frac{\partial}{\partial x}-a_{1} \frac{\partial}{\partial y}\right) f=\sum_{i=2}^{m} q_{i}^{*}\left(g_{i}\right) . \tag{3.2}
\end{equation*}
$$

We will show that (3.2) has a solution $f^{*}$ of form

$$
f^{*}=\sum_{i=2}^{m} q_{i}^{*}\left(h_{i}\right) .
$$

Supposing this, $\left(b_{1} \partial / \partial x-a_{1} \partial / \partial y\right)\left(f-f^{*}\right)=0$, so by the result for $m=1, f-f^{*}=q_{1}^{*}\left(g_{1}\right)$ for $g_{1} \in \mathscr{D}^{\prime}(\mathbb{R})$ giving the theorem. To complete the proof, let $h_{i}$ be a distribution solution to

$$
\frac{d h_{i}}{d t}=\frac{1}{b_{1} a_{i}-a_{1} b_{i}} g_{i} .
$$

A solution exists by Schwartz (1966, Thm. IX, p. 130). We claim

$$
\sum_{i=2}^{m} q_{i}^{*}\left(h_{i}\right)=f^{*}
$$

is a solution to (3.2). To show this, we need the following relation:

$$
a q^{*}\left(h^{\prime}\right)=\frac{\partial}{\partial x} q^{*}(h) .
$$

To prove this, consider $\phi \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right)$. Now

$$
\begin{aligned}
a q^{*}\left(h^{\prime}\right)(\phi) & =a h^{\prime}\left(\int \phi(a u+b v, b u-a v) d v\right) \\
& =-h\left(\int\left[a \phi_{1}(a u+b v, b u-a v)+b \phi_{2}(a u+b v, b u-a v)\right] d v\right) .
\end{aligned}
$$

Since $\phi$ is compactly supported

$$
\int \frac{d}{d v}(\phi(a u+b v, b u-a v)) d v=0 .
$$

Thus,

$$
\int\left[b \phi_{1}(a u+b v, b u-a v)-a \phi_{2}(a u+b v, b u-a v)\right] d v=0 .
$$

Using this gives

$$
\begin{aligned}
a q^{*}\left(h^{\prime}\right)(\phi) & =-h\left(\int\left[a^{2} \phi_{1}(a u+b v, b u-a v)+b^{2} \phi_{1}(a u+b v, b u-a v)\right] d v\right), \\
& =-h\left(\int \phi_{1}(a u+b v, b u-a v) d v\right) \\
& =\frac{\partial}{\partial x} q^{*}(h)(\phi)
\end{aligned}
$$

Thus, $\left(b_{1} \partial / \partial x-a_{1} \partial / \partial y\right) q_{i}^{*}\left(h_{i}\right)=q_{i}^{*}\left(g_{i}\right)$. The claim regarding $f^{*}$ follows.
The next theorem shows that if the equation

$$
f(x, y)=\sum_{i=1}^{n} q_{i}^{*}\left(g_{i}\right)
$$

holds in the sense that the two sides are equal as distributions, and if $f(x, y)$ is a sufficiently regular function, then each of the distributions $g_{i}$ can be realized as a function on $\mathbb{R}$. Theorems of this sort may be described as results on propagation of singularities of partial differential equations.

The notion of "sufficiently regular" which we adopt involves the Sobolev spaces $H^{s}$; the definitions involve Fourier transforms, and so the space $\mathscr{S}$ of $C^{\infty}$ functions that, together with all derivatives, tend to zero at infinity faster than any polynomial. The dual of $\mathscr{S}$, denoted $\mathscr{S}^{\prime}$ is the space of tempered distributions. The Fourier transform of $\phi \in \mathscr{S}\left(\mathbb{R}^{2}\right)$ is

$$
\hat{\phi}(\lambda)=\iint e^{-i \lambda \cdot x} \phi(x) d x
$$

where $d x$ is $1 / 2 \pi$ times Lebesgue measure. The Fourier inversion theorem becomes

$$
\phi(x)=\iint e^{i \lambda \cdot x} \hat{\phi}(\lambda) d \lambda
$$

The Fourier transform of a tempered distribution $\theta \in \mathscr{S}^{\prime}$ is defined by

$$
\hat{\theta}(\phi)=\theta(\hat{\phi}) .
$$

For real $s,-\infty<s<\infty$, the Sobolev space $H^{s}\left(\mathbb{R}^{2}\right)$ is the set of tempered distributions $\theta \in S^{\prime}\left(\mathbb{R}^{2}\right)$ such that $\left(1+|\rho|^{2}+|\eta|^{2}\right)^{s / 2} \hat{f}(\rho, \eta) \in L^{2}\left(\mathbb{R}^{2}\right)$. There are various embedding theorems that say when a distribution is a function. For example, Taylor (1980, Chap. 1, § 3) gives:
(a) If $s>n / 2$, then each $\theta \in H^{s}\left(\mathbb{R}^{n}\right)$ is a bounded continuous function that vanishes at infinity.
(b) If $s>n / 2+k$, then $H^{s}\left(\mathbb{R}^{n}\right) \subset C^{k}\left(\mathbb{R}^{n}\right)$.
(c) For $0<\alpha<1$, define $C^{\alpha}$ as the set of bounded functions $u$ such that $\mid u(x+y)-$ $\left.u(y)|<C| y\right|^{\alpha}$ for $|y| \leqq 1$. If $s=n / 2+\alpha, 0<\alpha<1$, then $H^{2}\left(\mathbb{R}^{n}\right) \subset C^{\alpha}\left(\mathbb{R}^{n}\right)$.
(d) If $0 \leqq s<n / 2, H^{s}\left(\mathbb{R}^{n}\right) \subset L^{q}\left(\mathbb{R}^{n}\right), q=2 n /(n-2 s)$.

We have chosen the route of interpolating between integer values of $s$ by means of the Fourier transform. There are other routes. See Adams (1975) for discussion.

For $U$ open in $\mathbb{R}^{2}, H_{\mathrm{loc}}^{s}(U)$ is the set of distributions $\theta \in \mathscr{D}^{\prime}(U)$ such that for each compactly supported $\phi \in C_{0}^{\infty}(U), \phi \cdot \theta \in H^{s}\left(\mathbb{R}^{2}\right)$. For example, $\max (x, y) \in$ $H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{2}\right)$. With this notation, we can state the main result.

THEOREM 8. Let $\gamma_{i}=\left(a_{i}, b_{i}\right), 1 \leqq i \leqq m$ be distinct nonzero directions in $\mathbb{R}^{2}$. Let $q_{i}$ denote projection in the direction $\gamma_{i}$, so $q_{i}(x, y)=a_{i} x+b_{i} y$. Let $U$ be open in $\mathbb{R}^{2}$. Let $U_{i}$ be open sets in $\mathbb{R}$ with $q_{i}^{-1}\left(U_{i}\right) \supset U$ for all $i$. Suppose $f \in H_{\mathrm{loc}}^{s}(U)$ can be written

$$
f=\sum_{i=1}^{m} q_{i}^{*}\left(g_{i}\right)
$$

where $g_{i} \in \mathscr{D}^{\prime}\left(U_{i}\right)$. Then $g_{i} \in H_{\text {loc }}^{s}\left(U_{i}\right)$.
The proof of Theorem 8 will be given following two preliminary lemmas. Let $(a, b)$ be a unit vector in $\mathbb{R}^{2}$. Let $q(x, y)=a x+b y$ denote the projection. For $g \in \mathscr{S}^{\prime}(\mathbb{R})$, the distribution $q^{*} g$ acts on $\psi \in \mathscr{S}\left(\mathbb{R}^{2}\right)$ as $g\left(\int \psi(a u+b v, b u-a v) d v\right)$. The distribution $p_{*} g$ acts on functions $\psi \in \mathscr{S}\left(\mathbb{R}^{2}\right)$ by $g(\psi(a t, b t))$. We have the next lemma.

Lemma 4. $\left(\widehat{q^{*} g}\right)=p_{*}(\hat{g})$.
Proof. $\widehat{q^{*} g}(\psi)=q^{*} g(\hat{\psi})=g\left\{\int \hat{\psi}(a u+b v, b u-a v) d v\right\}$. Now the integral equals

$$
\begin{aligned}
\int e^{-i(a u+b v) x-i(b u-a v) y} \phi(x, y) d x d y d v & =\int e^{-i(a x+b y) u-i(b x-a y) v} \phi(x, y) d x d y d v \\
& =\int e^{-i s u-i t v} \phi(a s+b t, b s-a t) d s d t d v \\
& =\int e^{-i s u}\left\{\int e^{-i t v} \phi(a s+b t, b s-a t) d t d v\right\} d s
\end{aligned}
$$

The inner integral equals $\phi(a s, b t)$; indeed for any function $g \in C_{0}^{\infty}(\mathbb{R}), \int e^{i t v} g(t) d t d v=$ $\hat{\delta}(\hat{g})=\delta(g)=g(0)$. Making this substitution, proves the result.

The next lemma is the case $m=1$ of Theorem 8.
Lemma 5. Let $\pi: \mathbb{R}^{2} \rightarrow \mathbb{R}$ be the projection $\pi(x, y)=x, U_{1} \subset \mathbb{R}$ and $U \supset \pi^{-1}\left(U_{1}\right)$. Let $T \in \mathscr{D}^{\prime}(U)$ and assume there is $g \in \mathscr{D}^{\prime}\left(U_{1}\right)$ such that

$$
T=\pi^{*}(g)
$$

If $T \in H_{\mathrm{loc}}^{s}(U)$, then $g \in H_{\mathrm{loc}}^{s}\left(U_{1}\right)$.
Proof. Without loss of generality we may assume $U=\pi^{-1}\left(U_{1}\right)$ since $T=\pi^{*}(g)$. Let $V_{1} \subset \bar{V}_{1} \subset U_{1}$ and $V_{1}$ open, $\bar{V}_{1}$ compact, and $\chi \in C_{0}^{\infty}\left(U_{1}\right)$ with $\chi \equiv 1$ on $\bar{V}_{1}$. Then it suffices to show $\chi g \in H^{s}(\mathbb{R})$. Let $f=\chi g$ and $\theta=\pi^{*}(\chi g)$. Then the hypothesis on $T$ implies

$$
\theta \in H_{\mathrm{loc}}^{s}\left(\mathbb{R}^{2}\right)
$$

Let $\phi(x, y)=\phi_{1}(y)$ with $\phi_{1} \in C_{0}^{\infty}(\mathbb{R})$ such that

$$
\phi_{1}(y)= \begin{cases}1, & |y| \leqq r, \\ 0, & |y| \geqq R,\end{cases}
$$

for some constants $0<r<R$. Then $\phi \chi \in C_{0}^{\infty}(U)$, so

$$
\phi \theta \in H^{s}\left(\mathbb{R}^{2}\right)
$$

This means $\widehat{\phi \theta}$ is a function and

$$
\begin{equation*}
\iint|(\widehat{\phi \theta})(\rho, \eta)|^{2}\left(1+|\rho|^{2}+|\eta|^{2}\right)^{s / 2} d \rho d \eta<\infty \tag{3.3}
\end{equation*}
$$

We will argue that (3.3) implies $f \in H^{s}(\mathbb{R})$. Lemma 4 implies that $\hat{\theta}=p_{*}(\hat{f})$. Moreover, $\hat{f}$ is an analytic function of one variable, being the Fourier transform of a distribution of compact support (see Barros-Neto (1973, § 4.5)). Thus

$$
\begin{equation*}
\hat{\theta}(\rho, \eta)=\hat{f}(\rho) \delta_{0}(\eta) \tag{3.4}
\end{equation*}
$$

Also,

$$
\begin{equation*}
\hat{\phi}(\rho, \eta)=\delta_{0}(\rho) \hat{\phi}_{1}(\eta) . \tag{3.5}
\end{equation*}
$$

Using $(\widehat{\phi \theta})=\hat{\phi} * \hat{\theta}$ with (3.4) and (3.5),

$$
(\widehat{\phi \theta})(\rho, \eta)=\hat{\phi}_{1}(\eta) \cdot \hat{f}(\rho) .
$$

Thus, (3.3) becomes

$$
\begin{equation*}
\iint\left|\hat{\phi}_{1}(\eta)\right|^{2}|\hat{f}(\rho)|^{2}\left(1+|\rho|^{2}+|\eta|^{2}\right)^{s / 2}<\infty . \tag{3.6}
\end{equation*}
$$

Now elementary arguments show that for any real $s$ there are positive constants $\rho_{1}$, $\rho_{2}$ such that

$$
\rho_{1}|\rho|^{s}<\int\left|\hat{\phi}_{1}(\eta)\right|^{2}\left(1+|\rho|^{2}+|\eta|^{2}\right)^{s / 2} d \eta<\rho_{2}|\rho|^{s} \quad \text { for }|\rho| \geqq 1
$$

Using this and (3.6) gives

$$
\int_{-\infty}^{-1}|\hat{f}(\rho)|^{2}|\rho|^{s} d \rho+\int_{1}^{\infty}|\hat{f}(\rho)|^{2}|\rho|^{s} d \rho<\infty .
$$

Hence, the desired result:

$$
\int|\hat{f}(\rho)|^{2}\left(1+|\rho|^{2}\right)^{s / 2} d \rho<\infty
$$

Proof of Theorem 8. We may assume $\gamma_{i}$ are unit vectors. The case $m=1$ follows from Lemma 5 via linear transformation. For the general case, suppose

$$
f=\sum_{i=1}^{m} q_{i}^{*}\left(g_{i}\right) .
$$

Let $D_{i}=\prod_{j \neq i}\left(b_{j} \partial / \partial x-a_{j} \partial / \partial y\right)$. Then, for a nonzero constant $C_{i}$,

$$
D_{i} f=D_{i} q_{i}^{*}\left(g_{i}\right)=C_{i} q_{i}^{*}\left(g_{i}^{(m-1)}\right) .
$$

Since $f \in H_{\text {loc }}^{s}(U), D_{i} f \in H_{\text {loc }}^{s-m+1}(U)$. By Lemma 5,

$$
g_{i}^{(m-1)} \in H_{\mathrm{loc}}^{s-m+1}\left(U_{1}\right) .
$$

This implies that $g_{i} \in H_{\text {loc }}^{s}\left(U_{1}\right)$, see for example Treves (1966, Thm. 7.6).
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Note added in proof. Halsey Royden has communicated the following conditions necessary and sufficient for a function $f$ of $m$ variables to be representable as a sum of $N$ univariate functions: Let $\alpha=\left(\alpha_{1}, \cdots, \alpha_{m}\right)$ denote a multi-index of weight $\sum \alpha_{j}$. Let $f_{\alpha}$ denote the appropriate partial derivative and $f_{\alpha j}=\left(\partial / \partial x_{j}\right) f_{\alpha}$.

Theorem (H. Royden). Let $N=\binom{m+l-1}{l}$. Then a smooth function $f\left(x_{1}, \cdots, x_{m}\right)$ can be written

$$
f=\sum_{\nu=1}^{N} g_{\nu}\left(\sum a_{k}^{\nu} x_{k}\right)
$$

where the $N$ vectors $a^{\nu}=\left(a_{k}^{\nu}\right)$ do not lie on a hypersurface of degree $l$ in projective $m-1$ space, if and only if there are functions $h_{\nu}$, an invertible $N \times N$ constant matrix $C=\left[C_{\alpha}^{\nu}\right]$ where $\alpha$ runs over the $N$ multi-indices of weight l) and $N m \times m$ constant invertible matrices $B_{\nu}=\left[B_{k \nu}^{j}\right]$ such that

$$
\sum_{\alpha, j} c_{\nu}^{\alpha} f_{\alpha j} B_{k \nu}^{j}=\delta_{k}^{1} h_{\nu}\left(x_{1}, \cdots, x_{m}\right) .
$$

Here $\delta_{k}^{1}$ is Kronecker's delta function. The functions $g_{\nu}^{(l)}$ are then uniquely defined (so the representation is unique up to polynomials of degree $l-1$ ) and the directions $a_{\nu}$ are unique for those $\nu$ 's with $g_{\nu}^{(l)} \not \equiv 0$.
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# A MIXED VARIATIONAL INEQUALITY BOUNDARY ITERATION METHOD FOR SOME FREE BOUNDARY PROBLEMS* 

D. R. WESTBROOK $\dagger$


#### Abstract

A combination of variational inequalities and free boundary iterations is used to obtain approximate finite element solutions to some elliptic free boundary problems in an attempt to take advantage of the best aspects of both methods.

Variational inequalities are used together with a fixed mesh to first obtain a good approximation to the free boundary. This approximation is then improved iteratively by the movement of the free boundary nodes leaving the rest of the mesh unchanged.

Numerical results are given for two membrane contact problems and for a dam seepage problem.


Key words. free boundary problems, variational inequalities, finite elements

1. Introduction. The numerical solution of free boundary problems for second order differential equations, such as the dam seepage problem, has a lengthy history (see Cryer [5] for an extensive review). Many of the earlier workers, e.g. Shaw and Southwell [10], Taylor and Brown [11], use trial free boundary methods. In these methods an initial guess at the free boundary and corresponding domain is made. The partial differential equation is solved approximately in the domain using one of the boundary conditions on the free boundary. The second condition on the free boundary is then used to move the boundary to a new position. The process then proceeds iteratively until practical convergence is attained. The mesh is usually changed as the boundary is moved.

More recently many such free boundary problems have been reformulated as variational inequalities (see for example Duvaut and Lions [6] where many problems in mechanics are considered). A principal reason for such a formulation is that it provides a means to prove existence and uniqueness theorems, but the formulation also suggests an alternative numerical method in which the mesh remains fixed and the approximate boundary is found without iteration.

The solution of the variational inequality does require iterations, but as already stated it is done on a fixed mesh and according to Baiocchi, Comincoli, Guerri and Volpi [2] requires much less work. Kikuchi [8] compares the solution of the isotropic dam seepage problem by variational inequalities and by Taylor's method and states:

[^20]The present work is an attempt to combine the best aspects of the two methods for problems which can be formulated as variational inequalities. The principal idea is to use finite elements with the direct methods and fixed mesh of the variational inequality formulation to obtain a good first guess for an iterative trial free boundary method.

[^21]A main ingredient in the success of the method used here is that the nodes which give the approximate free boundary in the variational inequality method are within one element of the actual boundary (at least for a reasonably fine mesh). There is to the author's knowledge no proof of this conjecture, but no cases where it is not true have been encountered. If this conjecture holds, then only those nodes on the approximate boundary need be moved, and no special precautions need be taken to see that elements do not become too distorted. Here a simple check is made after each movement of the boundary.

In § 2 the problems considered are stated along with the formulation as variational inequalities. The numerical algorithm is in $\S 3$ and the numerical results are given in § 4.

## 2. Description of problems.

2.1. The membrane contact problem. If a membrane has a given boundary displacement and is stretched over a fixed surface, a contact problem is obtained in which the membrane is in contact with the surface over an area which is a priori unknown. The boundary of the contact region is the free boundary in this case.

The displacement of the membrane is given by $u(x, y)$ and the fixed surface is represented by the function $\chi(x, y)$, both defined for $(x, y)$ belonging to an open set $\Omega$ with boundary $\Gamma$. If the contact domain is denoted by $D$, the displacement $u$ will satisfy the boundary condition $u=g$ on $\Gamma$ where $g$ is the given boundary displacement ( $g \geqq \chi$ on $\Gamma$ ) and

$$
\Delta u=0, \quad u>\chi \quad \text { in } \Omega-D, \quad u=\chi \quad \text { in } D .
$$

In the region $D$ the force between the membrane and the rigid surface is $-\Delta u$ which must obviously be positive. These conditions lead to the complementarity equations

$$
\begin{array}{lll}
-\Delta u=0, & u>\chi & \text { in } \Omega-D, \\
-\Delta u \geqq 0, & u=\chi & \text { in } D,
\end{array}
$$

or

$$
-\Delta u \geqq 0, \quad u \geqq \chi, \quad(u-\chi) \Delta u=0 \quad \text { in } \Omega,
$$

with $u=g$ on $\Gamma$. This problem may be stated in a weak formulation as a variational inequality (Kinderlehrer and Stampacchia [9, pp. 40-45]) in the following manner:

Let $K=\left\{v \mid v \in H^{1}(\Omega), v=g\right.$ on $\Gamma, v \geqq \chi$ a.e. in $\left.\Omega\right\}$. Then $u \in K$ is the solution of

$$
a(u, v-u) \geqq 0 \quad \forall v \in K
$$

where

$$
a(u, v)=\int_{\Omega} \nabla u \cdot \nabla v d S
$$

( $H^{1}(\Omega)$ is the Sobolev space of functions with generalized first partial derivatives).
In practice it is more convenient to find $w=u-\chi$ which then satisfies

$$
w \in K=\left\{v \mid v \in H^{1}(\Omega), v=g-\chi \text { on } \Gamma, v \geqq 0 \text { a.e. in } \Omega\right\},
$$

and $w$ is the solution of

$$
a(w, v-w) \geqq l(v-u)
$$

where

$$
l(v-u)=\int_{\Omega} \Delta \chi(v-u) d S
$$

(It has been assumed here that $\chi$ is a sufficiently differentiable function, e.g. $\chi \in H^{2}(\Omega)$.)
In the present work two such membrane contact problems are considered. In both $\Omega$ is the interior of the square $|x|<1,|y|<1$, and $\chi=\frac{1}{4}\left(\frac{1}{2}-x^{2}-y^{2}\right) \cdot(\Delta \chi=-1)$ so that $l(v)=-\int_{\Omega} v d S$. In the first problem $g=0\left(w=\frac{1}{4}\left(x^{2}+y^{2}-\frac{1}{2}\right)\right.$ on $\left.\Gamma\right)$, and in the second $g=\frac{1}{16}\left[1-\ln \left\{4\left(x^{2}+y^{2}\right)\right\}\right]\left(w=\frac{1}{16}\left[-1+4\left(x^{2}+y^{2}\right)-\ln 4\left(x^{2}+y^{2}\right)\right]\right.$ on $\left.\Gamma\right)$.

The second example has the exact solution

$$
w= \begin{cases}\frac{1}{16}\left[-1+4\left(x^{2}+y^{2}\right)-\ln 4\left(x^{2}+y^{2}\right)\right], & x^{2}+y^{2}>\frac{1}{4}, \quad(x, y) \in \Omega, \\ 0, & x^{2}+y^{2} \leqq \frac{1}{4} .\end{cases}
$$

The free boundary is the circle $x^{2}+y^{2}=\frac{1}{4}$.
2.2. The isotropic homogeneous dam seepage problem. The problem may be stated as follows (see e.g. Baiocchi et al. [2]):

Find $u$ such that

$$
\begin{array}{ll}
\left.\begin{array}{ll}
\Delta u=0 & \text { in } \mathscr{D}, \\
u=h_{1} & \text { on } A B \\
u=h_{2} & \text { on } C D
\end{array}\right\} \text { (interface with water at rest), } \\
\left.\begin{array}{ll}
u=y & \text { on } D E \\
u=y & \text { on } \Gamma
\end{array}\right\} \text { (interface with air), } \\
\begin{array}{ll}
\frac{\partial u}{\partial n}=0 & \text { on } \Gamma \\
(\Gamma \text { is a streamline) }, \\
\frac{\partial u}{\partial y}=0 & \text { on } B C
\end{array} \quad \text { (impervious boundary). }
\end{array}
$$

$u$ represents the hydraulic head and $\Gamma$ is the free surface. $D E$ is the seepage surface and $E$ the seepage point. The letters refer to Fig. 1 which gives a representation of the problem.


This can be restated as a variational inequality by means of a method due to Baiocchi (see [2]) as follows. Let $\Omega$ be the interior of the rectangle $A B C F$ and define

$$
\tilde{u}= \begin{cases}u & \text { in } \mathscr{D} \\ y & \text { in } \Omega-\mathscr{D} .\end{cases}
$$

Let

$$
w(x, y)=\int_{y}^{h_{1}}(\tilde{u}(x, t)-t) d t
$$

and

$$
g= \begin{cases}\frac{h_{1}^{2}}{2}-\frac{\left(h_{1}^{2}-h_{2}^{2}\right)}{2} \frac{x}{a} & \text { on } B C \\ \frac{1}{2}\left(h_{1}-y\right)^{2} & \text { on } A B \\ \frac{1}{2}\left(h_{2}-y\right)^{2} & \text { on } C D \\ 0 & \text { on } D F \cap A F\end{cases}
$$

Then if $K=\left\{v \mid v \in H^{1}(\Omega), v=g\right.$ on $\partial \Omega, v \geqq 0$ a.e. in $\left.\Omega\right\}, w \in K$ is the solution of

$$
a(w, v-w) \geqq l(v-w) \quad \forall v \in K
$$

where

$$
\begin{aligned}
& a(v, w)=\int_{\Omega} \operatorname{grad} v \cdot \operatorname{grad} w d S \\
& l(v)=-\int_{\Omega} v d S
\end{aligned}
$$

This problem has been tackled numerically by several authors, for example Shaw and Southwell [11], Baiocchi et al. [2], Aitchison [1]. A much more complete survey is given in Cryer [4].
3. The numerical method. It is seen that the three problems of $\S 2$ all reduce to essentially the same variational inequality on a rectangular region. In the membrane contact problems (2.1) symmetry is used to reduce the region to $0 \leqq x \leqq 1,-1 \leqq y \leqq 0$. The region is divided into triangles by three sets of parallel lines (see Fig. 2) and the nodes are denoted $x_{i}, i=1, \cdots, N$. For convenience the region is oriented so that the contact region will be in the upper left corner.

The finite element method is used to discretize the variational inequality. The finite dimensional subspace $V_{N}$ of $H^{1}(\Omega)$ is defined by

$$
V_{N}=\left\{v \mid v=\sum_{i=1}^{N} v_{i} \phi_{i}, v_{i}=g\left(x_{i}\right), x_{i} \in \partial \Omega\right\}
$$

where $v_{i}$ are the nodal values $v\left(x_{i}\right)$ of $v$ and $\phi_{i}$ are basis functions which are piecewise linear in each triangle and $\phi_{i}\left(x_{j}\right)=\delta_{i j}$. If $V$ denotes the $N$-vector with components $v_{i}$, the closed convex subset $K_{N}$ is defined by

$$
\left.K_{N}=\left\{V \mid v_{i}=g\left(x_{i}\right), x_{i} \in \partial \Omega, V \geqq 0 \text { (i.e. } v_{i} \geqq 0, i=1, \cdots, N\right)\right\} .
$$



Fig. 2. A typical finite element mesh with the approximate free boundary marked by the thick line (the contact region is in the upper left corner). The free boundary nodes are moved in the directions shown, i.e., parallel to the $y$-axis if its neighbors have the same $x$ coordinates, parallel to the $x$-axis if its neighbors have the same $y$ coordinates, along the diagonal otherwise.

The approximate solution $w$ with vector of nodal values $W$ now satisfies the variational inequality:

Find $W \in K_{N}$ such that

$$
(V-W)^{T}(A W-F) \geqq 0 \quad \forall V \in K_{N}
$$

where $A$ is the matrix with $i, j$ entry $a_{i j}$ given by $a_{i j}=a\left(\phi_{i}, \phi_{j}\right)$ and $F$ is the vector with entries $f_{i}=l\left(\phi_{i}\right)$ (with adjustments due to boundary conditions). It may be seen that $W$ satisfies

$$
\begin{equation*}
A W-F \geqq 0, \quad W \geqq 0, \quad W^{T}(A W-F)=0 \tag{3.1}
\end{equation*}
$$

The equations (3.1), which are equivalent to a quadratic programming problem, are solved by a method of successive overrelaxation with projection, a method used by many authors, e.g. Glowinski, Lions and Tremolières [7, pp. 67-71], or Cryer [3] where proofs of convergence are given.

The iteration is started with an initial choice (in the current work $w_{i}^{(0)}=0$ ) and the $(n+1)$ st iteration is described as follows:

$$
\begin{aligned}
& r_{i}^{(n)}=f_{i}-\sum_{j<i} a_{i j} w_{j}^{(n+1)}-\sum_{j \geqq i} a_{i j} w_{j}^{(n)}, \\
& w_{i}^{(n+1)}=\max \left\{0, w_{i}^{(n)}+\frac{\omega r_{i}^{(n)}}{a_{i i}}\right\}, \quad i=1, \cdots, N .
\end{aligned}
$$

$\omega$ is the relaxation parameter. In the current work $\omega=1.7$ was found to be satisfactory. Iterations were repeated until a stopping criterion of the following form was satisfied:

$$
\left|\sum_{i=1}^{N} w_{i}^{(n+1)}-\sum_{i=1}^{N} w_{i}^{(n)}\right|<\varepsilon
$$

where $\varepsilon$ is a chosen tolerance.

The contact region is identified as the union of those triangles in which $w=0$ ( $w_{i}=0$ at all three vertices) and the approximate free boundary is taken as the boundary of this region (note that Baiocchi et al. [2] use a slightly different choice for the identification of the free boundary).

At this stage the approximate free boundary suffers from the disadvantages noted by Kikuchi [8], but it does give a reasonably accurate approximation to the actual boundary, and from this point a trial free boundary iterative method is adopted to improve the location of the free boundary. Since $w_{i}=0$ at all free boundary nodes, one of the boundary conditions at the free boundary is satisfied. The second condition, which corresponds to the natural boundary condition at the boundary of the noncontact region, is used to move the boundary. Each boundary node is allowed to move in a specific "pseudonormal" direction which depends on the configuration of its neighbouring boundary nodes and which is recorded along with the node numbers of the boundary nodes as these nodes are identified. A diagram of the mesh and the three pseudonormal directions is given in Fig. 2. With the given mesh configuration one of three possible directions is determined for each node. The element numbers of all triangles, the boundary elements, with a free boundary node at a vertex and which lie in the noncontact region are also recorded. The algebraic equations which correspond to the natural boundary condition at the free boundary for the noncontact region depend on the boundary node coordinates, and these nodes are moved in the pseudo normal directions by amounts which are the solution of quasi-Newton equations with the node positions as variables and with fixed values for the $w_{i}$. The iterations are as follows beginning with the mesh points and $w_{i}$ values obtained by the variational inequality method:
(i) Use the quasi-Newton equations derived from the natural boundary condition to obtain new coordinates for the free boundary nodes ( $w_{i}$ fixed in this step).
(ii) Recalculate the matrix $A$ and load $F$ of the variational inequality and resolve this problem using the current $w_{i}$ as starting values for the S.O.R. routine.
(ii) Return to (i) until the maximum change in coordinates is below a given tolerance.

In step (i) the Jacobian is formed element by element using only the boundary elements. In this work the partial derivatives with respect to the nodal displacements were calculated by hand. In general a secant method might be preferable. The Jacobian for this system is tridiagonal so that the solution is obtained easily. These equations are solved once only with the current $w_{i}$ before moving on to (ii).

In (ii) only the contributions to $A$ and $F$ from the boundary elements need be changed. Contributions from elements in the contact region do not affect the results.

At the same time that element contributions are adjusted, a check is made to see that the elements do not overlap. (In the examples considered this occurred only in the first boundary change for the dam seepage problem and was corrected by damping.) The same stopping criterion was used for the S.O.R. routine, but in this case a limit of five iterations was imposed if convergence had not been attained.

In variational inequality approaches to the dam seepage problem, the seeping point $D$ is usually determined by extrapolation because $w=0$ on the seepage surface. In the current work two nodes belonging to the seepage surface are allowed to move. One is the node where the approximate free boundary first meets the seepage surface and the other is the node on the seepage surface immediately below the first. The second node gives a direct approximation of the seepage point after the boundary iteration.

In examining Fig. 2 it may be felt that the opposite diagonals would lead to a better approximation. This would be true of a direct use of variational inequalities, but when this is followed by boundary iteration the present orientation seems better suited to avoiding overlapping of elements or their distortion into thin triangles.

## 4. Numerical results.

4.1. First membrane contact problem. The results for the first membrane contact problem are illustrated in Fig. 3.


Fig. 3

The points marked $\triangle$ are the location of the free boundary points after iteration in the case of a $21 \times 21$ mesh. The points marked are the locations of the final free boundary points with an $11 \times 11$ mesh. The free boundary on the fixed mesh obtained by the solution of the variational inequality is also shown.
4.2. Second membrane contact problem. The second membrane contact problem has the boundary of the contact region at $r=0.5$. Table 1 gives the coordinates of the final set of boundary points together with the value of $r=\left(x^{2}+y^{2}\right)^{1 / 2}$ for the case of $21 \times 21$ mesh. The final positions are also shown in Fig. 4 (marked $\mathbf{\Delta}$ ), together with the actual boundary.

The dam seepage problem. In these problems $h_{1}=24, a=16$ and $h_{2}=4$ or 0 . The free boundary coordinates are compared with the results of Aitchison [1], $h_{2}=4$, and the coordinates of the seepage point with that given in Cryer [4], $h_{2}=4$ and 0 . Since Aitchison uses a boundary iterative method in which boundary points are moved parallel to the vertical walls of the dam, the present results cannot be compared directly. To obtain boundary points with the same " $x$ " coordinate, linear interpolation

Table 1
$(x, y)$ coordinates of free boundary nodes before and after iteration of the boundary. The values of $\sqrt{x^{2}+y^{2}}$ are given for the final values. Only points in $\frac{1}{8}$ of the region are given because of the symmetry.

| Before iteration |  |  | After iteration |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $x$ | $y$ |  | $x$ | $y$ | $\sqrt{x^{2}+y^{2}}$ |
| 0.5000 | 0.0000 |  | 0.5059 | 0.0000 | .5059 |
| 0.5000 | 0.0500 |  | 0.4991 | 0.0500 | .5016 |
| 0.5000 | 0.1000 |  | 0.4953 | 0.0953 | .5044 |
| 0.4500 | 0.1000 |  | 0.4779 | 0.1279 | .4948 |
| 0.4500 | 0.1500 |  | 0.4760 | 0.1500 | .4991 |
| 0.4500 | 0.2000 |  | 0.4583 | 0.2000 | .5003 |
| 0.4500 | 0.2500 |  | 0.4437 | 0.2437 | .5062 |
| 0.4000 | 0.2500 |  | 0.4167 | 0.2667 | .4947 |
| 0.4000 | 0.3000 |  | 0.4036 | 0.3036 | .5050 |
| 0.3500 | 0.3000 |  | 0.3736 | 0.3236 | .4943 |
| 0.3500 | 0.3500 |  | 0.3571 | 0.3571 | 0.5050 |



Fig. 4
of the nearest two of the present boundary points has been used. The results are given in Table 2. Columns 1 and 3 are Aitchison's results for 9 and 17 divisions in the $x$ direction respectively and 2 and 4 are from the present work with $9 \times 13$ and $17 \times 25$ meshes respectively. The results marked with an asterisk are obtained by linear interpolation using the nearest two free boundary nodes obtained by the present method.

Cryer's results for the seepage point are obtained by an integral equation method, and comparisons are made with this result and many others given in Cryer [4] in Table 3. All results are quoted from Cryer [4, pp. 54-57]. The result marked with a dagger was obtained by Cryer graphically.

Table 2
Free boundary coordinates for the dam seepage problem.

|  | 1 | 2 | 3 | 4 |
| ---: | :---: | :---: | :---: | :---: |
| $x$ | $y$ | $y$ | $y$ | $y$ |
| 0 | 24.00 | 24.00 | 24.00 | 24.00 |
| 1 |  |  | 23.74 | 23.75 |
| 2 | 23.40 | 23.40 | 23.41 | $23.39^{*}$ |
| 3 |  |  | 23.02 | 22.96 |
| 4 | .59 | $22.37^{*}$ | 22.59 | $22.60^{*}$ |
| 5 |  |  | 22.12 | $22.00^{*}$ |
| 6 | 21.60 | 21.56 | 21.60 | 21.60 |
| 7 |  |  | 21.04 | $20.97^{*}$ |
| 8 | 20.44 | $20.18^{*}$ | 20.43 | 20.42 |
| 9 |  |  | 19.78 | $19.74^{*}$ |
| 10 | 19.08 | 19.01 | 19.08 | $18.95^{*}$ |
| 11 |  |  | 18.31 | $18.20^{*}$ |
| 12 | 17.50 | $17.42^{*}$ | 17.48 | 17.46 |
| 13 |  |  | 16.57 | $16.55^{*}$ |
| 14 | 15.62 | $15.35^{*}$ | 15.54 | $15.53^{*}$ |
| 15 |  |  | 14.39 | $14.12^{*}$ |
| 16 | 12.85 | 12.34 | 12.79 | 12.48 |

Table 3
Seepage point for the dam problem. The $y$ coordinate of the seepage point is given by various methods for $h_{2}=4$ and for $h_{2}=0$.

| $h_{2}=4$ | $y$-coord. <br> seepage pt. | Method |
| :--- | :---: | :---: |
| Cryer | 12.71 | Integral equations <br> Trial free boundary <br> Aitchison |
|  | 12.79 | Trial free boundary <br> 48 divisions of $h_{1}$ |
| Shaw and Southwell | 12.75 |  |
| Comincoli, Guerri, Volpi | $12.75 \dagger$ | Trial free boundary |
| Comincoli, Guerri, Volpi | 12.89 | Variational inequality |
|  | 14.4 | 30 divisions |
| Present | 12.34 | $9 \times 13$ mesh |
|  | 12.48 | $17 \times 25$ mesh |
|  |  |  |
| $\quad h_{2}=0$ | 12.57 | Integral equations |
| Cryer | 12.64 | Trial free boundary |
| J. M. Taylor | 10.32 | Trial free boundary |
| McNawn, Hsu Yih | 12.25 | $9 \times 13$ mesh |
| Present | 12.33 | $17 \times 25$ mesh |
|  |  |  |

In Fig. 5 the free boundary points are plotted for the cases $h_{2}=4$ for $9 \times 13$ mesh
A. Aitchison's points are also plotted $\bullet$.

In Fig. 6 the same are plotted for a $17 \times 25$ mesh.



Conclusion. The numerical results suggest that the method works successfully and overcomes Kikuchi's objections stated in the introduction, in that it provides a reasonably smooth boundary without excessive iterations. The seepage point is given directly in the dam problem.

There is of course still no proof that the boundary iteration process converges, nor that the approximate free boundary obtained by variational inequalities is sufficiently accurate that mesh distortion problems do not arise in the boundary iterations.
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# PRACTICAL USE OF SOME KRYLOV SUBSPACE METHODS FOR SOLVING INDEFINITE AND NONSYMMETRIC LINEAR SYSTEMS* 

YOUCEF SAAD ${ }^{\dagger}$


#### Abstract

The main purpose of this paper is to develop stable versions of some Krylov subspace methods for solving linear systems of equations $A x=b$. As in the case of Paige and Saunders's SYMMLQ [SIAM J. Numer. Anal., 12 (1975), pp. 617-624], our algorithms are based on stable factorizations of the banded Hessenberg matrix representing the restriction of the linear application $A$ to a Krylov subspace. We will show how an algorithm similar to the SYMMLQ can be derived for nonsymmetric problems and we will describe a more economical algorithm based upon the $L U$ factorization with partial pivoting. In the particular case where $A$ is symmetric indefinite the new algorithm is theoretically equivalent to SYMMLQ but slightly more economical. As a consequence, an advantage of the new approach is that nonsymmetric or symmetric indefinite or both nonsymmetric and indefinite systems of linear equations cán be handled by a single algorithm.
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1. Introduction. In the previous few years considerable attention has been devoted to solving large sparse sets of equations of the form

$$
\begin{equation*}
A x=b \tag{1}
\end{equation*}
$$

where $A$ is an $N \times N$ real matrix. Linear systems of equations fall into four distinct classes:

1. $A$ is symmetric positive definite;
2. $A$ is symmetric indefinite;
3. $A$ is nonsymmetric positive real, i.e., its symmetric part $\left(A+A^{T}\right) / 2$ is positive definite;
4. $A$ is nonsymmetric nonpositive real, i.e. its symmetric part is indefinite. We will then often say that $A$ is indefinite.

Roughly speaking, the four classes above are ordered according to increasing difficulty of solution.

While the problems of the first class are well understood, the other classes have attracted much of the recent research in numerical linear algebra and are still under intensive investigation. Recent work by Vinsome [18], Axelsson [1], Elman, Eisenstat and Schultz [3], Elman [4], [5], Young and Jea [8] and Saad [14] concerns Krylov subspace methods for the case where $A$ is nonsymmetric. A common feature of all of these methods is that the approximate solution $x_{m}$ belongs to the affine space $x_{0}+K_{m}$ where $K_{m}$ is the Krylov subspace $K_{m}=\operatorname{span}\left[r_{0}, A r_{0}, \cdots, A^{m-1} r_{0}\right]$ and $r_{0}$ is the initial residual vector $r_{0}=b-A x_{0}$. Their principle is to attempt to make the residual vector $r_{m}$ orthogonal to some subspace $L_{m}$, usually different from $K_{m}$ [15]. These processes can also be regarded as different realizations of Galerkin projection methods on $K_{m}$, whereby the original problem is replaced by an $m$-dimensional problem with the linear operator $A_{m}=\left.P_{m} A\right|_{K_{m}}$, where $P_{m}$ is the projector onto $K_{m}$ parallel to $L_{m}$. We will refer to $A_{m}$ as a section of $A$ in $K_{m}$.

Many of the Krylov subspace methods developed in the literature assume that the matrix $A$ has a positive definite symmetric part, i.e. they deal with problems of the third class. Problems of the harder class 4 often occur when a preconditioning

[^22]technique is used in conjunction with the iterative method. Then the resulting iteration matrix is nonpositive real even though the original matrix is positive real (see [5]).

The Incomplete Orthogonalization Method (IOM), closely related to the Galerkin process, was introduced in [14]. The IOM was devised to handle problems of classes 2,3 and 4 . Experience shows that it is effective on problems of the second and third class and on problems of class 4 that are mildly indefinite or mildly nonsymmetric. A peculiarity of the original version of IOM is that the solution is not available at each ep. Instead, one saves the basis vectors of the subspace $K_{m}$ in secondary storage and forms the solution as a combination of these vectors only at the end of the process. A simple formula provides, at no extra cost, the residual norm at each step, thus determining when to stop. This implementation of the method is indirect in that the solution is not directly formed. It requires less core memory and computational work than its counterparts based on direct updating of the solution at every step, but has the disadvantage of using secondary storage. The purpose of this paper is to develop an equivalent version of the IOM that does not require secondary storage, while keeping the stability properties of the original version.

The principle of our approach is similar to that adopted by Paige and Saunders [10] which led to the successful SYMMLQ algorithm for solving symmetric indefinite problems. Let us recall that SYMMLQ was based upon the stable $L Q$ factorization of a tridiagonal matrix representing the section $A_{m}$ of $A$ in $K_{m}$. For IOM, this representation becomes a banded Hessenberg matrix, which we will factor by resorting to the $L U$ factorization with partial pivoting. Note that such a factorization can also be applied to tridiagonal matrices and therefore when the matrix $A$ is symmetric, we obtain an alternative of the SYMMLQ algorithm which, incidentally, is slightly more economical than SYMMLQ. As a consequence, the new algorithm has the attractive feature that the same code can be used for any linear system regardless of symmetry or definiteness. However, it should be pointed out that when the skew-symmetric part of $\boldsymbol{A}$ is large and its symmetric part has the origin well inside the spectrum, the Krylov subspace methods are not recommended. The Krylov subspace methods are most effective in those cases where $A$ is either nearly symmetric or nearly positive real or both.

We will compare our method with other Krylov subspace methods and will prove in particular that DIOM $(k)$ is equivalent to Jea and Young's ORTHORES ( $k$ ) algorithm.

In § 2 we will briefly recall the Incomplete Orthogonalization Method in its original form [14]. Section 3 describes an alternative version of the same algorithm, which will be called the Direct Incomplete Orthogonalization Method (DIOM). Then, in $\S 4$, we will briefly indicate how similar techniques can be derived for Krylov subspace methods other than the IOM. A few practical considerations and heuristics will be presented in $\S 5$ and some numerical experiments will be reported in the last section.

## 2. Krylov subspace methods.

2.1. The full orthogonalization method. Given a set of $m$ linearly independent vectors $V_{m}=\left[v_{1}, v_{2}, \cdots, v_{m}\right]$, an orthogonal projection method on the subspace $K_{m} \equiv$ span [ $V_{m}$ ], is by definition a method which obtains an approximate solution to (1) of the form

$$
\begin{equation*}
x_{m}=x_{0}+V_{m} y_{m} \tag{2}
\end{equation*}
$$

for which the residual $r_{m}=b-A x_{m}$ is orthogonal to the subspace $K_{m}$. This Galerkin condition gives

$$
\begin{equation*}
V_{m}^{T}\left(b-A x_{m}\right)=0 \tag{3}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
y_{m}=\left[V_{m}^{T} A V_{m}\right]^{-1} V_{m}^{T} r_{0} \tag{4}
\end{equation*}
$$

In the basic full orthogonalization method (or Arnoldi's method) presented in [14], one first constructs an orthonormal sequence $V_{m}=\left[v_{1}, v_{2}, \cdots, v_{m}\right]$ from the recurrence:

$$
\begin{equation*}
h_{j+1, i} v_{j+1}=A v_{j}-\sum_{i=1}^{j} h_{i j} v_{i} \tag{5}
\end{equation*}
$$

starting with the vector $v_{1}=r_{0} /\left\|r_{0}\right\|$. In (5), the coefficients $h_{i j}, i=1, \cdots, j+1$ are chosen such that the vector $v_{j+1}$ is orthogonal to all the previous $v_{i}$ 's and $\left\|v_{j+1}\right\|=1$.

The system $V_{m}$ constitutes an orthonormal basis of the Krylov subspace $K_{m}=$ span $\left\{r_{0}, A r_{0}, \cdots, A^{m-1} r_{0}\right\}$. An important property is that the matrix $V_{m}^{T} A V_{m}$ in (4) is precisely the $m \times m$ upper Hessenberg matrix whose nonzero entries are the $h_{i j}$ 's defined in the algorithm. Furthermore, the vector $V_{m}^{T} r_{0}$ in (4) is equal to $\left\|r_{0}\right\| e_{1}$, with $e_{1}=(1,0,0, \cdots, 0)^{T}$, by the definition of $v_{1}$. Therefore the solution $y_{m}$ of (4) simplifies into

$$
\begin{equation*}
y_{m}=H_{m}^{-1}\left(\beta e_{1}\right) \tag{6}
\end{equation*}
$$

where we have denoted by $\beta$ the scalar $\left\|r_{0}\right\|$ for convenience.
An algorithm based upon the above considerations can be briefly described as follows:

## Algorithm 1.

1. Compute $r_{0}:=b-A x_{0}$, take $v_{1}:=r_{0} /\left(\beta:=\left\|r_{0}\right\|\right)$ and choose an integer $m$.
2. For $j=1,2, \cdots, m$ compute the vectors $v_{j}$ and the coefficient $h_{i, j}$ by (5).
3. Compute the approximate solution $x_{m}$ from (2) and (6).

This will be referred to as the full orthogonalization method.
2.2. The incomplete orthogonalization method. A serious drawback of Algorithm 1 is that as $j$ increases the process becomes intolerably expensive and requires the storage of the whole set of previous vectors $v_{i}$ since these are used at every step. A remedy to this is to orthogonalize the current vector $A v_{j}$ against $k$ previous vectors instead of all the previous vectors. We will assume throughout that ${ }^{1}$ $k \geqq 2$. The derived algorithm has been proposed in [14], and is called the Incomplete Orthogonalization Method (IOM). The only difference with the above algorithm of full orthogonalization lies in the definition of $v_{j+1}$, which now becomes:

$$
\begin{equation*}
v_{j+1}=\frac{1}{h_{j+1, j}}\left[A v_{j}-\sum_{i=j-k+1}^{j} h_{i j} v_{i}\right] \tag{7}
\end{equation*}
$$

In the above summation $j-k+1$ is to be replaced by 1 whenever $j \leqq k-1$. Here the coefficients $h_{i, j}$ are chosen such as to make $v_{j+1}$ of norm one and orthogonal to the vectors $v_{i}, i=j-k+1, \cdots, j$, that is:

$$
\begin{align*}
& h_{i, j}=\left(A v_{j}, v_{i}\right), \quad i=j-k+1, \cdots, j,  \tag{8}\\
& h_{j+1, j}=\left\|A v_{j}-\sum_{i=j-k+1}^{j} h_{i j} v_{i}\right\| . \tag{9}
\end{align*}
$$

[^23]The new Hessenberg matrix which will still be denoted by $H_{m}$ has the following banded structure when, for example, $m=9, k=4$ :

$$
H_{m}=\left[\begin{array}{lllllllll}
x & x & x & x & & & & &  \tag{10}\\
x & x & x & x & x & & & & \\
& x & x & x & x & x & & & \\
& & x & x & x & x & x & & \\
& & & x & x & x & x & x & \\
& & & & x & x & x & x & x \\
& & & & & x & x & x & x \\
& & & & & & x & x & x \\
& & & & & & & x & x
\end{array}\right]
$$

A simplistic version of the IOM algorithm can be described as follows.

## Algorithm 2.

1. Compute $r_{0}:=b-A x_{0}$, take $v_{1}:=r_{0} /\left(\beta:=\left\|r_{0}\right\|\right)$ and choose an integer $m$.
2. Compute $V_{m}=\left[v_{1}, v_{2}, \cdots, v_{m}\right]$ and $H_{m}$ by using (7) and (8) and (9), for $j=1, \cdots, m$.
3. Compute

$$
\begin{equation*}
y_{m}:=\beta H_{m}^{-1} e_{1} \tag{11}
\end{equation*}
$$

and form the approximate solution

$$
\begin{equation*}
x_{m}:=x_{0}+V_{m} y_{m} . \tag{12}
\end{equation*}
$$

We will refer to the above algorithm as $\operatorname{IOM}(k)$ or simply IOM if there is no ambiguity. It is clear that when the number of steps $m$ does not exceed $k$, the above algorithm is equivalent to the full orthogonalization method. For this reason we will denote by IOM $(\infty)$ the full orthogonalization method, since full orthogonalization corresponds to taking $k$ larger than any step number $m$ in the above algorithm.

One of the important details not made clear in the above implementation concerns the choice of the number of steps $m$. If the algorithm were to be applied with an arbitrarily chosen $m$, we would certainly have to restart the algorithm whenever $m$ is so small that the accuracy of $x_{m}$ is insufficient. In other words we would have to restart the above algorithm with the initial vector $x_{0}$ replaced by the latest computed approximate solution $x_{m}$, and this would be repeated until convergence. But it is also possible that $m$ might be too large and that convergence would occur for some $m_{0}<m$. This means that we must be able to test for convergence anywhere between $j=1$ and $j=m$. In fact all we need is a formula for computing the residual norm of the intermediate approximation $x_{j}$ without forming $x_{j}$. Fortunately such a formula exists and is given by (see e.g. [14])

$$
\begin{equation*}
\left\|b-\boldsymbol{A} x_{m}\right\|=h_{m+1, m}\left|e_{m}^{T} y_{m}\right| . \tag{13}
\end{equation*}
$$

As will be seen later, updating (13) requires only 2 multiplications per step provided that the factorization of $H_{j}$ is updated at each step (this fact will be shown in the next section). Since the final factorization of $H_{m}$ is needed for the solution of the $m \times m$ system involved in (11), it is not more costly to factor $H_{m}$ by updating the factorization at each step, and hence the computation of the estimate (13) is virtually free. It should be added that (13) gives a quite accurate approximation of the residual norm in practice.

The above remarks suggest an efficient implementation of IOM which we briefly outline here (see [14] for more details). First choose an initial vector $x_{0}$, the parameter $k$ and a maximum number of steps $m$ max. Compute $r_{0}$, and $v_{1}=r_{0} /\left\|r_{0}\right\|$. Then for $j=1,2, \cdots$, compute $h_{i, j}$ and $v_{j+1}$ by (5). Write in secondary storage every vector $v_{j+1}$ thus generated, one by one. At each step $j$, simultaneously update the $L U$ factorization of $H_{j}$ and the residual norm (13). If at step $j$ the residual norm is small enough, recall the $v_{i}$ 's from secondary storage one by one and form the approximate solution $x_{j}$ by (11) and (12). If $j$ reaches $m$ max and the residual norm is still unsatisfactory, form $x_{m \text { max }}$ and restart the algorithm with this as initial vector.

We must emphasize that the central idea of the algorithm lies in the fact that it is possible to update at each step the factorization $H_{j}=L_{j} U_{j}$ with $L_{j}$ unitary lower triangular, $U_{j}$ upper triangular. Even more interesting is the fact that $L U$ factorization with partial pivoting can also be updated at each step together with the estimate (13) of the residual norm. These observations have already been exploited in the previous paper [14]. The algorithm given above will be referred to as the indirect version of IOM as the approximate solution $x_{m}$ is not updated at every step. We now show how to derive a few direct versions which are theoretically equivalent.
3. Incomplete orthogonalization method: direct versions. In all of the algorithms proposed by Axelsson [1], Eisenstat, Elman and Schulz [3], Elman [5], Young and Jea [8] and Vinsome [18], the approximate solution $x_{m}$ is updated at every step in a conjugate-gradient-like algorithm. We show here that it is also possible to write similar versions for the IOM algorithm. The algorithms we are about to describe are based upon updating the $L U$ factorization of $H_{m}$ at each step. For the sake of clarity we first present a version that does not use partial pivoting. The more stable algorithm using partial pivoting will be the object of § 3.2.
3.1. Derivation of the algorithm. At each step $m$ of IOM, the approximate solution $x_{m}$ is given by the formula

$$
\begin{equation*}
x_{m}=x_{0}+\beta V_{m} H_{m}^{-1} e_{1} \tag{14}
\end{equation*}
$$

where $\left\|r_{0}\right\|$ has been replaced by $\beta$ for convenience.
Let $H_{m}$ be factored as

$$
\begin{equation*}
H_{m}=L_{m} U_{m} \tag{15}
\end{equation*}
$$

where $L_{m}$ is an $m \times m$ lower bidiagonal matrix with diagonal elements equal to one, and $U_{m}$ is a banded upper triangular matrix with $k$ diagonals. That is:


From (14) and (15) the solution $x_{m}$ satisfies $x_{m}=x_{0}+V_{m} U_{m}^{-1} L_{m}^{-1}\left(\beta e_{1}\right)$.

Following Paige and Saunders [10] let us set

$$
\begin{equation*}
W_{m}=V_{m} U_{m}^{-1} \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
z_{m}=\beta L_{m}^{-1} e_{1} . \tag{17}
\end{equation*}
$$

We will denote by $w_{i}$ the $i$ th column of the $N \times m$ matrix $W_{m}$.
The key observation here is that we pass from the ( $m-1$ )-dimensional vector $z_{m-1}$ to the $m$-dimensional vector $z_{m}$ by just appending one component. In other words:

$$
z_{m}=\left[\begin{array}{c}
z_{m-1}  \tag{18}\\
\\
\xi_{m}
\end{array}\right]
$$

The last element $\xi_{m}$ of the vector $z_{m}$ satisfies the recurrence

$$
\begin{equation*}
\xi_{m}=-l_{m} \xi_{m-1}, \quad m=2,3, \cdots, \tag{19}
\end{equation*}
$$

starting with $\xi_{1}=\beta=\left\|r_{0}\right\|$. Recall that we denote by $l_{m}$ the element in position $m, m-1$ of the matrix $L_{m}$. It is then clear that $x_{m}$ can be updated at every step through the formula:

$$
\begin{equation*}
x_{m}=x_{m-1}+\xi_{m} w_{m} . \tag{20}
\end{equation*}
$$

The vectors $w_{m}$ can in turn be updated quite simply since we have from their definition (16)

$$
\begin{equation*}
w_{m}=\frac{v_{m}-\sum_{i=m-k+1}^{m-1} u_{i m} w_{i}}{u_{m m}} \tag{21}
\end{equation*}
$$

Our first direct version of IOM $(k)$ can therefore be summarized as follows:

## Algorithm 3.

1. Start. Choose an initial vector $x_{0}$ and compute $r_{0}=b-A x_{0}$.
2. Iterate. For $m=1,2, \cdots$ until convergence do:

- Compute $h_{i m}, i=m-k+1, \cdots, m+1$, and $v_{m+1}$ by formulas (7), (8) and (9).
- Update the $L U$ factorization of $H_{m}$, i.e. obtain the last column of $U_{m}$ and the last row of $L_{m}$. Then compute $\xi_{m}$ from (19).
- Compute

$$
w_{m}=\frac{v_{m}-\sum_{i=m-k+1}^{m-1} u_{i m} w_{i}}{u_{m m}}
$$

- Compute

$$
x_{m}=x_{m-1}+\xi_{m} w_{m} .
$$

We have intentionally skipped some of the details concerning in particular the way the $L U$ factorization of $H_{m}$ is updated. An important remark here is that (13) can easily be updated because the last element of $y_{m}$ is just $\xi_{m} / u_{m m}$, hence

$$
\begin{equation*}
\left\|b-\boldsymbol{A} x_{m}\right\|=h_{m+1, m}\left|\frac{\xi_{m}}{u_{m m}}\right|, \tag{22}
\end{equation*}
$$

which requires only two arithmetic operations per step.

Note that the division by $u_{m m}$ in (21) can be avoided by simply using the vectors $w_{j}^{\prime}=u_{i j} w_{j}$ in place of $w_{j}$ and by keeping track of the scaling factors $u_{j j}$. With this, the cost per step of the above algorithm is approximately $(3 k+2) N$ additions/multiplications plus one matrix by vector multiplication, and we need $(2 k+1)$ vectors of storage (these are: $x_{m}, k-1$ vectors $w_{j}, k$ vectors $v_{j}$, plus an extra vector for $A v_{m}$ ).

The above algorithm breaks down whenever $u_{m m}$ vanishes. In fact even if $u_{m m}$ does not vanish it is not recommended to use the above algorithm as it is based upon the potentially unstable $L U$ factorization of $H_{m}$ and can result in an unstable algorithm for solving $A x=b$. This brings up the use of partial pivoting.
3.2. Using the $\boldsymbol{L} \boldsymbol{U}$ factorization with partial pivoting. Instead of the straightforward factorization (15) we now introduce the following $L U$ factorization with partial pivoting of the matrix $H_{m}$

$$
\begin{equation*}
H_{m}=P_{2} E_{2} P_{3} E_{3} \cdots P_{m} E_{m} U_{m} \tag{23}
\end{equation*}
$$

where each $P_{j}$ is an elementary permutation matrix, and $E_{j}$ is an elementary transformation [19] having the structure:


The elementary permutation matrix $P_{j+1}$ is the one used to permute the rows $j$ and $j+1$ if needed, i.e., if the element $h_{j+1, j}$ is larger in absolute value than the element $u_{i j}$. The matrix $U_{m}$ is again a banded upper triangular matrix, this time with $k+1$ diagonals instead of $k$ due to the permutations. The $L U$ factorization with partial pivoting is a very stable process when the matrix $H_{m}$ is tridiagonal since the elements obtained at any step $r$ of the factorization, $r \leqq m$, are no longer than $2 \max \left\{\left|h_{i j}\right|, i=\right.$ $1, m ; j=1, m\}$ (see Wilkinson [19, p. 219]). For banded Hessenberg matrices of bandwidth $k+1$, it is easy to generalize the above bound and show that the elements obtained at any step of the factorization do not exceed $k \max \left\{\left|h_{i j}\right|, i=1, m ; j=1, m\right\}$.

As before the approximation $x_{m}$ is defined by (14). Letting again

$$
\begin{equation*}
W_{m}=V_{m} U_{m}^{-1} \tag{24}
\end{equation*}
$$

we get

$$
x_{m}=x_{0}+W_{m} z_{m}
$$

where $z_{m}$ is now defined as

$$
z_{m}=E_{m}^{-1} P_{m} E_{m-1}^{-1} P_{m-1} \cdots E_{2}^{-1} P_{2}\left(\beta e_{1}\right)
$$

Note that the vectors $w_{j}$ can be updated in the same way as before by use of (21), except that the summation is now from $m-k$ to $m-1$. We claim that there are formulas similar to (19), (20) for updating the vectors $z_{m}$. This is because we have

$$
\begin{equation*}
z_{m}=E_{m}^{-1} P_{m} \bar{z}_{m-1} \tag{25}
\end{equation*}
$$

with

$$
\bar{z}_{m-1}=\left[\begin{array}{c}
z_{m-1}  \tag{26}\\
0
\end{array}\right]
$$

Equations (25) and (26) show that there are two cases, depending on whether interchange has or has not been performed at the previous step:

1. either rows $m-1$ and $m$ have not been interchanged, in which case the vector $z_{m}$ is defined as before by (18) and (19);

2 . or there has been an interchange of rows $(m-1)$ and $m$, in which case

$$
z_{m}=\left[\begin{array}{c}
z_{m-2}  \tag{27}\\
0 \\
\xi_{m-1}
\end{array}\right]
$$

where $\xi_{m-1}$ is the last element of $z_{m-1}$.
Practically, the use of the above observations is particularly simple. If interchange has not been performed at step $m-1$, then the approximate solution $x_{m}$ is updated from $x_{m-1}$ as before by (20) and (19). If, on the other hand, rows $m-1$ and $m$ have been permuted, then the expression (27) of $z_{m}$ shows that the only difference with the previous case is that the approximation $x_{m}$ is now defined by $x_{m}=x_{m-2}+\xi_{m-1} w_{m}$. In other words $x_{m-1}$ could be redefined as equal to $x_{m-2}$ and the scalar $\xi_{m}$ as equal to $\xi_{m-1}$ in the formula (20). In other words if a permutation occurs all we have to do is skip the application of the updating formulas (20), (19) at the next step. In a practical implementation we must look ahead at the current step $m$ and check whether permutation will or will not be necessary in the next step $m+1$. This is fortunately possible because the element $h_{m+1, m}$ is available at the $m$ th step as well as the element $u_{m m}$, since the factorization is updated at each step.

Concerning the updating of the factorization of $H_{m}$ at the $m$ th step we can proceed as follows. First, using the $k+1$ previous pivots $l_{m-k}, l_{m-k+1}, \cdots, l_{m}$ transform the column $\left\{h_{i m}\right\}_{i=1, m}$ into the column $\left\{u_{i m}\right\}_{i=1, m}$. In order for this to be possible we must save these $k+1$ pivots. Note that the $m$ th column of $H_{m}\left(\operatorname{resp} . U_{m}\right)$ has at most $k$ (resp. $k+1$ ) nonzero elements. Second, compare the element $u_{m m}$ thus obtained with $h_{m+1, m}$ to determine if interchange is needed. If $\left|u_{m m}\right|<h_{m+1, m}$, permute the elements $h_{m+1, m}$ and $u_{m m}$ and compute the next pivot $l_{m+1}$. Clearly the matrices $H_{m}, E_{m}, U_{m}$ need not be saved. All we need is the previous $k+1$ pivots $l_{j}$, the logical information perm $(j+1), j=m-k, \cdots, m$, defined as perm $(j+1)=$ true if rows $j$ and $j+1$ are permuted, and the $k+1$ nonzero elements of the $m$ th column of $H_{m}$, which is transformed into the $m$ th column of $U_{m}$. This constitutes little storage as $k$ is small in general (typically $k<10$ ). We describe below the Direct Incomplete Orthogonalization Method (DIOM ( $k$ )) algorithm derived from the above suggestions.

## Algorithm 4. DIOM ( $k$ ).

1. Start. Pick an iniital vector $x_{0}$, define $r_{0}:=b-\boldsymbol{A} x_{0}, \rho_{0}:=\left\|r_{0}\right\|$.
2. Iterate. For $m=1,2, \cdots$ do:

- Compute $v_{m+1}$ and the $m$ th column of $H_{m}$ by (7), (8), and (9).
- Update the $L U$ factorization with partial pivoting of $H_{m}$, i.e. find the $m$ th column of $U_{m}$ and compute $\rho_{m}:=\beta_{m+1}\left|\xi_{m} / u_{m m}\right|$. Then interchange $u_{m m}$ and $h_{m+1, m}$ if necessary, and get the pivotal information to be used in the next step.
- Compute

$$
\begin{equation*}
w_{m}:=\frac{v_{m}-\sum_{i=m-k}^{m-1} u_{i m} w_{i}}{u_{m m}} . \tag{28}
\end{equation*}
$$

- If perm $(m+1)=$ true and $\rho_{m}>\varepsilon$ then:

$$
\xi_{m}:=\xi_{m-1}, \quad x_{m}:=x_{m-1} .
$$

- Else compute

$$
\xi_{m}:=-l_{m} \xi_{m-1}, \quad x_{m}:=x_{m-1}+\xi_{m} w_{m}
$$

- If $\rho_{m} \leqq \varepsilon$ stop.

Once again DIOM $(\infty)$ refers to the case of full orthogonalization, that is, to the case where the summations in (7) and (28) start from 1. In the above algorithm $\rho_{m}$ represents the residual norm that would be obtained if we stop at step $m$. Thus the process is stopped when $\rho_{m}$ is smaller than the tolerance $\varepsilon$. We should stress that $u_{m m}$ in item 3 of iterate is the one obtained after interchange while the one used for computing $\rho_{m}$ in item 2 is before interchange.

Notice that we force the application of formulas (19) and (20) when it is known from the residual norm $\rho_{m}$ that the process will stop at the current step. Indeed, the algorithm artificially defines $x_{m}$ to be equal to $x_{m-1}$ whenever it is known that interchange will be necessary at the next step. When it is known from $\rho_{m}$ that convergence is achieved, i.e. that the current step is the last one, we must imperatively define $x_{m}$ by (20) and (19), regardless of the value of perm $(m+1)$. This is the reason for the more complicated test in item 4 of iterate. Another, perhaps simpler, way of correcting this is to always define perm $(m+1)$ as false if $m$ is known to be the last step.

Because of the artifice used to define $x_{m}$ when interchange occurs, the vectors $x_{m}$ defined here are not the same as the vectors $x_{m}$ of Algorithm 3 except when interchange is not performed. Thus, while the final solutions delivered by Algorithms 3 and 4 are identical, the intermediate vectors $x_{j}$ are not necessarily the same. When interchange occurs, the approximation $x_{j}$ defined by (14) is not computed but is defined as being equal to the previous approximation. For example, if interchange is needed at every step, the new sequence of approximations $x_{j}$ obtained from Algorithm 4 is stationary until the final step is reached, i.e. until $\rho_{m} \leqq \varepsilon$. The residual estimate $\rho_{m}$ corresponds to the actual approximate solution that would have been obtained if we had had to stop at the current step. Clearly, this may be infinite in case $u_{i j}$ (before interchange) is zero, which reflects the fact that the approximate solution $x_{j}$ defined by (14) does not exist when $H_{j}$ is singular. But, while Algorithm 3 will break down in this situation, Algorithm 4 is able to construct the next approximations $x_{j+1}, x_{j+2}, \cdots$.

The amount of work is essentially the same as required for Algorithm 3. Indeed, when a permutation takes place we save one vector update of the form (20); i.e., we save $N$ additions/multiplications. But then the permutation introduces an extra
nonzero element in the triangular matrix $U_{m+k}$, which means $N$ extra additions/multiplications when updating the vectors $w_{m+k}$ at step $m+k$, and this compensates exactly the savings made at the current step. Concerning the storage, we need one more vector of storage, as the sum defining $w_{m}$ is now from $m-k$ to $m-1$; i.e., we need a total of $2 k+2$ vectors of storage instead of the $2 k+1$ of Algorithm 3.

One might question the need for using Algorithm 4 instead of Algorithm 3 in some cases. In particular, is pivoting necessary at all if the original matrix $\boldsymbol{A}$ is positive real? Our numerical experiments show that interchange will indeed occur even in those cases. The fact that some pivots are quite small even when $\boldsymbol{A}$ is almost positive real suggests that it is in general better to use the more stable version of Algorithm 4, instead of Algorithm 3. Moreover, as shown above, it is not more costly to use pivoting except for one additional vector of storage required.
3.3. Using the $\boldsymbol{Q R}$ factorization. The SYMMLQ algorithm described by Paige and Saunders in [10] uses the $L Q$ factorization $H_{m}=L_{m} Q_{m}$. A similar algorithm using the stable $Q R$ factorization can also be developed for the incomplete orthogonalization method. Consider the orthogonal $Q R$ factorization

$$
\begin{equation*}
H_{m}=Q_{m} U_{m} \tag{29}
\end{equation*}
$$

where $U_{m}$ is, as in $\S 3.1$, an $m \times m$ upper triangular matrix and $Q_{m}$ is a unitary orthogonal matrix, i.e. $Q_{m}^{T} Q_{m}=I$. A remark which is essential is that since $H_{m}$ is banded upper Hessenberg, $U_{m}$ will be banded upper triangular.

The reason we prefer the $Q R$ factorization to the $L Q$ factorization is that the implementation with $Q R$ is quite simple and resembles that of Algorithm 4. The only difference is that instead of the elementary matrices $E_{j}$ we now use elementary rotation matrices $F_{j}$ of the form

$$
F_{j}=\left[\begin{array}{cccccccc}
1 & & & & & & & \\
& 1 & & & & & & \\
& & \ddots & & & & & \\
& & & c_{j} & -s_{j} & & & \\
& & & s_{i} & c_{j} & & & \\
& & & & & 1 & & \\
& & & & & & \ddots & \\
& & & & & & & 1
\end{array}\right] \leftarrow \operatorname{row} j
$$

where $c_{j}=\cos \left(\theta_{j}\right), s_{j}=\sin \left(\theta_{j}\right)$. It will be shown below that $Q_{m}$ in (29) is the product of $m-1$ such rotation matrices; more precisely,

$$
\begin{equation*}
Q_{m}=F_{2} F_{3} \cdots F_{m} . \tag{30}
\end{equation*}
$$

Letting as previously

$$
\begin{align*}
& W_{m}=V_{m} U_{m}^{-1},  \tag{31}\\
& z_{m}=Q_{m}^{-1}\left(\beta e_{1}\right)=Q_{m}^{T}\left(\beta e_{1}\right), \tag{32}
\end{align*}
$$

we observe that the approximate solution $x_{m}$ is again defined by

$$
\begin{equation*}
x_{m}=x_{0}+W_{m} z_{m} \tag{33}
\end{equation*}
$$

and that the updating of the vectors $w_{j}$ is essentially the same as in the previous algorithms, since $U_{m}$ is banded upper triangular.

Next we would like to show how to update the factorization (29) and the vector $z_{m}$ at every step. Suppose that at a given step we have the factorization (29) and let us assume that one more step is performed in the sequence giving the $v_{i}$ 's, such that we now have the $(m+1)$ st column of $H_{m+1}$ available. We want to compute the next orthogonal matrix $Q_{m+1}$, or according to (30) the next rotation $F_{m+1}$, and the next last column of $U_{m+1}$. Let us denote by $\bar{Q}_{j}$ the $(m+1) \times(m+1)$ matrix obtained by completing the $j \times j$ matrix $Q_{i}$ by adding zeros in all nondiagonal positions and ones in the diagonal positions. We will define in the same way the matrix $\bar{F}_{j}$.

Then we have

$$
\bar{Q}_{m}^{T} H_{m+1}=\left[\begin{array}{cccccccc:c}
x & x & x & x & & & & & 0  \tag{34}\\
& x & x & x & x & & 0 & & 0 \\
& & x & x & x & x & & & 0 \\
& & & x & U_{m} & & x & & 0 \\
& 0 & & & x & x & x & x & 0 \\
& & & & & x & x & x & \\
& & & & & & x & x & x \\
& & & & & & u_{m m} & x \\
\hdashline & & & & & & & \beta_{m+1} & \alpha_{m+1}
\end{array}\right]
$$

where we have denoted for convenience by $\beta_{m+1}$ and $\alpha_{m+1}$ the elements $h_{m+1, m}$ and $h_{m+1, m+1}$ respectively. The elements of the last column of the above matrix are obtained by multiplying the last column of $H_{m+1}$ by the successive rotations $F_{j}^{T}, j=2,3, \cdots, m$. In order to eliminate the element $\boldsymbol{\beta}_{m+1}$ in position $(m+1, m)$ it is clear that we need to premultiply the above matrix by the plane rotation $F_{m+1}^{T}$ with $c_{m+1}$ and $s_{m+1}$ defined by

$$
\begin{equation*}
c_{m+1}=\frac{u_{m m}}{\left(u_{m m}^{2}+\beta_{m+1}^{2}\right)^{1 / 2}}, \quad s_{m+1}=\frac{\beta_{m+1}}{\left(u_{m m}^{2}+\beta_{m+1}^{2}\right)^{1 / 2}}, \tag{35}
\end{equation*}
$$

which determines the next plane rotation. Note that the last column of $U_{m+1}$ is now entirely available by premultiplying the last column of the matrix (34) by the rotation $F_{m+1}^{T}$. Since the elements $h_{i, m+1}$ are zeros for $i=1,2, \cdots, j-k$, only the previous $k$ plane rotations are needed. The upper triangular matrix $U_{m-1}$ will have $k+1$ diagonals as the premultiplication by the plane rotations will introduce an extra diagonal.

Consider now the vector $z_{m+1}$ which we would like to update from $z_{m}$. This is possible because $z_{m+1}=F_{m+1} \bar{z}_{m}$ where

$$
\bar{z}_{m}=\left[\begin{array}{l}
z_{m} \\
0
\end{array}\right]
$$

Hence

$$
z_{m+1}=\left[\begin{array}{c}
z_{m-1} \\
\bar{\xi}_{m} \\
\bar{\xi}_{m+1}
\end{array}\right]
$$

where $\bar{\xi}_{m}=c_{m+1} \xi_{m}, \xi_{m+1}=s_{m+1} \xi_{m}$. In the above, $\xi_{j}$ denotes the last element of $z_{j}$. Hence the approximate solution may be updated from the equation

$$
\begin{equation*}
x_{m+1}=x_{m-1}+\bar{\xi}_{m} w_{m}+\xi_{m+1} w_{m+1} \tag{36}
\end{equation*}
$$

Clearly, such an updating formula is not the most economical, because in the computation of $x_{m+1}$, each $w_{i}$ is accumulated twice with different coefficients as is seen from (36). However, a more efficient accumulation can be used. Consider instead of $x_{m}$ the vector $\bar{x}_{m}$ defined by the recurrence $\bar{x}_{m}=\bar{x}_{m-1}+\bar{\xi}_{m} w_{m}$. Unlike $x_{m+1}$, this can be accumulated with $N$ multiplications per step instead of $2 N$. It is only at the last step that we need to compute $x_{m+1}$, which can be obtained from $x_{m+1}=$ $\bar{x}_{m}+\xi_{m+1} w_{m+1}$. Just as pointed out in § 3.3, at the $m$ th step we have all the information necessary to obtain the next plane rotation. Hence, we should look ahead at step $m$ and obtain the rotation $F_{m+1}$. In this manner we have not only $z_{m}$ but also the element $\bar{\xi}_{m}$ in position $m$ of $z_{m+1}$. Since this will not be changed by the subsequent rotations, we see that the updating formula passing from $\bar{x}_{m-1}$ to $\bar{x}_{m}$ can be performed. Notice that similar arguments have been used in [10].

An algorithm based on the above developments can easily be implemented, but our experience contradicted the expectation, formulated in [14], that this approach is superior. Indeed, we found that it is needlessly more expensive and complicated than the version $\operatorname{DIOM}(k)$ of Algorithm 4. In effect, each step now requires $N$ more operations than the equivalent method $\operatorname{DIOM}(k)$. This would not have been a high price to pay if it resulted in a substantial improvement. Such is not the case, however, as a number of numerical experiments show (see § 6.1). We think that the reason for this is that the main source of errors is not in the factorization of $H_{m}$ and the formation of the solution as defined by (14), but rather mainly in the construction of the vectors $v_{j}$. Solving a banded Hessenberg system by Gaussian elimination with partial pivoting is a very stable process, as was seen in $\S 3.2$. However, there might exist particularly difficult cases where the more stable $Q R$ factorization would be more effective, and although we prefer Algorithm 4, the technique outlined in this subsection should not be completely discarded.
3.4. Properties of the Incomplete Orthogonalization Method. In this subsection we wish to show a number of properties of Algorithm 4 assuming exact arithmetic. We would like first to establish a sufficient condition under which Algorithm 4 does not break down. Similar sufficient conditions for the symmetric Lanczos algorithm are expressed in terms of the minimal polynomial of the initial vector $v_{1}$ (or $r_{0}$ ). We will call minimal polynomial of a vector $v$ with respect to the matrix $A$ the polynomial $p_{s}$ of smallest degree $s$ such that $p_{s}(A) v=0$ (cf. [19]).

Proposition 1. Assume that the minimal degree of $r_{0}$ is not less than $m$ and that the mth approximate solution $x_{m}$ as defined by (14) exists, i.e. that $H_{m}$ is nonsingular. Then $x_{m}$ can be computed by Algorithm 4.

Proof. To prove this property consider the polynomial defined by the recurrence

$$
\begin{equation*}
h_{j+1, j} p_{j+1}(\lambda)=\lambda p_{j}(\lambda)-\sum_{i=j-k+1}^{j} h_{i j} p_{i}(\lambda), \quad j=1,2, \cdots, m, \cdots \tag{37}
\end{equation*}
$$

starting with $p_{1}(\lambda)=1$. Denote by $\tilde{p}_{j+1}$ the polynomial on the right-hand side of (37). This is a polynomial of degree $j$ such that $h_{i+1, i}=\left\|\tilde{p}_{i+1}(A) v_{1}\right\|, i=1,2, \cdots$. If at step $j$ we had $h_{j+1, j}=0$, this would mean that $\tilde{p}_{j+1}(A) v_{1}=0$. Since $\tilde{p}_{j+1}$ is of degree $j$, and because the minimal polynomial of $v_{1}$ is of degree larger than $j$, we conclude that $h_{j+1, j}$ cannot be equal to zero. This means that the algorithm does not break down at
step $j$, because firstly the next vector $v_{j+1}$ can be computed, and secondly since $\max \left\{h_{j+1, j},\left|u_{i j}\right|\right\}$ is nonzero, the factorization of $H_{j}$ does not breakdown and hence the vector $w_{j+1}$ can be computed. The only difficulty may be encountered at the final step $m$ where $u_{m m}$ can be equal to zero. But this is excluded by the assumption that $H_{m}$ is nonsingular.

If at the $j$ th step, the Hessenberg matrix $H_{j}$ is singular, then the $j$ th approximation $x_{j}$ as defined by (14) does not exist. Thus Algorithm 3 fails because it attempts to explicitly compute $x_{j}$ for all $j$, while the key advantage of Algorithm 4 is that it does not need $x_{j}$ to obtain the subsequent approximations. Note that when $h_{m+1, m}=0$ and $u_{m m} \neq 0$, the algorithm produces the exact solution at step $m$. This uncommon situation is a consequence of (13) and is often referred to as a "happy breakdown".

Next we would like to prove some orthogonality relations characterizing the residual vectors $r_{j}$ and the directions $w_{j}$ produced by the algorithm. In the symmetric case it is known that the residual of the approximate solution produced by the conjugate gradient algorithm is orthogonal to all the previous residuals and that the directions $w_{j}$, are conjugate with respect to $A$, i.e. $\left(A w_{j}, w_{i}\right)=0$ if $i \neq j$. The situation is not as simple in the nonsymmetric case. For the residual vectors, it was shown in [14] that at each step $j$ the residual $r_{j}$ is orthogonal to the previous $k$ residuals. This fact is a simple consequence of the following lemma:

Lemma 2. The residual vectors $r_{m}$ produced by $m$ steps of either Algorithm 3 or Algorithm 4 satisfy the relation

$$
\begin{equation*}
r_{m}=-h_{m+1, m} e_{m}^{T} y_{m} v_{m+1} \tag{38}
\end{equation*}
$$

where $y_{m}$ is defined by (11).
Proof. The lemma is a consequence of the following important relation derived from the definition of the vectors $v_{j}$ :

$$
\begin{equation*}
A V_{m}=V_{m} H_{m}+h_{m+1, m} v_{m+1} e_{m}^{T} \tag{39}
\end{equation*}
$$

where $V_{m}=\left[v_{1}, v_{2}, \cdots, v_{m}\right]$. The residual $r_{m}$ is such that

$$
\begin{aligned}
r_{m}=b-A x_{m} & =b-A\left[x_{0}+V_{m} y_{m}\right]=r_{0}-A V_{m} y_{m} \\
& =\beta v_{1}-\left[V_{m} H_{m}+h_{m+1, m} v_{m+1} e_{m}^{T}\right] y_{m} .
\end{aligned}
$$

The result (39) follows from the fact that $H_{m} y_{m}=\beta e_{1}$.
Among other things, the lemma asserts that the residual vectors are equal to the $v_{i}$ except for length. Since the coefficients $h_{i, j}$ are chosen such that $\left(v_{m+1}, v_{i}\right)=0$, $i=m-k+1, \cdots, m$, it follows from (38) that ([14]):

Proposition 3. The residual vectors produced by Algorithm 3 or 4 satisfy the orthogonality relation:

$$
\left(r_{m}, r_{i}\right)=0, \quad i=m-k, m-k+1, \cdots, m-1
$$

In other words the current residual is orthogonal to the previous $k$ residuals. Note that the above lemma also proves the result (13).

An important consequence of the above proposition is that when $A$ is symmetric then the algorithm DIOM (2) is theoretically equivalent to the conjugate gradient method ( $A$ positive definite) or the SYMMLQ algorithm ( $A$ symmetric indefinite), for which it is known that the residuals satisfy the same property. In the symmetric case it is not necessary to take $k>2$, because all of the algorithms DIOM $(k)$ with $k \geqq 2$ are equivalent to DIOM (2) (see [14]). The matrix $H_{m}$ is then tridiagonal symmetric and the process of building the $v_{i}$ 's is nothing but the usual symmetric Lanczos process.

Concerning the directions $w_{i}$, it is natural to ask whether a conjugacy relation similar to that of the conjugate gradient method holds. Consider first the case of full orthogonalization. For the remainder of this subsection we will assume that no pivoting is performed throughout the process, i.e. we assume Algorithm 3 is used instead of Algorithm 4.

Proposition 4. For the direct version of the Full Orthogonalization Method (DIOM $(\infty)$ ) with no pivoting, the following semiconjugacy relation is satisfied by the vectors $w_{i}$ :

$$
\left(A w_{j}, w_{i}\right)=0 \quad \text { for } i<j, \quad j=1,2, \cdots
$$

Proof. Multiplying (39) on the right by $U_{m}^{-1}$ gives

$$
\begin{equation*}
A W_{m}=V_{m} L_{m}+\left(\frac{h_{m+1, m}}{u_{m m}}\right) v_{m+1} e_{m}^{T} U_{m}^{-1} \tag{40}
\end{equation*}
$$

Multiplying the above equation by $W_{m}^{T}$ on the left, and letting $\mu=h_{m+1, m} / u_{m m}$, we obtain

$$
W_{m}^{T} A W_{m}=U_{m}^{-T}\left[V_{m}^{T} V_{m}\right] L_{m}+\mu U_{m}^{-T} V_{m}^{T} v_{m+1} e_{m}^{T}
$$

The last term in the above equation is a null vector because $v_{m+1}$ is orthogonal to all previous vectors (full orthogonalization). Also because of the orthogonality of the $v_{i}$ 's, the $m \times m$ matrix [ $V_{m}^{T} V_{m}$ ] is the identity matrix. Finally we get

$$
W_{m}^{T} A W_{m}=U_{m}^{-T} L_{m},
$$

which is a lower triangular matrix. This completes the proof.
From the above proof it is easily seen that the proposition does not extend to the case of incomplete orthogonalization. A somehow weaker result is, however, proved below.

Proposition 5. The following orthogonality relations hold for DIOM ( $k$ ) with no pivoting:

$$
\left(A w_{j}, v_{i}\right)=0 \quad \text { for } j-k+1<i<j, \quad j=2,3, \cdots .
$$

Proof. Let us start with equation (40), which is still valid, and multiply both sides on the left by $V_{m}^{T}$ to get

$$
\begin{equation*}
V_{m}^{T} A W_{m}=V_{m}^{T} V_{m} L_{m}+\mu V_{m}^{T} v_{m+1} e_{m}^{T} \tag{41}
\end{equation*}
$$

with $\mu$ defined in the proof of the previous proposition. Careful matrix interpretation of (41) shows that $V_{m}^{T} A W_{m}$ has the following structure:

$$
\begin{aligned}
& V_{m}^{T} A W_{m}=
\end{aligned}
$$

Hence

$$
V_{m}^{T} A W_{m}=\left[\begin{array}{ccccccccc}
1 & & & x & & \cdot & \cdot & \cdot \\
& x & 1 & & & x & & & \cdot \\
& & x & \cdot & & 0 & x & & \cdot \\
x & & & x & \cdot & & & x & \\
\cdot & x & 0 & & x & \cdot & & & x \\
. & & x & & & x & \cdot & & \\
. & \cdot & \cdot & x & & & x & 1 &
\end{array}\right]
$$

The upper part of the above matrix has zero elements in position $i, j$ whenever $j-k+1<i<j$ (post multiplication of $V_{m}^{T} V_{m}$ by $L_{m}$ introduces an extra diagonal). The proof is complete.
3.5. Comparison with other methods. In this section we will compare the Incomplete Orthogonalization Methods with other Krylov subspace methods and will in particular prove that $\operatorname{DIOM}(k)$ is theoretically equivalent to Young and Jea's ORTHORES ( $k$ ) algorithm. The class of Krylov subspace methods includes the ORTHOMIN $(k)$ algorithm [18], [3], [5], Young and Jea's ORTHODIR $(k)$ and ORTHORES ( $k$ ) algorithms and Axelsson's method [1]. A comparison of the work per step for each of the above methods must take into account the fact that the parameter $k$ does not always have the same meaning. Thus ORTHOMIN (1) is equivalent to the conjugate residual method in the symmetric case while our DIOM (2) would be equivalent to the conjugate gradient method. ${ }^{2}$ It is therefore more meaningful to compare ORTHOMIN $(k)$ with DIOM $(k+1)$. With this in mind, the next table compares the work and storage requirements for a few representative Krylov subspace methods.

Table 1

| Method | Mult./step | Storage |
| :--- | :---: | :--- |
| IOM $(k+1)^{*}$ | $(2 k+5) N$ | $(k+2) N$ |
| DIOM $(k+1)$ | $(3 k+5) N$ | $(2 k+4) N$ |
| ORTHOMIN $(k)$ | $(3 k+4) N$ | $(2 k+3) N$ |
| ORTHODIR $(k)$ | $(3 k+4) N$ | $(2 k+3) N$ |
| ORTHORES $(k+1)$ | $(3 k+6) N$ | $(2 k+3) N$ |
| Axelsson $(k)$ | $(3 k+4) N$ | $(2 k+3) N$ |

[^24]Note that the number of multiplications in DIOM $(k)$ can be reduced to roughly $(3 k+4) N$ by normalizing the vectors $v_{i}$ only when their norms become large (or small). Thus one might say that the number of multiplications for $\operatorname{DIOM}(k+1)$, ORTHOMIN $(k)$ and ORTHODIR $(k)$ is nearly the same. The slight difference in storage is not significant. The indirect method IOM $(k)$ is attractive in computing environments in which the I/O with disks is inexpensive, but this may vary significantly from one site to another.

[^25]Various experiments have been conducted to compare the above methods, in particular by Elman [4], [5]. The nontruncated versions ( $k=\infty$ ) are impractical since one has to keep all the previous vectors in core memory. The truncated versions ( $k<\infty$ ), on the other hand, are more suitable computationally but more difficult to study theoretically. The comparisons show that, in most cases, none of the above methods is superior by a large margin. The ORTHOMIN $(k)$ methods, however, have a better theoretical foundation since proofs of convergence have been established for them [3], [5]. Some examples exhibited in [5] also show that ORTHODIR ( $k$ ) may diverge. We know that this may happen for $\operatorname{DIOM}(k)$ as well when the symmetric part of $\boldsymbol{A}$ is not positive definite. It is not known whether this can occur in the positive real case, but all the numerical experiments conducted thus far have yielded convergence in such cases. It seems likely that for $k$ sufficiently large the process will converge in the general case but this has not been proved so far.

Besides convergence, an important comparison criterion is the risk of breakdown presented by the different methods. In this respect, $\operatorname{DIOM}(k)$ is reliable, as shown by Proposition 1. ORTHOMIN $(k)$ is known to be feasible when $\boldsymbol{A}$ is positive real and can breakdown otherwise. There is no proof that ORTHORES $(k)$ does not break down for positive real problems, but examples showing that it does break down for nonpositive real problems are easy to construct [8].

It will be shown below that ORTHORES $(k)$ is in fact equivalent to IOM $(k)$ $\operatorname{DIOM}(k)$. The result that ORTHORES $(\infty)$ is equivalent to IOM $(\infty)$ is straightforward and was mentioned in [5]. That the truncated versions are also equivalent does not seem to have been noticed.

We begin by briefly recalling the ORTHORES ( $k$ ) methods and a few of its properties. For more details see [8].

Algorithm ORTHORES ( $k$ ).

1. Start. Choose $x_{0}$, and compute $r_{0}=b-A x_{0}$.
2. Iterate. For $i=0,1, \cdots$ until convergence do:

$$
\begin{aligned}
& a_{j}^{(i)}=\left(A r_{i}, r_{j}\right) /\left(r_{j}, r_{j}\right), j=i, i-1, \cdots, i-k+1, \\
& b_{i}=\left[\sum_{j=i-k+1}^{i} a_{j}^{(i)}\right]^{-1}, \\
& c_{j}^{(i)}=b_{i} c_{j}^{(i)}, j=i-k+1, \cdots, i, \\
& x_{i+1}=b_{i} r_{i}+\sum_{j=i-k+1}^{i} c_{j}^{(i)} x_{j}, \\
& r_{i+1}=-b_{i} A r_{i}+\sum_{j=i-k+1}^{i} c_{j}^{(i)} r_{j} .
\end{aligned}
$$

The scalars $c_{j}^{(i)}$ are determined so that the residual $r_{i+1}$ is orthogonal to the previous $k$ residuals. The nontruncated version of the above algorithm, named ORTHORES ( $\infty$ ), consists in starting the above sums from 1 instead of $i-k+1$. The process may break down at any step because a division by zero can occur in computing $b_{i}$. It is not difficult to exhibit an example for which this happens at the first step [8].

The nontruncated version ORTHORES ( $\infty$ ) is equivalent to IOM ( $\infty$ ) (or DIOM $(\infty)$ ) because for both algorithms and residuals satisfy the same orthogonality relation. Note that the truncated versions $\operatorname{DIOM}(k)$ and ORTHORES $(k)$ also satisfy the same orthogonality relation, namely $\left(r_{i}, r_{j}\right)=0$, for $i-k+1<j<i$. This is a hint that the truncated versions are also equivalent, but a more careful proof is needed.

Let us recall that by Lemma 2 the residual vector $r_{n}$ obtained at the $n$th step of $\operatorname{DIOM}(k)$ is equal to a scalar times the vector $v_{n+1}$ of the truncated Arnoldi process. The residual vectors $r_{n}$ obtained from any Krylov subspace method are known to satisfy $r_{n}=p_{n}(A) r_{0}$ where $p_{n}$ is a polynomial of degree $n$, normalized so that $p_{n}(0)=1$.

We will need the following lemma.
Lemma 6. Let the residual vectors $r_{i}$ and $r_{i}^{\prime}$ produced by two Krylov subspace methods be such that $r_{i}=\alpha_{i} r_{i}^{\prime}, i=0,1, \cdots, n$, where $\alpha_{i}$ is a scalar with $\alpha_{0}=1$. Assume that the degree of the minimal polynomial for the initial residual vector $r_{0}$ is not less than $n$. Then $r_{j}=r_{j}^{\prime}, j=0,1, \cdots, n$.

In other words, two Krylov subspace methods that start with the same initial vector and which produce proportional residual vectors will in fact produce identical iterates.

Proof. For the first method we have $r_{i}=p_{i}(\boldsymbol{A}) r_{0}$ and for the second $r_{i}^{\prime}=p_{i}^{\prime}(\boldsymbol{A}) r_{0}$ where the two polynomials $p_{n}$ and $p_{n}^{\prime}$ are such that

$$
\begin{equation*}
p_{n}(0)=p_{n}^{\prime}(0)=1 . \tag{43}
\end{equation*}
$$

Since the degree of the minimal polynomial of $r_{0}$ is not less than $n$, the relation

$$
\begin{equation*}
r_{i}=\alpha_{i} r_{i}^{\prime}, \quad i=0,1, \cdots, n, \tag{44}
\end{equation*}
$$

yields

$$
\begin{equation*}
p_{i}(\lambda) \equiv \alpha_{i} p_{i}^{\prime}(\lambda), \quad i=0,1, \cdots, n \tag{45}
\end{equation*}
$$

From (45) and (43) we get $\alpha_{i}=1, i=0,1, \cdots, n$, which completes the proof.
Proposition 7. Assume that $n$ steps of both ORTHORES ( $k$ ) and DIOM ( $k$ ) with no pivoting can be achieved starting with the same initial vector $x_{0}$ and that the degree of the minimal polynomial of $r_{0}$ is not less than $n$. Then the iterates $x_{j}, j=0,1$, $\cdots, n$, produced by both algorithms are identical.

Proof. Let $r_{i}$ be the residual vectors for ORTHORES $(k)$. According to the lemma all we have to show is that this is proportional to the residual vector produced by $\operatorname{DIOM}(k)$, or, equivalently, to the vector $v_{i+1}$ produced by the incomplete Arnoldi process. Note that (42) can be written:

$$
\begin{equation*}
r_{i+1}=-b_{i}\left[A r_{i}-\sum_{j=i-k+1}^{i} a_{j}^{(i)} r_{j}\right], \tag{46}
\end{equation*}
$$

which is of the same form as (7). Using the fact that the sequences $\left\{r_{i}\right\}_{i=0,1, \ldots}$ and $\left\{v_{i}\right\}_{i=1,2, \ldots}$ are generated by the similar formulas (7) and (46), and that for both sequences the current vector is orthogonal to the previous $k$ vectors, it is easy to show by induction that $r_{i}$ differs from $v_{i+1}$ only by a multiplicative factor. This completes the proof.

Clearly, this result can be extended to DIOM ( $k$ ) with pivoting (Algorithm 4), by considering only the iterates corresponding to the steps where pivoting has not occurred. Though theoretically equivalent, the two methods are quite different in their implementation. ORTHORES $(k)$ is slightly more expensive than DIOM $(k)$ and IOM $(k)$, as shown in Table 1, but requires less storage than DIOM $(k)$. However, these differences are not significant because they represent a small fraction of the total work and storage in general. The computation of $b_{i}$ in ORTHORES ( $k$ ) may cause the algorithm to break down, and no result explaining when this may happen seems to exist. Implicitly, the ORTHORES ( $k$ ) process attempts, like Algorithm 3, to compute the approximate solutions $x_{j}$ defined by (14) for all $j$. When one of the
intermediate Hessenberg matrices $H_{j}$ is singular, this solution does not exist and the process breaks down. Algorithm 4, on the other hand, discards $x_{j}$ in this situation by defining it as being equal to $x_{j-1}$ and computes $x_{j+1}$ instead (or some $x_{j+i}, i \geqq 1$ ).
4. Application to other Krylov subspace methods. As indicated in [15], many algorithms using Krylov subspaces can be described with equations similar to those of IOM. A sequence of vectors $v_{j}$, respesenting the residuals rescaled as in Lemma 2 , is generated by requiring some orthogonality conditions. Then the solution is obtained by (11) and (12). The only difference between the various methods resides in the orthogonality conditions forced upon the residual vectors $r_{i}$, or equivalently the $v_{j}$ 's. An interesting question is whether the algorithms described earlier can also be adapted to other Krylov subspace methods. The main reason why such versions are sought is that when the matrix $A$ is not positive real, then the regular versions may break down or become unstable, because they implicitly solve an upper Hessenberg system with the potentially unstable Gaussian elimination with no pivoting.

The use of pivoting will be very helpful in particular for the Lanczos algorithm, considered next, as the original direct version, called the biconjugate gradient algorithm, faces serious risks of instability and breakdown (see [15]).
4.1. The Lanczos biorthogonalization algorithm. For the following discussion we recall the essential of the Lanczos algorithm for solving a linear system of the form $A x=b$. See [6], [9], [15].

Algorithm 5 (Lanczos).

1. Choose an initial vector $x_{0}$ and compute $r_{0}=b-A x_{0}$. Define $v_{1}:=u_{1}:=r_{0} /\left(\beta:=\left\|r_{0}\right\|\right)$.
2. For $j=1,2, \cdots, m$ do:

$$
\begin{align*}
& \tilde{v}_{j+1}:=A v_{j}-\alpha_{j} v_{j}-\beta_{j} v_{j-1},  \tag{47}\\
& \tilde{u}_{j+1}:=A^{T} u_{j}-\alpha_{j} u_{j}-\delta_{j} u_{j-1} \quad \text { with } \alpha_{j}:=\left(A v_{j}, u_{j}\right),  \tag{48}\\
& \delta_{j+1}:=\left|\left(\tilde{v}_{j+1}, \tilde{u}_{j+1}\right)\right|^{1 / 2}, \quad \beta_{j+1}:=\operatorname{sign}\left[\left(\tilde{v}_{j+1}, \tilde{u}_{j+1}\right)\right] \delta_{j+1},  \tag{49}\\
& v_{j+1}:=\frac{\tilde{v}_{j+1}}{\delta_{j+1}}, \quad u_{j+1}:=\frac{\tilde{u}_{j+1}}{\beta_{j+1}} . \tag{50}
\end{align*}
$$

3. Form the approximate solution

$$
\begin{equation*}
x_{m}:=x_{0}+V_{m} y_{m} \tag{51}
\end{equation*}
$$

in which $V_{m}=\left[v_{1}, v_{2}, \cdots, v_{m}\right]$ and

$$
\begin{equation*}
y_{m}=H_{m}^{-1}\left(\beta e_{1}\right) \tag{52}
\end{equation*}
$$

where $H_{m}$ is the tridiagonal matrix defined by

$$
H_{m}=\left[\begin{array}{cccc}
\alpha_{1} & \beta_{2} & &  \tag{53}\\
\delta_{2} & \alpha_{2} & \ddots & \\
& \ddots & \ddots & \\
& & \delta_{m} & \alpha_{m}
\end{array}\right]
$$

A direct version of this algorithm exists and was due to Lanczos himself. The algorithm was neglected for a long time because it faces serious stability problems; see [6], [15].

The similarity of part 3 of this algorithm with part 3 of Algorithm 2 indicates that a direct version which uses the $L U$ factorization with partial pivoting can easily be formulated. The development of the new algorithm is identical with that of $\operatorname{DIOM}(k)$ described in $\S 3$, and we will omit the details. This does not, however, overcome all of the difficulties associated with this algorithm, because the process of building the sequence $\left\{v_{i}\right\}_{i=1,2, \cdots}$ can itself be troublesome. The problem of building the Lanczos vectors in the nonsymmetric case was addressed by Parlett and Taylor [13], who suggest an alternative algorithm which handles the breakdowns associated with the construction of the sequence $v_{i}$. This a combination of Parlett and Taylors' "look-ahead" Lanczos [13] process for constructing the Lanczos vectors $v_{j}$ and our technique of obtaining the approximation $x_{m}$ as implemented in Algorithm 4 constitute a more reliable version of Algorithm 5.
4.2. Krylov subspace methods based on conjugate residuals. In the context of symmetric indefinite problems, Paige and Saunders [10] proposed an algorithm, named MINRES, which at each step minimizes the residual norm of the residual vector over the Krylov subspace $K_{m}$. MINRES uses the same $L Q$ factorization of the matrix $H_{m}$ as SYMMLQ. The algorithm proposed in $\S 3.3$ can also be extended in a similar way to yield a generalization of Paige and Saunders's MINRES to nonsymmetric problems. The details of the algorithm and its properties are beyond the scope of this paper. However, we would like to make an important remark. The nontruncated version of the resulting MINRES algorithm is equivalent to the ORTHOMIN $(\infty)$ algorithm [18], [5] which has the property that its residual vectors are semiconjugate, i.e. $\left(A r_{j}, r_{i}\right)=0, i<j$. One might then think that, if we truncate the process as is done for the SYMMLQ-like method of $\S 3.3$, we will find an equivalent (and hopefully better) version of ORTHOMIN $(k)$, the truncated version of ORTHOMIN $(\infty)$. A more careful analysis shows that this is not the case, i.e., that the nonsymmetric truncated MINRES-like extension of the method described in $\S 3.3$ is not equivalent to ORTHOMIN ( $k$ ).

An alternative is to generate a direct version by imposing on the $v_{i}$ 's the orthogonality condition known to be satisfied by the residual vectors of the original algorithm. In our case we would like the residual vectors to be semiconjugate [3], which means that the $v_{i}$ 's should satisfy

$$
\begin{equation*}
\left(A v_{j}, v_{i}\right)=0, \quad i=1,2, \cdots, j-1 \tag{54}
\end{equation*}
$$

The above sequence of vectors would lead to the generalized conjugate residual method, or ORTHOMIN ( $\infty$ ) [3]. Again the computation of the system of vectors satisfying (54) becomes uneconomical as $j$ increases, and a natural idea is to replace such a condition by an incomplete orthogonality condition. Note that the incomplete version of the algorithm thus obtained is equivalent neither to the truncated version ORTHOMIN $(k)$ of ORTHOMIN nor to the truncated version of MINRES.

Computing the sequence of vectors $v_{i}$ by the recurrence (7) in which the $v_{i}$ 's satisfy the new orthogonality conditions $\left(A v_{j}, v_{i}\right)=0, i=j-k+1, j-k+2, \cdots, j-1$, and $\left\|A v_{j+1}\right\|=1$, may break down or become unstable. The reason for this is that we are attempting to orthonormalize a sequence of vectors with respect to an indefinite inner product; i.e., we can have $(A v, v)=0$ for $v \neq 0$. A process similar to the one suggested by Parlett and Taylor can be applied to the sequence of $v_{i}$ 's because in both
cases we implicilty deal with the same problem of constructing a sequence of orthogonal polynomials with respect to some indefinite inner product; see [15], [7]. The combination of such a process and the technique using partial pivoting for forming the approximate solution of Algorithm 4 can again be combined to yield a more robust algorithm.

## 5. Practical considerations.

5.1. General comments. As mentioned in the introduction, one attractive feature of DIOM $(k)$ is its ability to deal with symmetric indefinite systems and nonsymmetric systems. A comparison with SYMMLQ would indeed show that DIOM (2) requires one more vector of storage than SYMMLQ, while computationally each step of DIOM (2) requires $7 N$ multiplications against $9 N$ for SYMMLQ (see Table 2.) Note that according to the comments following Algorithm 4, each step of DIOM $(k)$ would cost $(3 k+2) N$, which for $k=2$ gives $8 N$ operations instead of the $7 N$ claimed. However, because of the symmetry of the problem, we save one inner product in the formation of $v_{j+1}$, which explains the result.

There exist other methods which are also less expensive than SYMMLQ. For example Chandra's SYMMBK version [2] based upon the use of $2 \times 2$ pivots in the $L U$ factorization of $H_{m}$ also requires $7 N$ multiplications per step. However, the Bunch and Kaufman factorization is still potentially unstable while the $L U$ factorization with partial pivoting is always stable for tridiagonal matrices, as is well known [19, p. 219]. Table 2 shows the work and storage required for several methods dealing with symmetric indefinite problems, including SYMMLQ [10], SYMMBK [2], MCR [2], Stoer and Freund's method [17]. The indirect Lanczos method, equivalent to IOM (2), was described by Parlett [11], who observed that it can be competitive in some environments where the I/O can be realized inexpensively. See also [16].

Table 2
Work and storage of some methods for solving symmetric indefinite systems.

| Method | Mult./step | Storage |
| :--- | :---: | :---: |
| DIOM (2) | $7 N$ | $6 N$ |
| SYMMLQ | $9 N$ | $5 N$ |
| SYMMBK | $7 N$ | $6 N$ |
| MCR | $7 N-9 N$ | $7 N$ |
| Stoer \& Freund | $8 N$ | $7 N$ |
| Parlett $\left({ }^{*}\right)$ | $6 N$ | $3 N$ |

[^26]These methods deal with symmetric problems, but most of them can easily be generalized to nonsymmetric problems, although this does not seem to have been considered so far in the literature.

Consider the four classes of problems enumerated in the introduction. For the class of symmetric positive definite linear systems, there are many effective methods. It seems that a common way of dealing with symmetric indefinite problems is the SYMMLQ algorithm. The third class of problems, dealing with nonsymmetric systems with indefinite symmetric parts, can be effectively handled by several methods including ORTHOMIN $(k)$, IOM $(k)$, DIOM $(k)$, Chebyshev iteration, Concus, Golub and Widlund's generalized conjugate gradient method, etc.

The last class of problems, i.e. the class of nonpositive real problems, is more difficult. Our algorithm DIOM $(k)$ can be applied especially in the cases where the nonsymmetric part $\left(\boldsymbol{A}-\boldsymbol{A}^{T}\right) / 2$ is small compared with the symmetric part. When this is not the case, we observe that in order for the process to converge, the parameter $k$ must be quite large, thus rendering the method uneconomical. The process may diverge or be very slow if $k$ is too small.

These observations suggest that the Krylov subspace methods may not be suitable for nonpositive real systems with large nonsymmetric parts or such that the origin is well inside their spectra. In fact since $k$ must be large (e.g. $k>9$ ) for convergence to hold, one might find it preferable to solve the normal equations using e.g. the conjugate gradient method. Moreover, note that in the extreme case where $A$ is unitary, the eigenvalues are on the unit circle, and, as suggested by the theory [14], the convergence of Krylov subspace methods can become very slow. However, the normal equations are clearly trivial to solve since $A^{T} A$ is the identity matrix. This suggests that the choice between solving the normal equations and using a Krylov subspace method is not always an easy one to make.
5.2. Heuristics. In order to enhance the efficiency of a code based upon IOM $(k)$ or DIOM ( $k$ ), a number of heuristics are needed. The most important of them are described below.

Dynamic choice of the parameter $k$. In an efficient implementation of IOM $(k)$, or DIOM ( $k$ ), we must include a process which chooses automatically the parameter $k$. Indeed, the user does not in general have any idea of a reasonable choice for $k$. The possibility of choosing $k$ in a dynamical way is based on the fact that $k$ can be reduced during the algorithm without changing the orthogonality relation of Proposition 5. Note, however, that $k$ cannot be reincreased. What this means is that we can start the algorithm with some large $k$ (in our code $k$ starts with the value 9 ) and then reduce it progressively according to some criterion. The criterion that we use is related to the fact that when the matrix is almost symmetric (or skew-symmetric), then the elements $h_{i, j}$ of the $j$ th column of $H_{m}$ with $i<j-2$ are small, and can therefore be neglected. This suggests that at a given step $j$ we should subtract from $k$ the number of small elements $h_{i j}$, where $i$ is between $j-2$ and $j-k+1$. Specifically we redefine $k$ from

$$
k:=k-\max _{\mu}\left\{\mu \text { s.t. } \sum_{i=j-k+1}^{i-\mu+1}\left|h_{i j}\right|<\text { tol }_{1} \sum_{i=j-k+1}^{j}\left|h_{i j}\right|\right\}
$$

where tol $_{1}$ is some tolerance parameter (In our code tol ${ }_{1}$ was set to $1 . e-03$.). The formula above should be modified so as not to yield $k$ less than 2 .

With this empirical formula, symmetry or near-symmetry is easily detected, and as a consequence the computational work may be significantly reduced.

Restarting. In IOM ( $k$ ), the version using secondary storage, it is a necessity to restart the algorithm because of storage. It is also often more effective to include a restarting strategy even for the direct version DIOM ( $k$ ). Such a strategy would restart the algorithm whenever the convergence becomes unsatisfactory. More precisely the following heuristics have been found to be effective:

$$
\text { If }\left(\frac{\rho_{i}}{\rho_{i-p}}\right)>\operatorname{tol}_{2} \quad \text { then restart }
$$

where $p$ is some fixed integer (e.g. 5 as in our code), and tol ${ }_{2}$ is some positive tolerance parameter. The above criterion for restarting has the following interpretation: restart if the residual norms do not decrease by a sufficient amount in $p$ steps. For IOM ( $k$ ) we can restart with the vector $x_{i-p}$ which has a smaller residual, but this cannot be done for DIOM $(k)$ unless we save the vector $x_{j-p}$. The restarting strategy was found to be quite effective for some difficult cases (see $\S 6.3$ ), but does not change much when convergence is fast enough.

Preconditioning. The efficiency of the incomplete orthogonalization methods can be improved by using preconditioning techniques. One difficulty, however, is that most of the known preconditions assume (directly or indirectly) that $\left(A+A^{T}\right) / 2$ is positive definite. A very simple remedy is to add $\alpha I$ to the original matrix, where $\alpha$ is a scalar such that $B=A+\alpha I$ is positive real, and use as preconditioning the preconditioning associated with $B$. This can be effective in case $\alpha$ is not too large.
6. Numerical experiments. All the numerical experiments have been performed on a DEC-20 computer. Single precision (unit roundoff $\approx 3.7 \times 10^{-09}$ ) is used in the first experiment while double precision (unit roundoff $\approx 10^{-19}$ ) is used elsewhere.
6.1. Symmetric indefinite problems. We begin with an experiment illustrating the behaviors of DIOM (2), SYMMLQ and the regular conjugate gradient (CG) method on a symmetric indefinite problem. Note that the regular conjugate gradient method may break down if $A$ is indefinite, and is therefore not recommended in general for indefinite problems. It is applied here for the sole purpose of illustration. We choose to take an example from [10], in which the matrix $A$ is of the form $A=B^{2}-\mu I$, where $B$ is the tridiagonal matrix with typical nonzero row elements $(-1,2,-1)$ and $\mu=\sqrt{3}$. Note that $\mu$ is not an eigenvalue of $A$, and that it is not near either extremity of the spectrum. In order to demonstrate the fact that IOM (2) and SYMMLQ have similar behavior on this example, we use single precision arithmetic. The problem solved is $A x=b$, where $b=A e, e=(1,1,1, \cdots, 1)^{T}$. The initial vector is a random vector, the same for the three methods DIOM (2), SYMMLQ, CG. Figure 6.1 compares the behaviors of the three methods for the steps $m=38$, $39, \cdots, 65$. The first 37 steps yield almost identical residual norms for the three algorithms and have not been reproduced.

The figure shows that both SYMMLQ and DIOM (2) are superior to the regular conjugate gradient method, but SYMMLQ is not superior to DIOM (2). In fact DIOM (2) is slightly better on this example through the difference is not significant. More significant is the difference obtained when a less efficient way of generating the Lanczos vectors $v_{i}$ is utilized. Indeed, in our first experiments with the above example we found DIOM (2) significantly more accurate than SYMMLQ. A careful analysis showed that the reason for this superiority was due to the fact that the original code of SYMMLQ was not using the best formula for generating the Lanczos vectors. As mentioned in [12], it is more accurate to generate the Lanczos vectors by the recurrence

$$
\begin{aligned}
& q:=A v_{j}-\beta_{j} v_{j}, \\
& \alpha_{j}:=\left(q, v_{j}\right), \\
& q:=q-\alpha_{j} v_{j}, \\
& v_{j+1}:=\frac{q}{\left(\beta_{j+1}:=\|q\|\right)}
\end{aligned}
$$

rather than by

$$
\begin{aligned}
& q:=A v_{j}, \\
& \alpha_{j}:=\left(q, v_{j}\right), \\
& q:=q-\alpha_{j} v_{j}-\beta_{j} v_{j}, \\
& v_{j+1}:=\frac{q}{\left(\beta_{j+1}:=\|q\|\right)} .
\end{aligned}
$$



FIG. 6.1. Comparison of DIOM (2), SYMMLQ, CG on a symmetric indefinite problem of dimension 50.
Remarks. 1. The plot of Fig. 6.1 reports the numerical results corresponding to the first (best) of the above formulations for both SYMMLQ and DIOM (2).
2. Similar observations are made when double precision is used.
3. The residual norms in Fig. 6.1 are obtained for DIOM (2) by the formula (13) and for SYMMLQ by an equivalent formula. Both formulas have been checked to produce accurate result in the final step. Note that after step 65, these formulas deteriorate slowly as the maximum possible accuracy given the norm of $A$ and the unit roundoff is being reached, so the estimates of the residual norms become meaningless.

All this demonstrates the important fact mentioned earlier that the main source of error lies in the computation of the $v_{i}$ 's rather than in the formation of the approximate solution by formulas (11) and (12).
6.2. Nonsymmetric problems with positive real matrices. In this test we compare the direct version DIOM $(k)$ with the indirect version $\operatorname{IOM}(k)$ on the following model problem:

$$
A=\left[\begin{array}{ccccc}
B & -I & & & \\
-I & B & & & \\
& & \ddots & \\
& \ddots & \ddots & \\
& & & & -I \\
& & & -I & B
\end{array}\right] \text { with } B=\left[\begin{array}{cccccc}
4 & t_{1} & & & & \\
t_{2} & 4 & & & \\
& & 4 & \ddots & & \\
& & \ddots & \ddots & \\
& & & & & t_{1} \\
& & & & t_{2} & 4
\end{array}\right]
$$

and $\operatorname{dim}(A)=N=200, \operatorname{dim}(B)=n=10, t_{1}=-1+\delta, t_{2}=-1-\delta$, where $\delta$ is some parameter. The above example originates from the centered difference discretization of the operator $-\Delta+c \partial / \partial x$, where $c$ is a constant.

The performances of IOM (4) and DIOM (4) have been compared on the above example with $\delta=0.5, b=A e, e=(1,1, \cdots, 1)^{T}$. This test was performed in double precision. For simplicity none of the heuristics has been used, i.e. the algorithm is not restarted and $k$ is constantly equal to 4 . The process is stopped as soon as the residual is less than $10^{-5}$. This has required 57 steps. As expected, the residual norms and the final iterates produced by both algorithms are identical. The run times on the DEC-20 are approximately as follows:

$$
\text { IOM (4): } 5.60 \mathrm{sec}, \quad \text { DIOM (4): } 3.60 \mathrm{sec} .
$$

Note that IOM (4) requires $5 N$ vectors of core memory storage while DIOM (4) requires $9 N$. It is interesting to decompose the run times for IOM (4) into I/O time and computing time. The time for writing the vectors $v_{i}$ 's into disk memory and reading them back when forming the solution is about 2.50 sec , i.e. $47 \%$ of the overall CPU time. The I/O time can be further decomposed into write time $=1.39 \mathrm{sec}$ and read time $=0.91 \mathrm{sec}$. This distribution is obviously very much machine dependent, and the comparison may change completely for other architectures. It may even happen that IOM becomes faster than DIOM in cases where the I/O time can be masked by performing much of the computation and the I/O in parallel.
6.3. Indefinite and nonsymmetric problems. In this example we test DIOM $(k)$ on the matrix $B=(A-\mu I)$, where $A$ is defined as in the previous experiment, with $\delta$ set again to 0.5 and where $\mu$ is chosen equal to 0.25 . This is a nonsymmetric and indefinite problem.

The right-hand side is defined as previously, and the initial vector is again a random vector with an initial residual norm of $19.08 \ldots$. The process is stopped as soon as the residual norm is below $10^{-5}$. A straightforward application of DIOM (4), with a fixed $k$ and no restarting, converged in 89 steps. Then we used a preconditioning matrix $M$ the incomplete Choleski factorization associated with the Laplace operator, i.e. the incomplete Choleski factorization of $\left(A+A^{T}\right) / 2$. The system $M^{-1} A x=M^{-1} b$ was then solved by a call to DIOM (2). This preconditioned DIOM produced a generalized residual vector $M^{-1} r_{n}$ of norm less than $10^{-5}$ in 31 steps, thus significantly improving the previous performance. Note that, surprisingly, DIOM ( $k$ ) with $k>2$ did not perform better than with $k=2$ since it took 41 steps for DIOM (3) to converge and 48 steps for DIOM (4).

As $\mu$ increases, the problem becomes more difficult to solve. When $\mu=0.5$, for example, DIOM $(k)$ either diverges (e.g. for $k=2$ ) or showed signs of very slow convergence. Using the same preconditioning as above, IOM (7) converged in 125 steps. The restarting strategy used was the one described in $\S 5.2$ with tol $2=1$. The criterion for restarting was tested every $p=5$ steps and, at a minimum, 10 steps were taken at each iteration. With this strategy the process was restarted at steps 20, 30, 70 , and 110 . Note that we took tol $1=0$, which means that $k$ was constantly equal to 7 .

When $\mu$ becomes even larger, the above preconditioning does not improve the convergence, which can become very poor. It seems more appropriate to use the conjugate gradient method applied to the normal equations in those cases.

Acknowledgments. The mathematical equivalence between ORTHORES ( $k$ ) and IOM $(k)(\$ 3.5)$ was established after a suggestive question was raised by one of the referees. The author is indebted to both referees for their instructive and helpful comments.
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# AN EFFICIENT ALGORITHM FOR THE REGULARIZATION OF ILL-CONDITIONED LEAST SQUARES PROBLEMS WITH TRIANGULAR TOEPLITZ MATRIX* 

LARS ELDÉN $\dagger$


#### Abstract

Ill-conditioned least squares problems, where the matrix is triangular and has Toeplitz structure, arise when certain Volterra integral equations with stationary kernel are discretized. TikhonovPhillips regularization can be used to stabilize the solution. An efficient algorithm for computing regularized solutions of such problems is described. The number of arithmetic operations required is $O\left(n^{2}\right)$, where $n$ is the dimension of the matrix. A numerical example is given, where an inverse heat conduction problem is solved.


Key words. least squares, ill-conditioned, triangular, Toeplitz, regularization, inverse problem, heat conduction

1. Introduction. Consider the linear system of equations

$$
\begin{equation*}
K f=g, \tag{1.1}
\end{equation*}
$$

where $K$ is an $n \times n$ upper triangular matrix with Toeplitz structure, i.e.

$$
K=\left[\begin{array}{ccccccc}
k_{1} & k_{2} & k_{3} & \cdots & & k_{n-1} & k_{n}  \tag{1.2}\\
& k_{1} & k_{2} & k_{3} & & & \cdots \\
& & \ddots & k_{n-1} \\
& & \ddots & \ddots & \ddots & & \ddots \\
& & & \ddots & \ddots & \ddots & \vdots \\
& 0 & & & & k_{1} & k_{2} \\
& k_{1} & k_{3} \\
& & & & & & k_{2}
\end{array}\right] .
$$

Such systems arise when convolution type Volterra integral equations of the first kind,

$$
\begin{equation*}
\int_{0}^{t} k(t-s) f(s) d s=g(t), \quad 0 \leqq t \leqq T_{0} \tag{1.3}
\end{equation*}
$$

are discretized; see [9], [13]. (Actually the discretization of (1.3) leads to a lower triangular system of equations [9], [13], but this can be put in upper triangular form simply by reordering the unknowns; it turns out that our algorithm is more conveniently described if we assume that the matrix is upper triangular.)

In many cases the linear system (1.1) arising from the discretization of (1.3) is relatively well conditioned; see [9], [2, p. 896ff.]. Then (1.1) can be solved simply by backward substitution.

However, there are important applications, where the discrete system (1.1) is so ill conditioned that a straightforward solution is impossible. This happens e.g. when the kernel function $k(t)$ in (1.3) is smooth and $k(0)$ is equal to zero, or is very small. Examples of such problems are inverse heat transfer problems [7] [16, p. 88], and deconvolution of time series [13]. In this case it is not meaningful to try to satisfy (1.1) exactly, because small perturbations of the right-hand side can cause very large perturbations of the solution. Note that (1.1) is equivalent to the least squares problem

$$
\min _{f}\|K f-g\|,
$$

[^27]where the norm is the Euclidean vector norm. To alleviate ill-conditioning it is necessary to stabilize the problem. This can be done using the regularization method of Tikhonov [16], Phillips [14]. Then we solve
\[

$$
\begin{equation*}
\min _{f}\left\{\|\boldsymbol{K} f-g\|^{2}+\mu^{2}\|L f\|^{2}\right\} \tag{1.4}
\end{equation*}
$$

\]

where $L$ is a discretization of some differentiation operator, e.g.

$$
L=1 / h\left[\begin{array}{rrrrrr}
1 & -1 & & & &  \tag{1.5}\\
& 1 & -1 & & 0 & \\
& & 1 . & -1 & & \\
& 0 & & \ddots & \ddots & \\
& & & & \cdot & -1
\end{array}\right], \quad L \text { is }(n-1) \times n
$$

and $h$ is a steplength parameter. The value of the regularization parameter $\mu$ controls the degree of smoothness of the solution.

For a discussion of regularization and related methods we refer to [16], [11], [12]. Regularization in connection with Volterra equations of the first kind is considered in [15]. Surveys on numerical algorithms are given in [3], [17].

In § 2 of this paper we develop an efficient algorithm for solving (1.4), in the case when both $K$ and $L$ are upper triangular Toeplitz matrices. Note that discretizations of differentiation operators often lead to Toeplitz matrices; see (1.5). The algorithm is based on the computation of a $Q R$-decomposition of the matrix

$$
\left[\begin{array}{c}
K \\
\mu L
\end{array}\right]
$$

using plane rotations. Therefore the algorithm has good stability properties.
The Toeplitz structure of the matrices is exploited so that the algorithm requires $O\left(n^{2}\right)$ operations. The implementation of the algorithm is briefly discussed in § 3. There we also compare it to alternative algorithms for problems with Toeplitz structure [10], [5], [13], [4]. The results of timing experiments are given, verifying the $O\left(n^{2}\right)$ behavior.

In § 4 we apply the new algorithm to an inverse heat conduction problem.
2. Description of the algorithm. The regularized least squares problem (1.4) is equivalent to

$$
\begin{equation*}
\min _{f}\left\|\binom{K}{\mu L} f-\binom{g}{0}\right\| \tag{2.1}
\end{equation*}
$$

which can be solved as follows.
Determine an orthogonal matrix $Q$, such that

$$
\begin{equation*}
Q^{T}\binom{K}{\mu L}=\binom{K_{\mu}}{0}, \quad \bar{g}=Q^{T}\binom{g}{0}=\binom{\bar{g}_{1}}{\bar{g}_{2}}, \tag{2.2}
\end{equation*}
$$

where $K_{\mu}$ is upper triangular. The solution of (2.1) can now be obtained by solving

$$
\begin{equation*}
\boldsymbol{K}_{\mu} f=\bar{g}_{1} . \tag{2.3}
\end{equation*}
$$

This is the $Q R$-decomposition method [8].
In our algorithm the matrix $Q$ is a product of plane rotations. It is not necessary to form $Q$ explicitly.

We now describe how the decomposition (2.2) can be computed. The algorithm is conveniently developed in terms of a small example ( $n=5$ ). Consider the augmented matrix

$$
\left[\begin{array}{c:l}
K & g \\
\mu L & 0
\end{array}\right]=\left[\begin{array}{lllll:l}
k_{1} & k_{2} & k_{3} & k_{4} & k_{5} & g_{1} \\
& k_{1} & k_{2} & k_{3} & k_{4} & g_{2} \\
& & k_{1} & k_{2} & k_{3} & g_{3} \\
& & & k_{1} & k_{2} & g_{4} \\
& & & & k_{1} & g_{5} \\
l_{1} & l_{2} & l_{3} & l_{4} & l_{5} & 0 \\
& l_{1} & l_{2} & l_{3} & l_{4} & 0 \\
& & l_{1} & l_{2} & l_{3} & 0 \\
& & & l_{1} & l_{2} & 0 \\
& & & & l_{1} & 0
\end{array}\right]
$$

where $l_{i}$ is equal to $\mu$ times a component of $L$.
Usually the matrix $L$ is a band matrix, but it turns out not to be possible to exploit the band structure (cf. §3). For the description of the algorithm we therefore assume that $L$ is a full upper triangular matrix. It is not necessary to assume that $L$ is a square matrix (cf. (1.5.)). For definiteness we here make that assumption.

In the first step of the algorithm we zero all diagonal elements in $L$. This is done by $n$ rotations in the planes $(1, n+1),(2, n+2), \cdots,(n, 2 n)$. Because of the Toeplitz structure all rotations involve the same angle of rotation. The result of these transformations is

$$
\left[\begin{array}{ccccc:c}
k_{1}^{\prime} & k_{2}^{\prime} & k_{3}^{\prime} & k_{4}^{\prime} & k_{5}^{\prime} & g_{1}^{\prime} \\
& k_{1}^{\prime} & k_{2}^{\prime} & k_{3}^{\prime} & k_{4}^{\prime} & g_{2}^{\prime} \\
& & k_{1}^{\prime} & k_{2}^{\prime} & k_{3}^{\prime} & g_{3}^{\prime} \\
& & & k_{1}^{\prime} & k_{2}^{\prime} & g_{4}^{\prime} \\
0 & l_{2}^{\prime} & l_{3}^{\prime} & l_{4}^{\prime} & l_{1}^{\prime} & g_{5}^{\prime} \\
& 0 & l_{2}^{\prime} & l_{3}^{\prime} & l_{4}^{\prime} & g_{7}^{\prime} \\
& & 0 & l_{2}^{\prime} & l_{3}^{\prime} & g_{8}^{\prime} \\
& & & 0 & l_{2}^{\prime} & g_{9}^{\prime} \\
& & & & 0 & g_{10}^{\prime}
\end{array}\right] .
$$

Note that the Toeplitz structure is not destroyed. However, the zeros in the lower part of the right-hand side are filled in. Obviously only $4 n$ elements need be computed, namely the elements in rows 1 and $n+1$, and the right-hand side.

The first superdiagonal of the (transformed) $L$ matrix is zeroed in the second step. We apply $n-1$ rotations in the planes ( $2, n+1$ ), $(3, n+2), \cdots,(n, 2 n-1)$. Again the same angle of rotation can be used in all transformations. The result is

$$
\left[\begin{array}{ccccc:c}
k_{1}^{\prime} & k_{2}^{\prime} & k_{3}^{\prime} & k_{4}^{\prime} & k_{5}^{\prime} & g_{1}^{\prime} \\
& k_{1}^{\prime \prime} & k_{2}^{\prime \prime} & k_{3}^{\prime \prime} & k_{4}^{\prime \prime} & g_{2}^{\prime \prime} \\
& & k_{1}^{\prime \prime} & k_{2}^{\prime \prime} & k_{3}^{\prime \prime} & g_{3}^{\prime \prime} \\
& & & k_{1}^{\prime \prime} & k_{2}^{\prime \prime} & g_{4}^{\prime \prime} \\
& & & & k_{1}^{\prime \prime} & g_{5}^{\prime \prime} \\
0 & 0 & l_{3}^{\prime \prime} & l_{4}^{\prime \prime} & l_{5}^{\prime \prime} & g_{6}^{\prime \prime} \\
& 0 & 0 & l_{3}^{\prime \prime} & l_{4}^{\prime \prime} & g_{7}^{\prime \prime} \\
& & 0 & 0 & l_{3}^{\prime \prime} & g_{8}^{\prime \prime} \\
& & & 0 & 0 & g_{9}^{\prime \prime} \\
& & & & 0 & g_{10}^{\prime}
\end{array}\right] .
$$

In this step $4(n-1)$ elements in the argumented matrix must be computed. Note that rows 2 to $n$ of the upper block, and the whole lower block, still have Toeplitz structure. After $n$ steps of this algorithm we have computed the matrix $K_{\mu}$ and the right-hand side $\bar{g}_{1}$ in the decomposition (2.2).

It is now seen that in step $i$ of the algorithm, $4(n-i+1)$ matrix elements must be computed. If we use standard plane (Givens) rotations each transformed element requires two multiplications to be performed. Therefore the total count is

$$
2 \cdot \sum_{i=1}^{n} 4(n-i+1) \approx 4 n^{2}
$$

multiplications. In addition to that approximately $n^{2} / 2$ operations are needed for solving (2.3).

The algorithm can be modified to handle the case where $K$ and $L$ are almost triangular. Assume, e.g., that $K$ and $L$ are upper Hessenberg matrices. This structure may arise when we discretize (1.3) using piecewise linear polynomials and collocation on an equidistant grid. Then we can partition

$$
\left[\begin{array}{c}
K  \tag{2.4}\\
\mu L
\end{array}\right]=\left[\begin{array}{cc}
\kappa_{1}^{T} & \sigma \\
K_{1} & \kappa_{2} \\
\lambda_{1}^{T} & \tau \\
\mu L_{1} & \lambda_{2}
\end{array}\right],
$$

where $K_{1}$ and $L_{1}$ are upper triangular Toeplitz matrices of dimension $n-1, \kappa_{i}, \lambda_{i}, i=$ 1,2 , are ( $n-1$ )-vectors, and $\sigma$ and $\tau$ are scalars.

Using the above algorithm we can transform (2.4) into

$$
\left[\begin{array}{cc}
\kappa_{1}^{T} & \sigma \\
K_{1}^{\prime} & \kappa_{2}^{\prime} \\
\lambda_{1}^{T} & \tau \\
0 & \lambda_{2}^{\prime}
\end{array}\right] .
$$

Then by $3 n-2$ plane rotations (or $2 n-2$ plane rotations and a Householder transformation) we can put all elements below the main diagonal equal to zero. Thus the total operation count is $O\left(n^{2}\right)$.
3. Implementation and efficiency considerations. The algorithm developed in § 2 needs $4 n$ memory locations for storing the right-hand side and one row in $K$ and $L$ respectively. Since $K_{\mu}$ does not have Toeplitz structure its $n(n+1) / 2$ elements must also be stored, preferably in a one-dimensional array. From the derivation of the algorithm we see that once a row of $K_{\mu}$, say the $i$ th row, has been computed, it is not needed again until the back substitution, when $f_{i}$ is to be computed. This means that the algorithm will perform well on a computer with virtual storage, since no unnecessary page faults will occur (note that this is usually not true if $K_{\mu}$ is stored in a twodimensional Fortran array).

Further, the algorithm can be efficiently implemented on a computer with limited fast memory, if it has a direct access auxiliary store. Once a row of $K_{\mu}$ has been computed it can be written out on auxiliary store. Only $4 n$ memory locations are needed in fast memory for storing matrix elements and vectors. This may be important in applications, where the problems are very large; see [13], where a time series problem with $n=512$ is solved.

Other algorithms have been suggested for ill-conditioned problems with Toeplitz structure. In [5] a method based on eigenvector expansion is described. The operation count is $O\left(n^{3}\right)$. An algorithm for solving the normal equations

$$
\left(K^{T} K+\mu^{2} L^{T} L\right) f=K^{T} g,
$$

where $K$ and $L$ have Toeplitz structure, is given in [10]. The number of multiplications is $C n^{2}$, where $C$ is fairly large: approximately 20 (S. Ljung, private communication). It may be possible to reduce the value of $C$ somewhat, by utilizing the triangular structure. Thus our algorithm is faster. Further, it has the advantage that it is based on orthogonal transformations.

The algorithms of O'Leary [13] and Björck [4] are both based on Lanczos bidiagonalization. In [13] it is shown how they can be adapted for the efficient solution of problems with Toeplitz structure. If $n$ is a power of two, then the number of multiplications is approximately

$$
11 n k+4 n k \log _{2} n
$$

where $k$ denotes the number of Lanczos steps ( $k$ is assumed to be relatively small compared to $n$ ).

To compare the operation count for these algorithms to that of ours we assume that $k=\alpha n$ and solve the equation

$$
\begin{equation*}
\alpha\left(11 n^{2}+4 n^{2} \log _{2} n\right)=4.5 n^{2} \tag{3.1}
\end{equation*}
$$

for a couple of values of $\alpha$. The results are given in Table 3.1. The table shows that if $k$ is taken as large as $0.15 n$ then our algorithm is faster for all $n$ larger than 27. On the other hand, if $k$ is equal to $0.1 n$, then the Lanczos based algorithms are faster for most problems that can be solved without using auxiliary storage.

TABLE 3.1
Approximate solution of (3.1) for different values of $\alpha$.

| $\alpha$ | 0.05 | 0.1 | 0.15 |
| :---: | :---: | :---: | :---: |
| Sol. of (3.1) | $8.8 \cdot 10^{5}$ | 362 | 27 |

It is seen that the comparison depends very critically on $k$ (the number of Lanczos steps). The problem of choosing a good value of $k$ is nontrivial; see [13], [4].

Note that the above arguments on efficiency are based on operation counts only. A fair comparison should also take into account storage, accuracy, ease of use, and actual timing experiments.

To verify the $O\left(n^{2}\right)$ behavior of our algorithm we ran a number of tests with different values of $n$. The program was written in Fortran and run on a DEC-10 computer. Only the timing of the in-core version was recorded. The results are given in Table 3.2.

In some cases both $K$ and $L$ have band structure. It is not possible to modify the new algorithm to take advantage of band structure to obtain an $O(n)$ operation count. The reason is that even if only one of the identical rotations need be applied to the matrix elements, all rotations must be applied to the right-hand side components.

TABLE 3.2
CPU-time in seconds for our algorithm. * The average over 10
runs; ** The average over 5 runs.

| $n$ | 25 | 50 | 100 |
| :---: | :---: | :---: | :---: |
| CPU-time | $0.013^{*}$ | $0.062^{*}$ | $0.249^{* *}$ |

Algorithms for problems with band structure are given in [6] (this issue, pp. 237-254). The number of operations is $O(n)$.
4. A numerical example. To illustrate the use of the new algorithm we apply it to an inverse heat conduction problem. This application will be described in more detail in [7].

Consider the parabolic equation

$$
\begin{array}{ll}
u_{t}=\kappa u_{x x}, & 0 \leqq x \leqq 1, \quad 0 \leqq t \leqq 1, \\
u(0, t)=g(t), & 0 \leqq t \leqq 1, \\
u_{x}(0, t)=0, & 0 \leqq t \leqq 1, \\
u(x, 0)=0, & 0 \leqq x \leqq 1, \\
u(1, t)=f(t), & 0 \leqq t \leqq 1, \quad \text { unknown. }
\end{array}
$$

This Cauchy problem for a parabolic equation is ill posed. It can be formulated as a Volterra integral equation of the first kind,

$$
\begin{equation*}
\int_{0}^{t} k(t-s) f(s) d s=g(t), \quad 0 \leqq t \leqq 1 \tag{4.1a}
\end{equation*}
$$

where

$$
\begin{equation*}
k(t)=\pi \kappa \sum_{n=0}^{\infty}(-1)^{n}(2 n+1) \exp \left(-(2 n+1)^{2} \frac{\pi^{2} \kappa t}{4}\right) \tag{4.1b}
\end{equation*}
$$

(4.1) was discretized using the midpoint method [9]. With a prescribed solution $f(t)$ we computed the data function $g(t)$ by solving the well-posed problem

$$
\begin{array}{ll}
u_{t}=\kappa u_{x x}, & 0 \leqq x \leqq 1, \quad 0 \leqq t \leqq 1, \\
u_{x}(0, t)=0, & 0 \leqq t \leqq 1, \\
u(1, t)=f(t), & 0 \leqq t \leqq 1 . \\
u(x, 0)=0, & 0 \leqq x \leqq 1,
\end{array}
$$

using the Crank-Nicolson method. The steplengths in time and in space were both taken equal to 0.02 . The dimension of $K$ was equal to 50 . We used $\kappa=0.5$.

In Fig. 4.1 the function $k(t)$ is plotted.


Fig. 4.1. The function $k(t)$ given by (4.1b). $\kappa=0.5$.
The discretized problem was solved using regularization with $L$ as in (1.5). The results are plotted in Fig. 4.2.

(a) $\mu=10^{-6}$

(b) $\mu=3 \cdot 10^{-4}$

Fig. 4.2. The numerical solution of (4.1) is illustrated. Correct solution $f(t)$ (solid), approximate solution (dashed), and data function $g(t)($ dotted $)$. In (b) the data were perturbed, $\|\delta g\| /\|g\|=6.3 \cdot 10^{-3}$.

In Fig. 4.2(b) the data were perturbed:

$$
\tilde{g}_{i}=g_{i}+\eta_{i},
$$

where the $\eta_{i}$ were pseudorandom numbers, taken from a normal distribution with mean zero and standard deviation equal to $10^{-3}$.
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# AN ALGORITHM FOR THE REGULARIZATION OF ILL-CONDITIONED, BANDED LEAST SQUARES PROBLEMS* 

LARS ELDÉN $\dagger$


#### Abstract

An efficient and stable algorithm for solving least squares problems $$
\min _{f}\left\{\|K f-g\|_{2}^{2}+\mu^{2}\|L f\|_{2}^{2}\right\},
$$ where the matrix $K$ is ill conditioned, and $K$ and $L$ have band structure, is studied. The algorithm, which is a variant of an algorithm given by George and Heath, is based on $Q R$-decomposition by plane rotations. The amount of work depends linearly on the dimension. It is shown that the algorithm does not introduce any unnecessary fill-in. The efficiency and stability of the new algorithm are compared to those of the algorithm based on normal equations.


The algorithm can also be used for computing smoothing splines.
Key words. least squares, regularization, band structure, $Q R$-decomposition, plane rotations, illconditioned, numerical stability, fill-in, smoothing spline

## 1. Introduction. Extremely ill-conditioned least squares problems,

$$
\begin{equation*}
\min _{f}\|K f-g\|_{2}, \tag{1.1}
\end{equation*}
$$

where $K$ is an $m \times n$ matrix, $m \geqq n$, arise when Fredholm integral equations of the first kind,

$$
\begin{equation*}
\int_{a}^{b} k(x, y) f(y) d y=g(x), \quad c \leqq x \leqq d, \tag{1.2}
\end{equation*}
$$

with smooth kernel $k$, are discretized (see e.g. [17, pp. 175-188]). If

$$
k(x, y)=0 \quad \text { for }|x-y|>M
$$

then the discretization can be performed so that the matrix $K$ has band structure. For the preliminary discussion it is sufficient to define a matrix to have band structure if all elements in the upper right and the lower left corners are zero. Note that we allow $m>n$. Such problems arise e.g. in image restoration; see [2], [10].

Usually $K$ is so ill conditioned that the straightforward solution of (1.1) using any standard method will give a completely meaningless result. Typically such a solution oscillates very rapidly. The ill-conditioning can be alleviated, and the solution can be forced to be smooth, if (1.1) is replaced by

$$
\begin{equation*}
\min _{f}\left\{\|K f-g\|_{2}^{2}+\mu^{2}\|L f\|_{2}^{2}\right\}, \tag{1.3}
\end{equation*}
$$

where $L$ is a $p \times n$ matrix, which is usually chosen equal to the identity matrix or some discretization of a differentiation operator. Typically $L$ is a band matrix with small band width; see [15], [9].

This is the regularization method of Tikhonov and Phillips [20], [18]. The degree of smoothness of the solution can be controlled by choosing a suitable value of the regularization parameter $\mu$. In many cases a good value in some sense (see [17, p. 182]) is not known a priori, and it is desirable to solve (1.3) for several different $\mu$. Usually $\mu$ is chosen rather small.

[^28]A related way of dealing with the ill-conditioning is to impose a bound on the solution of (1.1) and consider the least squares problem with a quadratic constraint

$$
\begin{equation*}
\min _{f \in B}\|K f-g\|_{2}^{2}, \quad B=\left\{f:\|L f\|_{2} \leqq \omega\right\} . \tag{1.4}
\end{equation*}
$$

Using the method of Lagrange multipliers, (1.4) can be reduced to solving iteratively a nonlinear equation, where in each iteration a least squares problem (1.3) must be solved; see [9], [11].

Banded least squares problems of the type (1.3) also occur in connection with smoothing splines [6].

Algorithms for the solution of (1.3) in the case when $K$ is a dense matrix have been given by several authors; see e.g. [9], [11], [14], [15], [4], [21], and the papers cited there. George and Heath [12] have recently developed a general algorithm for the solution of sparse least squares problems using Givens (plane) rotations. In this paper we study how their algorithm can be used for the efficient solution of (1.3), where we have band structure.

The algorithm, which we shall call the G2B algorithm (Givens rotations on a double band matrix), is described in $\S 2$. We show that the number of operations needed for the solution of (1.3) is approximately $2 n\left(w_{1}^{2}+w_{2}^{2}\right)$, where $w_{1}$ and $w_{2}$ are the band widths of $K$ and $L$ respectively. In [12] a "suboptimal heuristic" row ordering is proposed. We show that when applied to our problem this ordering is indeed optimal in the sense that no unnecessary fill-in is introduced.

An alternative to the G2B algorithm for solving (1.3) is to form the normal equations and solve these by Cholesky decomposition. The band structure can easily be utilized, and, in fact, the normal equations algorithm is faster. However, the G2B algorithm has better stability properties. In § 3 we discuss the drawbacks of the normal equation algorithm and compare it to the G2B algorithm.

In § 4 we present some computer tests where we compare the efficiency of the G2B algorithm and the normal equation method. We also give a numerical example, which shows that the G2B algorithm has much better stability properties.
2. Description of the G2B algorithm. Since our algorithm is based on a $Q R$ decomposition, it is natural to write (1.3) in the form

$$
\begin{equation*}
\min _{f}\left\|\binom{K}{\mu L} f-\binom{g}{0}\right\|_{2} . \tag{2.1}
\end{equation*}
$$

This can be reduced as follows:
Determine an orthogonal matrix $Q_{1}$ such that

$$
\left.\left.Q_{1}^{T} K=\left[\begin{array}{c}
R_{1}  \tag{2.2}\\
0
\end{array}\right]_{\}_{m-n}}\right\}_{m}, \quad Q_{1}^{T} g=\left[\begin{array}{l}
g_{1} \\
g_{2}
\end{array}\right]\right\}_{m m-n}
$$

where $R_{1}$ is an upper triangular band matrix. We now assume that $r_{i j}=0$, if $j-i>b_{1}$, i.e. the band width of $R_{1}$ is equal to $w_{1}=b_{1}+1$.

The decomposition (2.2) can be computed by a sequence of plane rotations or Householder transformations. A detailed description of an algorithm for computing the $Q R$-decomposition of a band matrix is given in [16, p. 212]. More generally (2.2) can be computed efficiently using the algorithm in [12]. It is not necessary to form $Q_{1}$ explicitly or store the transformations that make up $Q_{1}$.

In many cases the matrix $L$ is originally an upper triangular band matrix. If not so, it can be reduced to upper triangular form by an orthogonal transformation

$$
\begin{equation*}
Q_{2}^{T} L=R_{2} \tag{2.3}
\end{equation*}
$$

where $R_{2}$ is an upper triangular band matrix with band width $w_{2}=b_{2}+1$; for simplicity we assume that $L$ (and $R_{2}$ ) has full row rank, i.e. rank $(L)=p$. In the following we also assume that $w_{2} \leqq w_{1}$. This is no restriction, as will be seen below.

Since the Euclidean norm is invariant under orthogonal transformations, we may introduce the orthogonal matrix

$$
\left[\begin{array}{cc}
Q_{1}^{T} & 0 \\
0 & Q_{2}^{T}
\end{array}\right]
$$

of dimension $m+p$ in (2.1). Using (2.2) and (2.3) we now see that (2.1) is equivalent to

$$
\begin{equation*}
\min _{f}\left\|\binom{R_{1}}{\mu R_{2}} f-\binom{g_{1}}{0}\right\|_{2} . \tag{2.4}
\end{equation*}
$$

Starting out from (2.4) we can solve (2.1) efficiently for different values of $\mu$. By a sequence of plane rotations, the matrix in (2.4) is reduced to upper triangular form

$$
Q_{3}^{T}\left(\begin{array}{c:c}
R_{1} & g_{1}  \tag{2.5}\\
\mu R_{2} & 0
\end{array}\right)=\left(\begin{array}{c:c}
R_{\mu} & \tilde{g}_{1} \\
0 & \tilde{g}_{2}
\end{array}\right) .
$$

The solution of (2.1) is now computed from

$$
\begin{equation*}
\boldsymbol{R}_{\mu} f=\tilde{\mathrm{g}}_{1} . \tag{2.6}
\end{equation*}
$$

In the computation of (2.5) we use a variant of the algorithm of George and Heath [12].
We first note that the algorithm given in [12] is designed for the solution of very general sparse least squares problems. Thus the determination of a data structure for storing the upper triangular matrix corresponding to $R_{\mu}$ is an important part of the algorithm. In our problem this part is trivial: it is sufficient to note that the matrix $R_{\mu}$ in (2.5) has the same band width as $R_{1}$.

We then have only one remaining step of the algorithm as formulated in [12, p. 72]:

Compute $R_{\mu}$ by processing the rows of $\binom{R_{1}}{\mu R_{2}}$ one by one, using Givens rotations.
The order in which the rows are processed is very critical for the efficiency of the algorithm as reported in [12]. George and Heath suggest the following "suboptimal heuristic" row ordering [12, p. 79]:

Sort the rows into increasing order with respect to the maximum column subscript.
These two rules form the basis of the G2B algorithm, which we shall now describe in some more detail. First we illustrate the algorithm using a small example; then we discuss the general case and make an operation count. Finally we show that the above row ordering is optimal for our problem.

In our description of the algorithm we implicitly assume that all transformations are also applied to the right-hand side; cf. [12].
2.1. A small example. Below we describe the G2B algorithm for computing (2.5) in terms of a small example with $n=9, b_{1}=4, p=7$, and $b_{2}=2$ :


We denote the nonzero elements by $\times$. An element annihilated in the present transformation is represented by $\bigcirc$, and new nonzero elements by + .

Since we shall process the rows in the order determined by their maximum column subscript (for nonzero elements), we see that we can immediately move the first three rows from $R_{2}$ to $R_{\mu}$ without doing any computations:

$$
R_{\mu}:=\left[\begin{array}{ccccc}
\times & \times & \times & & \\
& \times & \times & \times & \\
& & \times & \times & \times \\
& & & & \\
& & & &
\end{array}\right]
$$

We then have to process the first row in $\boldsymbol{R}_{1}$ :

$$
R_{\mu}:=\left[\begin{array}{ccccc}
\times & \times & \times & & \\
& \times & \times & \times & \\
& & \times & \times & \times \\
\times & \times & \times & \times & \times \\
& & & &
\end{array}\right]
$$

By a sequence of rotations in the $(1,4),(2,4)$, and $(3,4)$ planes we can annihilate the first three elements in the fourth row of $\boldsymbol{R}_{\mu}$ :

$$
R_{\mu}:=\left[\begin{array}{ccccc}
\times & \times & \times & + & + \\
& \times & \times & \times & + \\
& & \times & \times & \times \\
\bigcirc & \bigcirc & \bigcirc & \times & \times \\
& & & &
\end{array}\right]
$$

Now we shall process the fourth row of $R_{2}$ and the second row of $R_{1}$ :

$$
\boldsymbol{R}_{\mu}:=\left[\begin{array}{cccccc}
\times & \times & \times & \times & \times & \\
& \times & \times & \times & \times & \\
& & \times & \times & \times & \\
& & & \times & \times & \\
& & & \times & \times & \times \\
& \times & \times & \times & \times & \times
\end{array}\right] .
$$

By a sequence of rotations in the $(4,5),(2,6),(3,6),(4,6)$, and $(5,6)$ planes we can now zero five elements in rows 5 and 6 of $R_{\mu}$. The result is

$$
\boldsymbol{R}_{\boldsymbol{\mu}}:=\left[\begin{array}{cccccc}
\times & \times & \times & \times & \times & \\
& \times & \times & \times & \times & + \\
& & \times & \times & \times & + \\
& & & \times & \times & + \\
& & & \bigcirc & \times & \times \\
& \bigcirc & \bigcirc & \bigcirc & \bigcirc & \times
\end{array}\right] .
$$

## Note that no more fill-in is created in the first row.

In the next step we shall process the fifth row of $R_{2}$ and the third row of $\boldsymbol{R}_{1}$.

$$
\boldsymbol{R}_{\mu}:=\left[\begin{array}{ccccccc}
\times & \times & \times & \times & \times & & \\
& \times & \times & \times & \times & \times & \\
& & \times & \times & \times & \times & \\
& & & \times & \times & \times & \\
& & & & \times & \times & \\
& & & & & \times & \\
& & & & \times & \times & \times \\
& & \times & \times & \times & \times & \times
\end{array}\right] .
$$

After we have zeroed two elements of the seventh row we have the picture

$$
\left[\begin{array}{ccccccc}
\times & \times & \times & \times & \times & & \\
& \times & \times & \times & \times & \times & \\
& & \times & \times & \times & \times & \\
& & & \times & \times & \times & \\
& & & & \times & \times & + \\
& & & & & \times & + \\
& & & & 0 & 0 & \times \\
& & \times & \times & \times & \times & \times
\end{array}\right]
$$

We now see that all the elements in the eighth row can be annihilated. The result is

$$
\left[\begin{array}{ccccccc}
\times & \times & \times & \times & \times & & \\
& \times & \times & \times & \times & \times & \\
& & \times & \times & \times & \times & + \\
& & & \times & \times & \times & + \\
& & & & \times & \times & \times \\
& & & & & \times & \times \\
& & & & & & \times \\
& & O & O & 0 & 0 & 0
\end{array}\right]
$$

It is now obvious how the algorithm proceeds. In every step (apart from the last few) two rows are processed: one makes up a new row in $R_{\mu}$, and one is completely annihilated.

The last few steps are somewhat different, mainly because there, no more fill-in is created, and all rows processed are completely annihilated.
2.2. The general case. Here we shall briefly consider the general case and count the number of rotations and operations in the G2B algorithm. From the preceding discussion it is now apparent that before we have performed the rotations in a step of the algorithm, the problem has the structure


The shorter row at the bottom comes from $R_{2}$ and has $w_{2}$ nonzero elements. The longer row comes from $R_{1}$ and has $w_{1}$ nonzero elements. Using plane rotations we annihilate all elements but one in the shorter row, and all elements in the longer row in (2.8). Thus a typical step involves $w_{1}+w_{2}-1$ rotations. At the end of a step we have the picture


The first and last few steps of the algorithm are somewhat different. For the operation count we can ignore these special cases, if we assume that $w_{1}$ and $w_{2}$ are small compared to $n$ and $p$.

We shall not make a detailed operation count, but shall show that the number of multiplications is $O\left(n\left(w_{1}^{2}+w_{2}^{2}\right)\right)$ and ignore lower order terms. This may be inaccurate if $w_{1}$ and $w_{2}$ are very small. In that case the work for setting up a rotation will be significant, and the operation count itself may be dubious. Also, we shall assume that standard Givens rotations are used, involving two multiplications per element changed; cf. [12, p. 78]. We emphasize that operation counts should not be taken as the only measure of efficiency, but should be supplemented by timing experiments.

When we zero $w_{2}-1\left(=b_{2}\right)$ elements in the shorter row in (2.8) we use a $b_{2} \times b_{2}$ upper triangular submatrix:


It is easily seen that the number of multiplications is approximately $2 w_{2}^{2}$. By an analogous argument we find that the number of multiplications needed for annihilating the longer bottom row in (2.8) is $2 w_{1}^{2}$ approximately.

The whole algorithm consists of $n$ steps, and thus we obtain the following approximate total counts:

$$
n\left(w_{1}+w_{2}-1\right) \text { rotations, }
$$

and

$$
2 n\left(w_{1}^{2}+w_{2}^{2}\right) \quad \text { multiplications. }
$$

The G2B algorithm can easily be generalized for solving problems involving three band matrices (cf. [20])

$$
\min \left\|\left(\begin{array}{ll} 
& R_{1} \\
\mu_{2} & R_{2} \\
\mu_{3} & R_{3}
\end{array}\right) f-\left(\begin{array}{l}
g_{1} \\
g_{2} \\
g_{3}
\end{array}\right)\right\|_{2}
$$

where $R_{1}, R_{2}$ and $R_{3}$ are upper triangular band matrices with band widths $w_{1}, w_{2}$ and $w_{3}$ respectively. The number of rotations is then approximately

$$
n\left(w_{1}+w_{2}+w_{3}-1\right) .
$$

Lawson and Hanson [16, pp. 212-219] (see also [19]) give an algorithm for the solution of banded least squares problems using Householder transformations. They also discuss the solution of (2.1), but they do not describe the row ordering in detail.

An algorithm given in [9] can be considered as a special case of the G2B algorithm.
2.3. The G2B algorithm creates no unnecessary fill-in. We here show that the G2B algorithm is optimal in the sense that it does not introduce any additional nonzero elements, which must be annihilated in subsequent steps. Further, all other row orderings (except some, which differ only trivially from the G2B ordering) lead to the creation of fill-in. The column ordering is assumed to be fixed (to keep the band width of $\boldsymbol{R}_{\mu}$ equal to $w_{1}$ ).

We only consider the case when the rows are processed one by one as described earlier. This restriction is made for definiteness, since it is possible to formulate algorithms which look different (e.g. using implicit row orderings), but which are equivalent to a row-oriented algorithm as far as fill-in is concerned. It is easily seen that such a row-oriented algorithm is equivalent to a column-oriented algorithm, which can be formulated as follows:

Write out the matrix with the rows in the order that they are to be processed. Annihilate the elements below the main diagonal, column by column, in the order of increasing column subscripts. In column $j$, annihilate the elements in the order of increasing row subscripts, using the $(j, j)$ element as pivot element.
The column-oriented version of the G2B algorithms applied to the example in § 2.1 starts out from the matrix

$$
\left[\begin{array}{cccccccccc}
\times & \times & \times & & & & & & \\
& \times & \times & \times & & & & & \\
& & \times & \times & \times & & & & \\
\times & \times & \times & \times & \times & & & & \\
& & & \times & \times & \times & & & \\
& \times & \times & \times & \times & \times & & & \\
& & & & \times & \times & \times & & \\
& & \times & \times & \times & \times & \times & & \\
& & & & & \times & \times & \times & \\
& & & \times & \times & \times & \times & \times & \\
& & & & & & \times & \times & \times \\
& & & & \times & \times & \times & \times & \times \\
& & & & & \times & \times & \times & \times \\
& & & & & & \times & \times & \times \\
& & & & & & & \times & \times \\
& & & & & & & \times
\end{array}\right]
$$

After six columns have been processed we have the picture

$$
\left[\begin{array}{cccccccc}
\times & \times & \times & \times & \times & & & \\
& \times & \times & \times & \times & \times & & \\
& \times & \times & \times & \times & \times & & \\
& & \times & \times & \times & \times & \times & \\
& & & & \times & \times & \times & \times \\
& & & & & \times & \times & \times \\
& & & & & \times & & \times \\
& & & & & \times & & \\
& & & & & \times & \times & \\
& & & & & \times & \times & \\
& & & & & & \times & \times \\
& & & & & \times \\
& & & & & \times & \times & \times \\
& & & & & \times & \times & \times \\
& & & & & \times & \times & \times \\
& & & & & & \times & \times \\
& & & & & & & \times
\end{array}\right] .
$$

We shall now annihilate the elements in the seventh column using the seventh row as pivot row. Due to our row ordering, fill-in will be created in the seventh row only, above the main diagonal. Also, any nontrivial reordering of the rows will lead to the introduction of fill-in below the main diagonal. (An interchange of rows 9 and 10 is an example of a trivial reordering.) If we examine the first steps of the G2B algorithm we see that some rows can be reordered there without producing fill-in.
3. The normal equations and G2B algorithms-efficiency and numerical stability. One obvious alternative to the G2B algorithm described in § 2 is to form the normal equations of (2.1)

$$
\begin{equation*}
\left(K^{T} K+\mu^{2} L^{T} L\right) f=K^{T} g \tag{3.1}
\end{equation*}
$$

The matrix of coefficients is symmetric and positive definite, and therefore (3.1) can be solved by Cholesky decomposition. It is easily seen that the upper triangular matrix $\boldsymbol{R}_{\mu}$ in (2.5) is the Cholesky factor

$$
R_{\mu}^{T} R_{\mu}=K^{T} K+\mu^{2} L^{T} L
$$

This means that the storage requirements are the same for both methods.
The band Cholesky algorithm is described in [8]. The number of operations for solving (3.1) is approximately $n w_{1}^{2} / 2$, so that this algorithm is always faster than the G2B algorithm. Note that if (3.1) is to be solved for several different values of the regularization parameter, $K^{T} K$ need only be formed once.

However, the algorithm based on the normal equations has several important drawbacks. Firstly, unless the (3.1) is formed and solved in double precision, numerical information is lost due to rounding errors; see e.g. [13]. Secondly, the condition number of (3.1) is essentially the square of that of (2.1) [3], and therefore the normal equation algorithm is much more sensitive to data and rounding errors. This is clearly seen in the numerical example given in § 4.

Thirdly, if $\mu$ is taken very small then it may happen that the addition $K^{T} K+\mu^{2} L^{T} L$ cannot be represented in (single precision) computer arithmetic. In that case, instead of solving (3.1) we effectively solve

$$
K^{T} K f=K^{T} g
$$

which means that no regularization is applied. The G2B algorithm solves the problem essentially in the form (2.1) using plane rotations, and provided that the rotations are computed as in [16] or LINPACK [8], similar problems will not occur until much smaller values of $\mu$ are taken. Note that when the data vector $g$ has errors of very small magnitude, it is essential to choose $\mu$ small; see $\S 4$.

For most problems Givens transformations are stable independently of the row ordering. However, if we are solving a weighted least squares problem with widely disparate weights, instability may occur in certain cases [5]. Consider the following example, where $w>1$ :

$$
\left(\begin{array}{ccc}
1 & w & w \\
1 & 1 & 2 \\
w & 0 & 0
\end{array}\right) .
$$

If we annihilate the $(2,1)$ and $(3,1)$ elements in that order the transformations are unstable. If we interchange rows 1 and 3 and then annihilate the $(2,1)$ and $(3,1)$ the transformations are stable.

In the applications we are interested in, the diagonal elements of $\boldsymbol{R}_{1}$ are much larger than those in $\mu R_{2}$; cf. § 4. If we examine the G2B algorithm, we can see that in this case the unstable situation will not occur.
4. Numerical tests. Operation counts show that the G2B algorithm is about four times slower than the normal equation algorithm. Since the G2B algorithm uses plane rotations, which are applied to relatively few matrix elements, the time for constructing the rotations may be significant compared to the time for applying the rotations. In view of this one might suspect that actual timings would be even more in favor of the normal equation algorithm. It turned out not to be so.

The G2B algorithm was programmed in FORTRAN and run on a DEC-10 computer. It was compared to the subroutine FO4ACF from the NAG library, which solves positive definite, banded systems. We measured the time to compute the decomposition (2.5) and solve (2.6). The NAG subroutine solved the normal equations (3.1).

The system subroutine, which measures CPU time on the DEC-10 computer, also includes some system overhead in the times reported. Thus timings of different runs of the same program may differ, especially when the problem is small. To reduce the arbitrariness we report mean values of 5-25 runs.

In Table 4.1 we give the timings of the G2B algorithm and the normal equation algorithm.

The tables show clearly that in both algorithms the amount of work depends linearly on the dimension $n$. For the values of $w_{1}$ that we have used, the timings do not show a typical $O\left(w_{1}^{2}\right)$ behavior, probably for the reason explained at the beginning of this section. A least squares estimate based on the timings of Table 4.1 indicates that the normal equation algorithm is 3.3-3.4 times faster than the G2B algorithm.

TABLE 4.1
CPU-time in seconds for the two algorithms. $L$ is bidiagonal. The figures are mean values.
(a) The G2B algorithm.

| $w_{1}$ | 25 | 50 | 100 | 200 |
| ---: | :--- | :--- | :--- | :--- |
| 3 |  |  |  |  |
| 5 | 0.013 | 0.029 | 0.051 | 0.10 |
| 9 | 0.046 | 0.048 | 0.097 | 0.20 |
| 17 | 0.099 | 0.27 | 0.22 | 0.46 |

(b) The normal equation algorithm.

| $w_{1}$ | 25 | 50 | 100 | 200 |
| ---: | :--- | :--- | :--- | :--- |
| 3 | 0.007 | 0.007 | 0.022 | 0.041 |
| 5 | 0.009 | 0.019 | 0.036 | 0.072 |
| 9 | 0.017 | 0.037 | 0.075 | 0.15 |
| 17 | 0.032 | 0.085 | 0.19 | 0.39 |

We then solved numerically a problem with the $50 \times 50$ matrix

$$
(K)_{i j}= \begin{cases}0 & \text { if }|i-j|>8, \\ \frac{4}{51} k\left(0.15, x_{i}-x_{j}\right) & \text { otherwise },\end{cases}
$$

where

$$
\begin{gather*}
x_{i}=-2+\frac{4 i}{51}, \quad i=1,2, \cdots, 50, \\
k(\sigma, t)=\frac{1}{2 \sqrt{\pi} \sigma} \exp \left(-\frac{t^{2}}{4 \sigma^{2}}\right) . \tag{4.1}
\end{gather*}
$$

The integral equation (1.2) with kernel function (4.1) is a prototype equation in many image restoration contexts [1, p. 63], [2], [7]. The condition number of the matrix $K$ is approximately $8.38 \cdot 10^{5}$. $K$ was transformed to upper triangular form by a series of rotations (which were also applied to the right-hand side). The value of $w_{1}$ was equal to 17 .

The solution vector was taken to be $f=\left(f_{1}, f_{2}, \cdots, f_{n}\right)^{T}$, where

$$
\begin{aligned}
& f_{i}=f\left(x_{i}\right) \\
& f(x)=0.5 k(0.1, x+0.9)+k(0.05, x-0.8)
\end{aligned}
$$

The right-hand side vector $g$ was computed by multiplying $f$ by $K$. These computations were performed in double precision so that $g$ was very accurate.

In Fig. 4.1 we have plotted the solution $f$ and the right-hand side $g$. Note that $g$ is a smoothed version of $f$. To simulate measurement errors we perturbed the righthand side

$$
\tilde{g}=g+\varepsilon,
$$

where the components of $\varepsilon$ were taken from a normal distribution with mean zero and standard deviation $s$. We then solved the perturbed problems

$$
\begin{equation*}
\min _{f}\left\{\|K f-\tilde{g}\|_{2}^{2}+\mu^{2}\|f\|_{2}^{2}\right\} \tag{4.2}
\end{equation*}
$$

for several values of the regularization parameter $\mu$. The solution of (4.2) is denoted $\tilde{f}_{\mu}$. The error in the computed solution was measured as

$$
\left(\frac{1}{50} \sum_{i=1}^{50}\left(\left(\tilde{f}_{\mu}\right)_{i}-f_{i}\right)^{2}\right)^{1 / 2}
$$

which can be considered as an approximation of an $L^{2}$-norm of the error.


Fig. 4.1. The solution $f$ (solid line) and the right-hand side (dotted).

The problem (4.2) was solved using the G2B and the normal equations algorithms. The errors obtained with different values of the regularization parameter $\mu$ are plotted in Fig. 4.2. The G2B algorithm produced better solutions than the normal equations algorithm in all test cases, and the difference between the two algorithms was larger for small perturbations of the data.

The flat parts of the error curves for the normal equations algorithm show where $K^{T} K+\mu^{2} L^{T} L$ is represented as $K^{T} K$ in the computer arithmetic (on the DEC-10 computer the smallest value of $\varepsilon$ for which $1+\varepsilon>1$ is approximately $1.5 \cdot 10^{-8}$ ). We also tested the algorithms on an ill-conditioned problem with large residual. Not unexpectedly, it was here necessary to take a large value of the regularization parameter in order to stabilize the solution, and the two algorithms produced results of approximately the same accuracy.

Our numerical tests indicate that the G2B algorithm has better stability properties than the normal equations algorithm; when applied to ill-conditioned problems with relatively accurate data, the G2B algorithm is superior.
$S=0$

(a)

Fig. 4.2. Error obtained for different values of the regularization parameter $\mu$ using the normal equations algorithm (solid line) and the G2B algorithm (dotted). The value of the standard deviation $s$ is given in the plot.

$$
S=1 E-7
$$


(b)

Fig. 4.2 (cont.)


Fig. 4.2 (cont.)


Fig. 4.2 (cont.)


FIG. 4.2 (cont.)
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Note added in proof. The algorithm of this paper can be implemented in a systolic array. This will be discussed in a forthcoming report.
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# AN ITERATIVE ALGORITHM FOR SOLVING INVERSE PROBLEMS OF TWO-DIMENSIONAL DIFFUSION EQUATIONS* 

J. Q. LIU $\dagger$ AND Y. M. CHEN $\ddagger$


#### Abstract

The applicability of the iterative numerical algorithm of the pulse-spectrum technique (PST) to solve inverse problems of two-dimensional linear diffusion equations is demonstrated. Numerical simulations are carried out to test the feasibility and to study the general characteristics of this technique without the real measurement data. It is found that PST also gives excellent results and is as robust as for solving the inverse problem of the one-dimensional linear diffusion equation.


Key words. iterative algorithm, inverse problem, two-dimensional diffusion equation
Introduction. The problem of determining the diffusion coefficient of the diffusion equation from known data or the solution and its first order derivatives either on the boundary or in the interior of a bounded space domain can be formulated as an ill-posed inverse problem for the diffusion equation. Usually the solution of an inverse problem is not unique and does not depend continuously on the given data. Applications can be found in remote sensing of the thermal conductivity of a nonhomogeneous solid, inferring the transmissivity or permeability from known data of the pressure and pressure gradient in oil reservoir and aquifer simulation, etc.

Many numerical and analytic methods for constructing approximate solutions of this type of inverse problem have been developed by researchers in the past and present. In particular, the questions of existence and uniqueness of the solution, and techniques for constructing approximate solutions of the inverse problem of the one-dimensional diffusion equation, have been treated by Jones [1], Douglas and Jones [2], Cannon [3], [4], and Cannon and DuChateau [5]-[8]. Recently, a much superior numerical algorithm the "pulse-spectrum technique" (PST), has been introduced and developed by Chen and Liu [9] to determine the approximate diffusion coefficient of the one-dimensional diffusion equation. For two-dimensional cases, history matching techniques based on the minimization of functionals of the differences between the observations and the computed solutions of the diffusion equation have been developed by Chen, Gavalas, Seinfeld and Wasserman [10], Chavent, DuPay and Lemonnier [11], Chang and Yeh [12]. On the other hand, various other techniques have been used to solve this type of inverse problems under steady state conditions by Frind and Pinder [13], Nutbrown [14], and Richter [15].

The basic idea of the pulse-spectrum technique (PST) is that data are measured in the time domain as any arbitrary functions which are Laplace transformable, and the synthesis of the unknown diffusion coefficient is carried out numerically in the complex frequency domain by a special iterative algorithm. The PST was first introduced by Tsien and Chen [16] for solving an idealized one-dimensional velocity inversion problem in fluid dynamics; then it was further developed by Chen and Tsien [17] to have the capability of handling noisy, poorly distributed and inadequately measured data. Later it was used to solve a one-dimensional inverse problem in electromagnetic wave propagation by Tsien and Chen [18]. Next, it was extended successfully by Hatcher and Chen [19] to solve inverse problems of a one-dimensional

[^29]nonlinear acoustic wave equation. In a different direction, the PST has also been modified with great success [9] to solve an inverse problem of a one-dimensional diffusion equation. Moreover, the discretized version of this iterative algorithm under idealized conditions has been proved to converge quadratically [20], which is quite efficient from the numerical computation point of view.

In this paper, PST is presented and extended for solving this type of inverse problem for the two-dimensional diffusion equation. It is found that PST fares very well in regard to the following four practical criteria for the evaluation of any numerical method:
(a) Universality criterion. Can a numerical method which is effective in problems in one space dimension be extended with similar success into higher space-dimensional applications? Can a solution method which is effective for solving inverse problems for one type of equation, e.g., hyperbolic or parabolic type, be extended to solve inverse problems for the other type of partial differential equation with similar success and minimum effort?
(b) Economy of data acquisition criterion. The numerical method should be able to keep to a minimum the difficulties and the cost expenditure of acquiring or measuring the necessary data for a successful calculation.
(c) Economy of programming effort criterion. The numerical method should be as close to a nondedicated program as possible, for existing methods of programming new dedicated numerical methods for every special type of problem can be unacceptably costly in many practical circumstances. Furthermore, the computer code should as far as possible use modules based on canned subroutines.
(d) Economy of computing cost criterion. The numerical method should keep the cost of I/O and CPU time and memory storage to a minimum.

For simplicity in the next section the formulation of the inverse problem of a linear two-dimensional diffusion equation is presented and the basic numerical algorithm of PST is given. Then numerical simulations are carried out to test the feasibility and to study the intrinsic characteristics of this numerical algorithm with artificially generated data. Finally, a comprehensive discussion is given of the numerical results, their implication in actual implementing this computational algorithm, and the merits of PST.

Numerical algorithm (PST). Consider the following initial-boundary value problem for a two-dimensional linear diffusion equation:

$$
\begin{gather*}
\frac{\partial(k(x, y) \partial u / \partial x)}{\partial x}+\frac{\partial(k(x, y) \partial u / \partial y)}{\partial y}-\rho(x, y) \frac{\partial u}{\partial t}=0, \quad(x, y) \in \Omega, \quad 0<t<\infty  \tag{1}\\
\left.u(x, y, 0)\right|_{\Omega}=0, \quad u(x, y, t)=f(x, y, t) \quad \text { for }(x, y) \in \Gamma
\end{gather*}
$$

where $\Omega$ is a bounded region in $x-y$ space and $\Gamma$ is the boundary of $\Omega$. For solving the inverse problem, in addition to the initial and boundary conditions in (1) one needs at least one more condition either on $\partial u / \partial n$ at a subinterval of $\Gamma$ or on $u$ in a subregion of $\Omega$. Here for convenience we adopt

$$
\begin{equation*}
\frac{\partial u}{\partial n}=h(x, y, t) \quad \text { for }(x, y) \in \tilde{\Gamma} \tag{2}
\end{equation*}
$$

where $\tilde{\Gamma}$ is a section of $\Gamma$. Here the inverse problem is to determine the unknown diffusion coefficient $k(x, y)$ from known $\rho(x, y), f(x, y, t)$ and $h(x, y, t)$ where $f(x, y, t)$ and $h(x, y, t)$ are Laplace transformable.

PST calls for the Laplace transformation of (1) and (2) so that the entire system is transformed from the time domain to the complex frequency domain, the corresponding system is

$$
\begin{align*}
& \frac{\partial(k(x, y) \partial v / \partial x)}{\partial x}+\frac{\partial(k(x, y) \partial v / \partial y)}{\partial y}-\rho(x, y) s v=0, \quad(x, y) \in \Omega, \\
& v(x, y, s)=F(x, y, s) \quad \text { for }(x, y) \in \Gamma,  \tag{3}\\
& \frac{\partial v}{\partial n}=H(x, y, s) \quad \text { for }(x, y) \in \tilde{\Gamma},
\end{align*}
$$

where $v(x, y, s), F(x, y, s)$ and $H(x, y, s)$ are the Laplace transforms of $u(x, y, t)$, $f(x, y, t)$ and $h(x, y, t)$ respectively. Now the inverse problem is to determine $k(x, y)$ from $\rho(x, y), F(x, y, s)$ and $H(x, y, s)$.

The iterative numerical algorithm begins by setting

$$
\begin{equation*}
v_{n+1}=v_{n}+\delta v_{n}, \quad k_{n+1}=k_{n}+\delta k_{n}, \quad n=0,1,2,3, \cdots, \tag{5}
\end{equation*}
$$

where $k_{0}(x, y)$ is the initial guess for the unknown coefficient $k(x, y),\left\|k_{n}\right\|>\left\|\delta k_{n}\right\|$ and $\left\|v_{n}\right\|>\left\|\delta v_{n}\right\|$, and $\left.k_{0}\right|_{\Gamma}=\left.k\right|_{\Gamma}$. Upon substituting (5) into (3), neglecting terms of order $\delta^{2}$ and higher, one obtains a system for $v_{n}$,

$$
\begin{gather*}
\frac{\partial\left(k_{n} \partial v_{n} / \partial x\right)}{\partial x}+\frac{\partial\left(k_{n} \partial v_{n} / \partial y\right)}{\partial y}-s \rho v_{n}=0, \quad(x, y) \in \Omega  \tag{6}\\
\left.v_{n}\right|_{\Gamma}=F(x, y, s),
\end{gather*}
$$

and a system for $\delta v_{n}$,

$$
\begin{align*}
\frac{\partial\left(k_{n} \partial \delta v_{n} / \partial x\right)}{\partial x}+\frac{\partial\left(k_{n} \partial \delta v_{n} / \partial y\right)}{\partial y}-s \rho \delta v_{n} & =-\frac{\partial\left(\delta k_{n} \partial v_{n} / \partial x\right)}{\partial x}-\frac{\partial\left(\delta k_{n} \partial v_{n} / \partial y\right)}{\partial y}, \\
\left.\delta v_{n}\right|_{\Gamma} & =0 . \tag{7}
\end{align*}
$$

By using a Green's function, the partial differential equation (7) can be changed to a Fredholm integral equation of the first kind which relates $\delta k_{n}(x, y)$ to $\delta v_{n}(x, y, s)$ :

$$
\begin{equation*}
\iint_{\Omega} G_{n}\left(x, y, x^{\prime}, y^{\prime}, s\right)\left\{\frac{\partial\left(\delta k_{n} \partial v_{n} / \partial x^{\prime}\right)}{\partial x^{\prime}}+\frac{\partial\left(\delta k_{n} \partial v_{n} / \partial y^{\prime}\right)}{\partial y^{\prime}}\right\} d x^{\prime} d y^{\prime}=-\delta v_{n}(x, y, s) \tag{8}
\end{equation*}
$$

where $G_{n}\left(x, y, x^{\prime}, y^{\prime}, s\right)$ is the Green's function of the differential operator in (7). For the particular auxiliary condition in (4), a more useful expression of (8) can be derived by taking the normal derivative of (8) and setting $(x, y)$ at $\tilde{\Gamma}$ to obtain

$$
\begin{equation*}
\left.\iint_{\Omega} \frac{\partial G_{n}}{\partial n}\right|_{\tilde{\Gamma}}\left\{\frac{\partial\left(\delta k_{n} \partial v_{n} / \partial x^{\prime}\right)}{\partial x^{\prime}}+\frac{\partial\left(\delta k_{n} \partial v_{n} / \partial y^{\prime}\right)}{\partial y^{\prime}}\right\} d x^{\prime} d y^{\prime}=-\left.\frac{\partial \delta v_{n}}{\partial n}\right|_{\tilde{\Gamma}} . \tag{9}
\end{equation*}
$$

For the purpose of accelerating the rate of convergence, $\partial v_{n+1} /\left.\partial n\right|_{\tilde{\Gamma}}$ on the right side of (9) can be replaced by $\partial v /\left.\partial n\right|_{\tilde{r}}$. With the help of (4), (9) can be written as

$$
\begin{equation*}
\left.\iint_{\Omega} \frac{\partial G_{n}}{\partial n}\right|_{\tilde{\Gamma}}\left\{\frac{\partial\left(\delta k_{n} \partial v_{n} / \partial x^{\prime}\right)}{\partial x^{\prime}}+\frac{\partial\left(\delta k_{n} \partial v_{n} / \partial y^{\prime}\right)}{\partial y^{\prime}}\right\} d x^{\prime} d y^{\prime}=-\left.H\right|_{\tilde{\Gamma}}+\left.\frac{\partial v_{n}}{\partial n}\right|_{\tilde{\Gamma}} \tag{10}
\end{equation*}
$$

which is a Fredholm integral equation of the first kind for $\delta k_{n}(x, y)$.
Equations (5), (6) and (10) form the basic structure for each iteration in the iterative numerical algorithm of PST. First, a numerical integration subroutine is used
to evaluate the Laplace transforms $F(x, y, s)$ and $H(x, y, s)$ at $s=s_{\sigma}, \sigma=1,2,3, \cdots, \Sigma$. Then these discrete values will be used to solve (6) and (10) numerically.

The boundary value problem (6) and the Green's function of (7) can be solved numerically by simply using the following first order finite difference method. Assume that $\Omega$ can be approximated by a collection of small quadrilaterals or triangles and each computational grid point is denoted by a pair of numbers $(x, y)$. The finite difference approximation at an interior point $\left(x_{i}, y_{j}\right)$ is derived by considering the area integration of an element area centered at $(i, j)$ (Fig. 1) as

$$
\begin{equation*}
\iint_{\Omega_{i j}}\left\{\frac{\partial\left(k_{n} \partial v_{n} / \partial x\right)}{\partial x}+\frac{\partial\left(k_{n} \partial v_{n} / \partial y\right)}{\partial y}-s_{\sigma} v_{n}\right\} d x d y=0 \tag{11}
\end{equation*}
$$



FIG 1. Computational grid of the finite difference method at an interior point ( $i, j$ ).

By Green's formula, (11) becomes

$$
\begin{equation*}
\sum_{l=1}^{4} \int_{\Gamma_{i j l}} k_{n} \frac{\partial v_{n}}{\partial n} d \gamma-\iint_{\Omega_{i j}} s_{\sigma} v_{n} d x d y=0 \tag{12}
\end{equation*}
$$

The line integral of (12) can be approximated by

$$
\begin{aligned}
& \int_{\Gamma_{i, 1}} k_{n} \frac{\partial v_{n}}{\partial n} d \gamma \sim \frac{k_{n i, j}+k_{n i+1, j}}{2 \cos \theta_{1}}\left\{\frac{v_{n i+1, j}-v_{n i, j}}{\gamma_{(i, j)(i+1, j)}}-\frac{v_{n i, j+1}-v_{n i, j-1}}{2 \gamma_{1}} \sin \theta_{1}\right\} \cdot \gamma_{1}, \\
& \int_{\Gamma_{i j 2}} k_{n} \frac{\partial v_{n}}{\partial n} d \gamma \sim \frac{k_{n i, j}+k_{n i, j+1}}{2 \cos \theta_{2}}\left\{\frac{v_{n i, j+1}-v_{n i, j}}{\gamma_{(i, j+1)(i, j)}}-\frac{v_{n i-1, j}-v_{n i+1, j}}{2 \gamma_{2}} \sin \theta_{2}\right\} \cdot \gamma_{2}, \\
& \int_{\Gamma_{i j 3}} k_{n} \frac{\partial v_{n}}{\partial n} d \gamma \sim \frac{k_{n i, j}+k_{n i-1, j}}{2 \cos \theta_{3}}\left\{\frac{v_{n i-1, j}-v_{n i, j}}{\gamma_{(i-1, j)(i, j)}}-\frac{v_{n i, j-1}-v_{n i, j+1}}{2 \gamma_{3}} \sin \theta_{3}\right\} \cdot \gamma_{3}, \\
& \int_{\Gamma_{i j 4}} k_{n} \frac{\partial v_{n}}{\partial n} d \gamma \sim \frac{k_{n i, j}+k_{n i, j-1}}{2 \cos \theta_{4}}\left\{\frac{v_{n i, j-1}-v_{n i, j}}{\gamma_{(i, j-1)(i, j)}}-\frac{v_{n i+1, j}-v_{n i-1, j}}{2 \gamma_{4}} \sin \theta_{4}\right\} \cdot \gamma_{4},
\end{aligned}
$$

and the area integral of (12) can be approximated by

$$
\begin{equation*}
\iint_{\Omega_{i j}} s_{\sigma} v_{n} d x d y \sim s_{\sigma} v_{n i j} \Delta_{i j}, \tag{14}
\end{equation*}
$$

where the $\theta$ 's are the angles between the normal vectors and the local axes of the computational grid measured counterclockwise (Fig. 1), the coordinates of the corner point of $\Omega_{i j}$ are the arithmetic mean of those of its surrounding grid points, the $\gamma_{l}$ 's are the lengths of $\Gamma_{i j l}$ 's, $\gamma_{(i, j)(p, q)}$ is the distance between $(i, j)$ and $(p, q)$ and $\Delta_{i j}$ is the area of the small quadrilateral $\Omega_{i j}$. It is assumed that the $\theta_{j}$ 's are not too large, say, $\left|\theta_{j}\right|<\pi / 4$. With the help of (12), (13) and (14), the boundary value problem (6) is discretized and becomes a linear algebraic system,

$$
\begin{equation*}
\underline{\underline{A}}_{n}\left(k_{n}, s_{\sigma}\right) \cdot \underline{V}_{n}\left(s_{\sigma}\right)=\underline{B}\left(s_{\sigma}\right), \tag{15}
\end{equation*}
$$

where $\underline{\underline{A}}_{n}\left(k_{n}, s_{\sigma}\right)$ is a known pentadiagonal matrix, $\underline{V}_{n}\left(s_{\sigma}\right)$ is the vector with all $v_{n i, j}\left(s_{\sigma}\right)$ 's as its components and the known vector $\boldsymbol{B}\left(s_{\sigma}\right)$ corresponds to the boundary condition.

The Green's function of (7) satisfies (11) also except that the right-hand side contains an additional term

$$
\iint_{\Omega_{i j}} \delta\left\{\gamma_{(i, j)(p, q)}\right\} d x d y= \begin{cases}1 & \text { for }(i, j)=(p, q) \\ 0 & \text { for }(i, j) \neq(p, q)\end{cases}
$$

Hence the discretized Green's function satisfies the similar linear algebraic system,

$$
\begin{equation*}
\underline{\underline{A}}_{n}\left(k_{n}, s_{\sigma}\right) \cdot \underline{G}_{n}\left(x_{p}, y_{q}, s_{\sigma}\right)=\underline{C}\left(x_{p}, y_{q}\right), \tag{16}
\end{equation*}
$$

where the components of the unknown vector $G_{n}\left(x_{p}, y_{q}, s_{\sigma}\right)$ are all $G_{n}\left(x_{p}, y_{q}, x_{i}^{\prime}, y_{j}^{\prime}, s_{\sigma}\right)$ for fixed $x_{p}, y_{q}$ and $s_{\sigma}$, and the known vector $\underline{C}\left(x_{p}, y_{q}\right)$ corresponds to the boundary condition and the nonhomogeneous term.

At the boundary, the normal derivatives in the integral equation (10) are approximated by a more accurate finite difference scheme. Assuming that $p=1$ corresponds to the boundary (Fig. 2), the approximations are

$$
\begin{equation*}
\left.\frac{\partial v_{n}}{\partial n}\right|_{\tilde{r}} \sim \frac{4 v_{n 2, q}-3 F\left(x_{1}, y_{q}, s_{\sigma}\right)-v_{n 3, q}}{\gamma_{(1, q)(2, q)}+\gamma_{(2, q)(3, q)}} \cos \theta+\frac{F\left(x_{1}, y_{q+1}, s_{\sigma}\right)-F\left(x_{1}, y_{q-1}, s_{\sigma}\right)}{\gamma_{(1, q)(1, q+1)}+\gamma_{(1, q-1)(1, q)}} \sin \theta \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\frac{\partial G_{n}}{\partial n}\right|_{\tilde{r}} \sim \frac{4 G_{n}\left(x_{2}, y_{q}, x_{i}^{\prime}, y_{j}^{\prime}, s_{\sigma}\right)-G_{n}\left(x_{3}, y_{q}, x_{i}^{\prime}, y_{j}^{\prime}, s_{\sigma}\right)}{\gamma_{(1, q)(2, q)}+\gamma_{(2, q)(3, q)}} \cos \theta . \tag{18}
\end{equation*}
$$



Fig. 2. Computational grid for the finite difference approximation of the normal derivative at a boundary point $(1, q)$.

In view of (18), one only needs to compute $G_{n}\left(x_{2}, y_{q}, x_{i}^{\prime}, y_{j}^{\prime}, s_{\sigma}\right)$ and $G_{n}\left(x_{3}, y_{q}, x_{i}^{\prime}, y_{j}^{\prime}, s_{\sigma}\right)$ for solving the inverse problem. Hence for computational efficiency, one solves the combination of (15) and (16),

$$
\begin{equation*}
\underline{\underline{A}}_{n}\left(k_{n}, s_{\sigma}\right) \cdot\left\{\underline{V}_{n}\left(s_{\sigma}\right), \underline{G}_{n}\left(x_{2}, y_{q}, s_{\sigma}\right), G_{n}\left(x_{3}, y_{q}, s_{\sigma}\right)\right\}=\left\{\underline{B}\left(s_{\sigma}\right), \underline{C}\left(x_{2}, y_{q}\right), \underline{C}\left(x_{3}, y_{q}\right)\right\} . \tag{19}
\end{equation*}
$$

The Fredholm integral equation of the first kind (10) can be discretized by simply using the rectangle rule and the derivatives in the integrand are approximated by the following finite difference approximation,

$$
\begin{align*}
& \frac{\partial \delta k_{n}}{\partial x^{\prime}} \sim \frac{1}{\sin \left(\phi_{i j}-\psi_{i j}\right)}\left\{\frac{\delta k_{n i+1, j}-\delta k_{n i-1, j}}{\gamma_{(i+1, j)(i, j)}+\gamma_{(i, j)(i-1, j)}} \sin \phi_{i j}-\frac{\delta k_{n i, j+1}-\delta k_{n i, j-1}}{\gamma_{(i, j+1)(i, j)}+\gamma_{(i, j)(i, j-1)}} \sin \psi_{i j}\right\},  \tag{20}\\
& \frac{\partial \delta k_{n}}{\partial y^{\prime}} \sim \frac{1}{\sin \left(\phi_{i j}-\psi_{i j}\right)}\left\{\frac{\delta k_{n i+1, j}-\delta k_{n i-1, j}}{\gamma_{(i+1, j)(i, j)}+\gamma_{(i, j)(i-1, j)}}\left(-\cos \phi_{i j}\right)+\frac{\delta k_{n i, j+1}-\delta k_{n i, j-1}}{\gamma_{(i, j+1)(i, j)}+\gamma_{(i, j)(i, j-1)}} \cos \psi_{i j}\right\},
\end{align*}
$$

where $\phi_{i j}$ and $\psi_{i j}$ are the average angles of the local computational grid coordinates with respect to the $x$-axis (Fig. 3).


Fig. 3. Definitions of $\phi_{i j}$ and $\psi_{i j}$ in the finite difference approximation of derivatives in the integrand of the integral equation at $(i, j)$.

In a similar way the partial derivatives $\partial v_{n} / \partial x^{\prime}, \partial v_{n} / \partial y^{\prime}, \partial^{2} v_{n} / \partial x^{\prime 2}$ and $\partial^{2} v_{n} / \partial y^{\prime 2}$ are approximated by the same center difference scheme. Hence the integral equation (10) is reduced into a linear algebraic system,

$$
\begin{equation*}
\underline{M}_{n}\left(v_{n}, G_{n}, s_{\sigma}\right) \cdot \delta \underline{K}_{n}(x, y)=\underline{S}_{n}\left(s_{\sigma}\right) \tag{21}
\end{equation*}
$$

where the known matrix $\underline{M}_{n}\left(v_{n}, G_{n}, s_{\sigma}\right)$ comes from the discretization of the integral. It is an ill-conditioned full matrix with each row containing a different $s_{\sigma}$. The unknown vector $\delta \underline{K}_{n}(x, y)$ consists of all $\delta k_{n i, j}$ as its components, and the known vector $\underline{S}_{n}\left(s_{\sigma}\right)$ comes from the discretization of the right-hand side of (10) with components containing the corresponding complex frequency parameter $s_{\sigma}, \sigma=1,2,3, \cdots, \Sigma$.

Since $\underline{\underline{A}}_{n}$ is a symmetric, positive-definite, narrow banded, and well-conditioned matrix, (19) can be solved by any modern efficient sparse matrix technique. However, $\underline{\underline{M}}_{\boldsymbol{n}}$ is either a rectangular matrix or an ill-conditioned square matrix; therefore Tikhonov's regularization method with second-order stabilizers [21] is used to solve
(21). The essence of the first cycle of iteration is given in the accompanying diagram and the procedure for other cycles is exactly the same.


It is important to notice that each cycle of iteration consists basically of first solving the direct boundary value problem (6) and the Green's function of (7) $\Sigma$ times and then solving the Fredholm integral equation of the first kind (10) once.

Numerical simulation. In order to test the feasibility and to study the general characteristics of the PST computational algorithm for solving two-dimensional inverse problems for the linear diffusion equation without real measurement data, the following numerical simulation procedure is carried out. A direct problem is solved for a given coefficient $k^{*}(x, y)$, and the PST algorithm is used to see whether $k^{*}$ is recovered or not. First, one chooses a $k^{*}(x, y)$ which represents the correct diffusion coefficient, and also one chooses the boundary condition $f(x, y, t)$ which represents a part of the measured data. Its Laplace transform $F(x, y, s)$ is numerically computed for a chosen discrete set of $s=s_{\sigma}, \sigma=1,2,3, \cdots, \Sigma$. Then the boundary value problem (3) is solved by the finite difference method (12), (13) and (14); thus one generates the rest of the data $H\left(x, y, s_{\sigma}\right),=1,2,3, \cdots, \Sigma$, for the PST algorithm by the finite difference approximation (17). Next, $k_{0}(x, y)$ is chosen. Hence upon solving (5), (6) and (10) numerically, $k_{1}(x, y)$ is obtained. $k_{2}(x, y)$ can be obtained in a similar manner. One continues this procedure until finally a numerical limit $k_{N}(x, y)$ is reached. Other than the truncation, round-off, numerical integration and finite difference approximation
errors in both generating the numerical data and computing $k_{N}(x, y)$, any norm $\left\|k^{*}(x, y)-k_{N}(x, y)\right\|$ can be used as a criterion for evaluating the performance of the computational algorithm of PST.

The numerical simulation here is carried out for a general class of $k^{*}(x, y)$ and $k_{0}(x, y)$, e.g., constants, piecewise-linear continuous functions and oscillatory functions. Previous experiences have shown that the interchange of the functions for $k^{*}(x, y)$ and $k_{0}(x, y)$ results in no significant differences in $k_{N}(x, y)$ 's except in some of the fine details. Hence for avoiding the expense in generating numerical data, a single constant $k^{*}(x, y)$ and various different $k_{0}(x, y)$ 's are used for most of the numerical examples here. Also, for simplicity, only rectangles, quadrilaterals and triangles are used for the domain $\Omega$. Furthermore, to avoid the expense of performing the numerical Laplace transformation $f(x, y, t)=1-e^{-t}$ on $\Gamma$ is used. Hence $F(x, y, s)=1 / s(s+1)$ on $\Gamma$. Here $s_{\sigma}=\sigma, \sigma=1,2,3, \cdots, 11$, are chosen in our computation.

The numerical results are plotted in Figs. 4-13. The maximum norms of $k^{*}(x, y)-$ $k_{N}(x, y)$ and $k^{*}(x, y)-k_{0}(x, y)$ for all cases can be estimated from the graphs in these figures. The $L_{2}$ norms, $I_{n}=\left\|k^{*}(x, y)-k_{n}(x, y)\right\|_{2}, n=0, N$, and $\left\|k^{*}\right\|_{2}$ for all cases are tabulated in Table 1.

Table 1

| Fig. \# | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| :--- | :---: | :--- | :---: | :---: | :---: | :--- | :--- | :--- | :--- | :--- |
| $N$ | 10 | 5 | 13 | 10 | 2 | 2 | 9 | 12 | 10 | 19 |
| $I_{0}$ | 1.60 | 3.19 | 0.97 | 2.52 | 6.71 | 5.00 | 2.50 | 0.74 | 1.60 | 2.50 |
| $I_{N}$ | 0.19 | 0.37 | 0.19 | 0.50 | 2.75 | 3.43 | 0.25 | 0.07 | 0.21 | 0.26 |
| $I_{N} /\left\\|k^{*}\right\\|_{2}$ | 0.019 | 0.025 | 0.019 | 0.037 | 0.239 | 0.295 | 0.028 | 0.007 | 0.021 | 0.026 |

Discussion. Although only a small number of computational zones are used in the numerical simulation here, the numerical results in Figs. 4-13 have demonstrated that the PST iterative numerical algorithm does give excellent results in solving two-dimensional inverse problems for the linear diffusion equation and it is as robust as for the one-dimensional case [9]. The accuracy of the numerical algorithm can be improved greatly if a larger number of computational zones are used; more effort is made in computing each individual step and in discretization of the partial differential and integral equations in the numerical algorithm; and more of $s_{\sigma}$ 's are used and their values are properly chosen according to either the minimum error criterion [22] or the well-conditioned matrix criterion [23] in solving the Fredholm integral equation of the first kind.

Mathematically, the inverse problem is a nonlinear problem regardless whether the original partial differential equation is linear. Hence in general the solution of an inverse problem with a minimum number of constraints is not unique. To be sure, the PST iterative numerical algorithm is not a method for settling the question of the uniqueness of the solution of an inverse problem. Rather, it is a constructive method for constructing one of the approximate solutions of the inverse problem. This approximate solution is unique in the sense of being the closest one to the initial guess in the $L_{2}$ norm. Moreover, it is clear from our numerical simulation that for different initial guess $k_{0}(x, y)$ the iterations converge to slightly different $k_{N}(x, y)$ 's. However, if this numerical algorithm is reasonably robust, then any one of the approximate solutions will be an acceptable approximation. This numerical computation


Fig. 4. Comparison of the calculated $k_{10}(x, y) \cdots \cdots$ and the exact $k^{*}(x, y) —$ with the initial guess $k_{0}(x, y) \cdots, \Delta x=\Delta y=1.67$ and the auxiliary data $h(x, y, t)$ measured at the boundary $y=0$.


Fig. 5. Comparison of the calculated $k_{5}(x, y) \cdots$ and the exact $k^{*}(x, y)$ _ with the initial guess $k_{0}(x, y) \cdots-\Delta x=\Delta y=1.67$ and the auxiliary data $h(x, y, t)$ measured at the boundary $y=0$.


Fig. 6. Comparison of the calculated $k_{13}(x, y) \cdots$ and the exact $k^{*}(x, y)-$ with the initial guess $k_{0}(x, y) \cdots, \Delta x=\Delta y=1.67$ and the auxiliary data $h(x, y, t)$ measured at the boundary $y=0$.


FIG. 7. Comparison of the calculated $k_{10}(x, y) \cdots$ and the exact $k^{*}(x, y)$ _with the initial guess $k_{0}(x, y) \cdots, \Delta x=\Delta y=1.67$ and the auxiliary data $h(x, y, t)$ measured at the boundary $y=0$.


Fig. 8. Comparison of the calculated $k_{2}(x, y) \cdots \cdots$ and the exact $k^{*}(x, y)$ _ with the initial guess $k_{0}(x, y) \cdots, \Delta x=\Delta y=1.67$ and the auxiliary data $h(x, y, t)$ measured at the boundary $y=0$.


Fig. 9. Comparison of the calculated $k_{2}(x, y) \cdots \cdots$ and the exact $k^{*}(x, y)$ with the initial guess $k_{0}(x, y)-\cdots, \Delta x=\Delta y=1$ and the auxiliary data $h(x, y, t)$ measured at the boundary $y=0$.


Fig. 10. Comparison of the calculated $k_{9}(x, y) \cdots \cdots$ and the exact $k^{*}(x, y)$ _ with the initial guess $k_{0}(x, y) \cdots-$, each side of the quadrilateral being divided into 6 equal-distance subintervals and the auxiliary data $h(x, y, t)$ measured at the boundary $x=0$.


FIG. 11. Comparison of the calculated $k_{12}(x, y) \cdots \cdots$ and the exact $k^{*}(x, y) —$ with the initial guess $k_{0}(x, y) \cdots-$, each side of the quadrilateral being divided into 6 equal-distance subintervals and the auxiliary data $h(x, y, t)$ measured at the boundary $x=0$.


Fig. 12. Comparison of the calculated $k_{10}(x, y) \cdots$ and the exact $k^{*}(x, y)$ __ with the initial guess $k_{0}(x, y)-\cdots, \Delta x=\Delta y=1.67$ and the auxiliary data $h(x, y, t)$ measured at the boundary $x=0,10 \leqq y \leqq 20$.


Fig. 13. Comparison of the calculated $k_{19}(x, y) \cdots \cdots$ and the exact $k^{*}(x, y)$ with the initial guess $k_{0}(x, y) \cdots-\Delta x=\Delta y=1.67$ and the auxiliary data $h(x, y, t)$ measured at the boundary $x=0,10 \leqq y \leqq 20$.
phenomenon can be attributed to the accumulation of the nonnegligible errors in computing each iterate. Here, most of these computational errors come from the regularization procedure in solving the ill-posed Fredholm integral equation of the first kind.

The PST iterative numerical algorithm can be extended to solve three-dimensional inverse problems in a straightforward manner, because the finite difference method or the finite element method is just as adaptable to solve any three-dimensional boundary value problem with arbitrary finite domain as to solve the two-dimensional boundary value problem, and the Tikhonov's regularization method is also as adaptable to solve the three-dimensional Fredholm integral equation of the first kind as to solve the two-dimensional case. Moreover, since the synthesis procedure is carried out in the frequency domain where the governing equation is an elliptic partial differential equation coming either from the Laplace transformed hyperbolic equation or the Laplace transformed parabolic equation as is the case here, the PST iterative numerical algorithm can be used to solve inverse problems of both hyperbolic and parabolic partial differential equations with trivial changes in the computer code of PST. Hence PST fares very well in regard to the universality criterion.

As has been demonstrated in the previous sections, measurement data are needed only at a portion of the boundary to solve two-dimensional inverse problems of the linear diffusion equation successfully. Hence the PST fares very well in regard to the economy of data acquisition criterion in comparison with the history matching techniques [10]-[12] where additional data must be measured in the interior.

The programming for the PST is basically nondedicated, because the changeover from solving the inverse problem for a class of hyperbolic partial differential equations to solving the inverse problems for a class of parabolic partial differential equations is simply a matter of changing a few coefficients (changing a card) in the elliptic equation solver. Moreover, one does not have to program a subroutine for the elliptic equation solver, for there are many finite difference and finite element computer codes available in the public domain for solving two-dimensional and three-dimensional elliptic partial differential equations. Hence the PST again fares very well in regard to the economy of programming effort criterion.

Finally, it also fares rather well in regard to the economy of computing cost criterion, mainly because there are relatively few data measured at sparse locations on the boundary to be processed, in comparison with the history matching techniques where many additional interior data are needed. However, the actual computing costs depend very much on the particular computer hardware and software and one cannot be sure of this until a benchmark comparison test is performed.

Efforts to carry out the generalization of the PST iterative numerical algorithm to solve two-dimensional inverse problems for the wave equation and threedimensional inverse problems for the diffusion equation are underway, and their results will be reported in the near future. It is also important to point out that the PST iterative numerical algorithm also can be generalized to determine several unknown coefficients of a system of partial differential equations simultaneously and similar efforts have been started.
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# DESIGN FEATURES OF A FRONTAL CODE FOR SOLVING SPARSE UNSYMMETRIC LINEAR SYSTEMS OUT-OF-CORE* 

I. S. DUFF $\dagger$


#### Abstract

We discuss design features of a code which solves sparse unsymmetric systems of linear equations using a frontal method. We consider in particular the user interface, the internal data structures, the pivoting strategy, and the isolation of machine dependencies. We illustrate the performance of our code on a variety of test problems on both the IBM 3033 and the CRAY-1.
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1. Introduction. In this paper we discuss the design of a code for the solution of sets of $n$ unsymmetric linear equations by the frontal method. A code implementing this method was first produced by Hood (1976) and our software is based on work of Cliffe, Jackson et al. (1978) who developed a version of Hood's code for the solution of finite-element problems in flow modelling. It is our belief that ours is the first unsymmetric frontal code which meets the standards required for incorporation in a general mathematical software library.

We summarize the frontal algorithm in § 2 and show how it can be extended to handle any unsymmetric system. Pivoting strategies are examined in § 3 . In $\S 4$, we consider the design of the user interface and the isolation of machine dependencies. We examine some of the data structures employed and their efficient manipulation in §5. Finally, in § 6, we look briefly at the performance of our code on the IBM 3033 and the CRAY-1 and discuss related work.

The reader more interested in the finer details of the code should consult Duff (1981) which is essentially a user's guide and incorporates the specification sheets as an appendix.

The software described in this report is in the Harwell Subroutine Library under the generic name MA32. A card deck or magnetic tape of the source code for this subroutine can be obtained by writing to S. Marlow, Harwell Subroutine Library, Building 8.9, A.E.R.E. Harwell, Oxon OX11 0RA. A version for the CRAY-1 computer is also available on request.
2. The frontal method and its extension to nonelement problems. The basis for all frontal schemes is Gaussian elimination. That is, we perform the $L U$ decomposition of a permutation of $A$ which we can write as

$$
\begin{equation*}
A=P L \cdot U Q \tag{2.1}
\end{equation*}
$$

where $P, Q$ are permutation matrices and $L$ and $U$ are lower and upper triangular matrices respectively. We permit problems that are so large that $P L$ and $U Q$ need to be held on an auxiliary storage device. An important observation is that only the factors $P L$ and $U Q$ are used during the solution process and, in frontal schemes, we make use of this by never storing (or indeed generating) the whole of $A$ at one time.

Although frontal schemes were originally developed (Irons (1970)) for the solution of finite element discretizations in structural analysis where the resulting assembled stiffness matrix is positive definite, they are applicable to a far wider class of problems and can be modified to work when the resulting matrix is indefinite or even unsym-

[^30]metric. Indeed the software we will describe in this paper can be used to solve any general unsymmetric set of linear equations although it will not always be the most efficient method.

It is easiest to describe the frontal method by reference to its application in the solution of a finite-element problem. Here the matrix $A$ is a sum

$$
\begin{equation*}
A=\sum_{l} B^{(l)}, \tag{2.2}
\end{equation*}
$$

where each $B^{(l)}$ has nonzeros in only a few rows and columns and corresponds to contributions to the matrix from finite element $l$. It is normal to hold $B^{(l)}$ in packed form as a small full matrix together with an indexing vector to identify where the nonzeros belong in $A$. The basic "assembly" operation when forming $A$ is thus of the form

$$
\begin{equation*}
a_{i j} \leftarrow a_{i j}+b_{i j}^{(l)} . \tag{2.3}
\end{equation*}
$$

It is evident that the basic operation in Gaussian elimination

$$
\begin{equation*}
a_{i j} \leftarrow a_{i j}-a_{i k}\left[a_{k k}\right]^{-1} a_{k j} \tag{2.4}
\end{equation*}
$$

may be performed before all assemblies (2.3) are completed, provided only that the terms in the triple product in (2.4) are all fully summed (that is, have no more sums of the form (2.3) to come) before execution of the elimination operation (2.4).

Since variables can only be eliminated after they are fully summed, the assembly order (which we discuss further in § 6) will determine, to a large extent, the order of elimination. At any stage during the assembly and elimination, the fully- or partiallysummed variables are held in an in-core frontal matrix. If we permute all the fullysummed variables to the first rows and columns of this matrix, it will have the form shown in Fig. 2.1.


Fig. 2.1. Frontal matrix.

Pivots can be chosen from within the doubly-shaded region. For positive-definite systems, they can be taken from the diagonal in order but for indefinite systems numerical pivoting is required for stability. A suitable scheme, discussed by Duff and Reid (1982), would be to use block pivots from the diagonal of order 1 or 2 (Bunch
and Parlett (1971)). In the unsymmetric case, pivots can be chosen from anywhere within the block subject to satisfying some numerical tolerance. We discuss this further in the following section.

A judicious choice of assembly order, dependent on the geometry and connectivity of the underlying problem, will keep the size of this frontal matrix small thus reducing arithmetic operations and storage requirements. For example, if we assemble the elements shown in Fig. 2.2 in the order indicated by the numbering in that figure, then the size of the partially-assembled matrix (which we call the frontal matrix) need never exceed the number of variables in two elements. The problem of obtaining a good assembly order for an arbitrary system is a difficult one which we discuss further in $\S 6$.

| 1 | 3 | 5 | 7 | 9 | 11 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 4 | 6 | 8 | 10 | 12 |

Fig. 2.2. Assembly order in a finite-element problem.

Many finite-element formulations include variables which are internal to the element and can thus be eliminated without reference to any other elements. It is much more efficient to perform these "static condensations" within the element itself rather than after assembling the element into the frontal matrix since the work involved will be a function of element rather than front size. Thus, in most problems, such eliminations are obtained almost for free and we have found cases (Cliffe, private communication) where savings of over $30 \%$ in execution time have been obtained.

The summation (2.2) is not restricted to a finite-element application. Each $B^{(l)}$ could represent a substructure, a low rank change to the matrix, or indeed a single row of the assembled matrix. We have made our code efficient in the latter case so that it can be used to solve systems arising from finite-difference discretizations. To our knowledge, this is the only unsymmetric frontal code to offer this facility. In principle, we could use our code to solve any unsymmetric system. We discuss this further in $\S 6$.

For nonelement problems, the rows (equations) are added to the frontal matrix in turn and a variable is regarded as fully summed whenever the equation in which it last appears is added. This situation is illustrated in Fig. 2.3(b) where we show the frontal matrix after the input of equation 3 from the five-point discretization of the Laplacian operator on a $2 \times 4$ grid, as shown in Figure 2.3(a). At this stage no further equations will cause any nonzero entries to appear in the first column of Fig. 2.3(b), so this column is effectively fully summed and any entry in it (subject perhaps to a numerical criterion) can be chosen as pivot.

(a)

(b)

Fig. 2.3. Illustration of equation input in frontal schemes. (a) $2 \times 4$ grid. (b) First three rows of matrix (entries to the right are zero).


Fig. 2.4. Frontal matrix (equation entry).

The frontal matrix will, in this case, be rectangular and the counterpart to Fig. 2.1 is shown in Fig. 2.4 where, as in Fig. 2.1, pivots can be chosen from anywhere within the doubly-shaded region.

The user interface (see §4) has been designed so that input by elements or by equations is equally easy and the equation entry has been used very successfully to solve equations arising from the dynamics of rapidly rotating gases. We include, in the illustration of the performance of our code in § 6, systems which arise from finite-difference discretizations.

The nonelement scheme just described is a generalization of variable band methods (Jennings (1966)) and will be superior to band schemes on most problems (for example, Hood (1976)).
3. Pivoting strategies. Hood (1976) uses two parameters, MAXFRT and MINFRT, to control the size of the frontal matrix. He performs assemblies until the front size reaches MAXFRT and then performs eliminations using the largest entry in the fully-summed block (double-shaded region in Figs. 2.1 and 2.4) as pivot until the front size reaches MINFRT.

We do not like this approach for two reasons. The first is that arithmetic may be performed on a very much larger frontal matrix than is necessary or desirable (the parameters are static and are set on entry). The second is that it is not so much pivot size as the size of the pivot relatịve to other entries in its row and column which is important in maintaining stability. The largest entry in the fully-summed block need not be large compared to the largest entry in its row or column.

From our past experience with general sparse codes, we have found a threshold criterion of the form

$$
\begin{equation*}
\left|a_{l k}\right| \geqq u \cdot \max _{i}\left|a_{i k}\right|, \tag{3.1}
\end{equation*}
$$

where $u$ is a user set parameter in the range $(0,1]$, to be a satisfactory test for a pivot $a_{l k}$. Note that partial pivoting corresponds to a $u$ value of 1.0 . It is possible to incorporate threshold pivoting in an unsymmetric frontal scheme. We refer to Fig. 2.1. Pivots can only be chosen from within the doubly-shaded region although the maximum in the stability test (3.1) must be over all rows of the frontal matrix. This is a legitimate test because all columns from which pivots can be chosen are fullysummed. We search the fully-summed columns for a pivot and the first entry in the doubly-shaded region to satisfy the threshold criterion is used as the next pivot. If we search several columns before finding a suitable pivot, we look for the next pivot starting from the first unsearched fully-summed column since it is quite likely that the previously searched columns will still not yield a pivot. Although this strategy shows little overall effect compared to that of searching from the first column each time, it is marginally beneficial and is very easy to implement.

It is possible that we cannot choose pivots from all the fully-summed columns because of large entries in the singly-shaded region of the fully-summed columns. In this case we leave the corresponding columns (and rows) in the frontal matrix and continue with further assemblies. It is always possible to complete the factorization using this pivoting strategy since eventually all rows and columns become fully summed and hence the largest element in the entire column can be used as pivot. Naturally, if many eliminations were delayed because of the test (3.1), the worry is that the order of the frontal matrix might be noticeably larger than it would have been without numerical pivoting. In practice, we have found that such an increase is slight and indeed, since pivots are chosen as soon as the test (3.1) is satisfied, the front size is not much greater than dictated by the underlying geometry. In particular, although our code requires the input of a maximum order for the frontal matrix, we do not require Hood's parameters and may often do much less work than he would.

We note that the pivoting strategy simplifies when we are inputting the matrix by equations. Here there are no non-fully-summed rows in the fully-summed columns (see Fig. 2.4) and so partial pivoting can be used without any possibility of delaying eliminations.

On Jackson's advice, we allow the user to limit the pivot search to a specified number of fully-summed rows and columns and to force eliminations to keep the number of fully-summed rows and columns under a preset level. Even in this case, candidates which come closest to satisfying (3.1) are chosen in preference to those which are numerically largest. In addition to enabling the solution of problems whose size forbids more exhaustive searching, these controls permit pivoting down the diagonal to be forced when such pivoting is known, a priori, to be stable.
4. Some software considerations. In this section we discuss some aspects of our user interface and briefly touch on the isolation of machine dependencies.

Input to the frontal solver will be by elements (the $B^{(l)}$ of § 2) in a finite-element calculation but, as we have discussed previously, it is desirable that the interface also allows input by rows (equations). Communication between the user and the package in the earlier codes was through calls by the factorization routine to a user-written subroutine whose parameter list was necessarily fixed. To avoid this limitation and in order that the equation and element entries can be handled with equal ease, we have chosen to use "reverse communication" in our user interface. A similar interface is used by SPARSPAK (George et al., (1980)). This means that control is returned to the user after each assembly. Thus, the call structure is of the form shown in Fig. 4.1. An added advantage of this way of working is that additional information can be easily passed to the user's program which can monitor

```
for earch element or equation do
    begin
        input or generate element or equation;
        call subroutine:
    end
```

Fig. 4.1. Use of reverse communication with the frontal solver.
the progress of the elimination. For instance, it is possible that the user may terminate the sequence of calls early and we discuss this further below.

In addition to the numerical values, the user must provide integer information on the position of these nonzeros in the assembled matrix. As we saw in § 2 , the frontal solver also requires information on when variables become fully summed. One
way of providing this (adopted by Hood (1976) and Cliffe et al. (1978)) is to negate the integer information for variables appearing for the last time. We reject this approach since it imposes an onus on the user to store or generate the flags. Instead we perform a prepass, on the integer information only, which generates a single integer array of length $n$ which records, for each variable, the call at which it appears for the last time. This array, which can be set directly by the user if the geometry is known, provides the necessary information on fully-summed variables to the main solve routine and can additionally be used within the main routine for temporary work space. We allow the user to solve for a specified number of right-hand sides since, if the application allows the solution of more than one system at a time, the I/O costs are less of an overhead.

For the calls to the frontal solver, the user must provide values for the maximum size of the frontal matrix and must allocate auxiliary storage for the matrix factors. If the problem is complicated or unfamiliar it may be hard to choose appropriate values, so we feel it is very important to return useful information should the run fail due to insufficient space. For computing systems which require the auxiliary storage to be allocated a priori (for example, IBM), if such an allocation is exceeded, we simply continue the decomposition throwing away the factors and calculating the space required for subsequent runs. If insufficient space is allocated to the frontal matrix, the situation is slightly more complicated. In this case, we continue with a symbolic factorization only, whose space requirements are linear rather than quadratic in the front size. We can thus continue as long as the front size does not exceed the square of the order of the frontal matrix and can return the size of frontal matrix required. Although the storage so determined will be sufficient for subsequent runs without pivoting, the user may wish to increase it slightly to allow for numerical pivoting. In both cases, a flag is set so that the run can be optionally terminated immediately if the allocated space is exceeded. This flexibility is greatly facilitated by our use of reverse communication.

We provide a separate entry for the solution of subsequent systems with the same coefficient matrix. This is just a single call with the assembled right-hand side(s) supplied as an argument. Again we allow more than one right-hand side to be input.

We have isolated all communication with auxiliary storage to a single short subroutine. The factors of $P L$ and $U Q$ (2.1) are blocked in in-core buffers before being passed to this I/O subroutine. It is normally better to reduce actual I/O requests by buffering and we allow the user to choose the size of these buffers to optimize for system characteristics.

Since the rows of $U Q$ must be read in the opposite order to which they are written, it is advantageous on some machines (for example, the IBM 3033) to use direct access because the cost of the backspace operation is very high. We have chosen to do this in our current IBM version and also use nonstandard Fortran in the CRAY-1 version. With the exception of this well isolated I/O, we have written our code in the subset of ANSI-66 Fortran supported by the PFORT verifier (Ryder (1974)).

Since it is not possible to allocate data sets dynamically using Fortran on an IBM 3033, we have written an initialization routine for the IBM version of our code which calls assembly-coded routines to perform this allocation. We feel this option is very desirable in a library environment particularly when the user does not wish to preserve the factors and so does not need even to know of the existence of data sets on backing store.

The threshold parameter ( $u$ in (3.1)) and other pivoting controls mentioned in § 3 together with the stream number for output messages are all in a single named
common block. On the basis of fairly extensive testing we have chosen default values for these parameters and have set the defaults in a block data subprogram (for the CRAY-1 version the defaults are set within the main subroutine in a DATA statement). In spite of this minor portability difficulty we use this approach to setting default values because we believe that these parameters will not be of concern to the average user and so should not need to be referenced in his code.

In summary, our interface with the user is particularly simple and flexible. The four routines which the user calls directly also check the input data and subdivide workspace thus screening the user from the complexities of 16 subroutines (in a 4 level hierarchical structure) and 1785 statements in the complete package. A much fuller discussion of the structure of the package is given by Duff (1981).
5. Data structures employed. A discussion of the data structures used in frontal codes divides naturally into three, corresponding to input, structures internal to the package, and output. The user is screened from all of the data structures except those relating to input. We present only a very brief discussion of data structures in this paper and refer the interested reader to Duff (1981) for full details.

The user need only input the reals corresponding to each $B^{(l)}$ of equation (2.2) together with an integer indexing array denoting the columns of $A$ in which the entries lie. The user is not required to flag when variables are fully summed. A sequence of calls to a prepass routine (see §4) where only the integer indexing arrays need be supplied generates an array which indicates, for each variable, the assembly at which it becomes fully summed. If the user can generate the fully-summed information in other ways, then the calls to the prepass routine can be avoided.

After any static condensations (see § 2), the input element or equation is loaded into the frontal matrix which is held as a full rectangular array (square in the case of element entries). All the subsequent pivoting and elimination operations take place in this frontal matrix. In addition to the frontal matrix, we need indexing information to relate positions within this matrix to the overall coefficient matrix. We follow Hood by holding two integer arrays which, for each row and column of the frontal matrix, indicate the corresponding row and column of the coefficient matrix. Two are necessary even with the element entry because pivoting from off the diagonal will destroy the symmetry in the frontal matrix.

Our other data structures internal to the factorization routines are designed to facilitate the assembly of incoming elements or equations, the identification of the submatrix in $\boldsymbol{A}(2.2)$ corresponding to the current frontal matrix, and the access to and identification of fully-summed rows and columns. Our data structures, described in detail by Duff (1981), are different from earlier codes. In particular, it is possible to tell immediately whether an incoming entry is in the frontal matrix without needing to scan any array. The storage required is only four times the maximum number of columns in the front plus twice the maximum number of rows. This storage could be reduced slightly, since the sets of fully and non-fully-summed variables partition the frontal variables, but would result in more opaque coding. In any case, the same storage was required by the earlier codes.

As we mentioned in $\S 4$, the rows of $U Q$ and columns of $P L$ are buffered before output to backing store. We do not allow a single row or column to span a buffer but we have found empirically that this fragmentation incurs a storage overhead of only about 2 to $3 \%$. Since each variable enters and leaves the front once only, we need only record the indices of each when it enters the front during forward elimination or back substitution. By doing this an index list of variables in the current front can be maintained during the solution process and there is no need to follow Hood in
storing one index for every nonzero in the factors. A consequence of this sometimes substantial saving in storage is that the storage for single rows and columns becomes more complicated. The resulting storage scheme is discussed in detail by Duff (1981).
6. Comments on performance and related work. Although the principal advantage of frontal codes is that main storage requirements are low, another benefit arises from the use of direct addressing in the inner loop of the factorization routine. This benefit will be particularly evident on a machine like the CRAY-1. Naturally, a frontal code cannot take so much advantage of sparsity as a general sparse code so the greater efficiency of the inner loop in frontal codes will be offset by the fact that more operations must be performed.

Our frontal code will be most efficient when large finite elements are input in which case most of the factorization time will be spent in the inner loop itself. However, as we mentioned earlier, the code has been designed to accept equation input and we would like it to be efficient in this case also. We have compared our code, MA32, with two variable band codes on the model problem arising from 5-point discretizations of the Laplacian operator on a regular grid. The two variable band codes assume the matrix is symmetric and do no numerical pivoting. We would thus expect both the storage and factorization times to be half that of an unsymmetric code. The Harwell code MA15 (Reid (1972)) stores the factors on auxiliary storage while the profile solver from SPARSPAK (George et al. (1980)) uses a reverse Cuthill-McKee ordering (RCM) and works entirely in main memory. Because SPARSPAK does not use auxiliary storage, its solution times are noticeably faster. The results in Table 6.1 indicate that MA32 is competitive with established codes when used in its equation entry mode. For the runs in this table, an RCM ordering was used to order the equations prior to entry to both MA32 and MA15.

The frontal code, MA32, has recently been used on the CRAY-1 by Andrew Cliffe of the Theoretical Physics Division at Harwell in the solution of problems in buoyancy driven flow in a square cavity using finite elements. We show his results in

Table 6.1
Performance on a model problem on an $m \times n$ grid. Times in seconds on an IBM 3033.

|  | $m$ | 10 | 10 | 16 | 32 | 50 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Grid | $n$ | 10 | 100 | 16 | 32 | 50 |
| Factorization time |  |  |  |  |  |  |
| MA32 |  | . 053 | . 632 | . 194 | 1.332 | 6.038 |
| MA15 |  | . 030 | . 244 | . 094 | . 744 | 3.481 |
| SPARSPAK (RCM ordering) |  | . 019 | . 265 | . 072 | . 629 | 3.014 |
| Solution time |  |  |  |  |  |  |
| MA32 |  | . 008 | . 100 | . 027 | . 178 | . 635 |
| MA15 |  | . 012 | . 060 | . 030 | . 156 | . 519 |
| SPARSPAK (RCM ordering) |  | . 004 | . 048 | . 013 | . 079 | . 293 |
| Main storage in kbytes |  |  |  |  |  |  |
| MA32 |  | 40 | 45 | 45 | 60 | 90 |
| MA15 |  | 5 | 20 | 5 | 20 | 40 |
| SPARSPAK (RCM ordering) |  | 10 | 110 | 30 | 200 | 740 |

Table 6.2 where the elements used for the runs in the first two columns were five node rectangular elements with three variables at each corner and one at the centroid. The element for the run in column three was a rectangle having nodes at the corners, mid-points and centroid with three variables defined at each node. We have augmented these results by runs on two artificial problems. The first (column 4) is a grid of ten node elements similar to those used in the runs in column 3 but with five variables at each node. The second (column 5) is a finite difference problem arising from the five-point discretization of the Laplacian operator on a square grid. In every case the elements or equations were assembled in a pagewise ordering along the side of shorter dimension.

TABLE 6.2
Performance of MA32 on the CRAY-1

| Dimensions of grid <br> of elements or <br> equations | $28 \times 28$ | $36 \times 36$ | $20 \times 32$ | $16 \times 16$ | $64 \times 64$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Order (degrees of freedom) | 3,023 | 5,039 | 9,480 | 5,445 | 4,096 |
| Maximum front size | 117 | 149 | 141 | 195 | 65 |
| Total time in seconds for solution (including back | 3.83 | 8.63 | 13.43 | 12.58 | 3.55 |
| substitution) | 1.70 | 4.29 | 6.96 | 7.63 | 1.49 |
| Time in innermost loop (in seconds) | 0 | 0 | 3346 | 1620 | 0 |
| Number of static condensations | 44.2 | 120.9 | 198.6 | 238.4 | 32.6 |
| Number of flops in inner loop (in millions) | 26 | 28.2 | 28.5 | 31.2 | 21.9 |
| Inner-loop Megaflops | 11.5 | 14.0 | 14.9 | 19.4 | 9.2 |
| Total Megaflops |  |  |  |  |  |

The results in Table 6.2 illustrate the performance of our frontal code on realistic finite-element problems and furthermore indicate that the inner loop vectorizes on the CRAY-1. All the MA32 code is written in Fortran and we might expect (Duff (1982)) even faster times by CAL (CRAY assembly language) coding of the inner loop. We see that, in the larger problems, the overall Megaflop rate (which includes assembly, pivoting, output of factors and back substitution) exceeds half that of the innermost loop. The two artificial cases have been run on the IBM 3033 at Harwell and the times for the element and the equation input were 133.3 and 26.5 seconds respectively. Thus the overall increase in speed due to the vectorizing capability of the CRAY-1 was 10.6 and 7.5 with the inner loop running over 15 and 11 times faster on the element and equation problem respectively. Since the scalar speed differential of the CRAY-1 over the IBM 3033 is only about 2 , the effect of vectorization is evident.

As we explained earlier, it is possible to use our frontal code to solve any general set of sparse equations. We compare it with a general purpose code for unsymmetric sparse equations, MA28 (Duff (1977)), on a range of test problems in Table 6.3, where the equations were input to MA32 in the natural order. Many numerical experiments have been performed. A selection of these has been chosen to represent a range of problem classes. The 1,176 case arose in electrical networking, the 113 case in statistical modelling, the 199 case in stress analysis, the 130 case in a laser investigation, and the 577 case from a finite-element triangulation of an $L$-shaped region. On very general systems (columns 2-4 of the table), MA32 is generally slower

Table 6.3
A comparison with MA28. Times in seconds on an IBM 3033.

| Order | 1,176 | 113 | 199 | 130 | 577 |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Nonzeros | 18,552 | 655 | 701 | 1,282 | 3,889 |
| Factorization time |  |  |  |  |  |
| MA32 (pivot order unknown) | 2.801 | .081 | .379 | .134 | 1.311 |
| MA28 | 4.143 | .059 | .105 | .160 | 6.339 |
| MA28 (pivot order given) | 1.046 | .013 | .019 | .035 | .785 |
| Solution time |  |  |  |  |  |
| $\quad$ MA32 | .461 | .016 | .061 | .025 | .158 |
| $\quad$ MA28 | .049 | .003 | .005 | .003 | .044 |
| Main storage in kbytes |  |  |  |  |  |
| $\quad$ MA32 | 160 | 45 | 140 | 60 | 90 |
| MA28 | 310 | 15 | 25 | 20 | 260 |

than even the main MA28 entry (which finds a suitable pivotal sequence in addition to factorizing the matrix) and the large front size means that MA32 requires even more main storage than the in-core code. On systems with identifiable substructures (column 1) or arising from finite-element discretizations (column 5), MA32 is noticeably more competitive and requires much less main storage than MA28. Since a general sparse code like MA28 uses indirect addressing in the inner loop of the factorization, it does not vectorize. Thus, we might expect MA32 to be even more competitive on a machine like the CRAY-1. Indeed while the MA28 factorization times on the CRAY-1 are typically half those for the IBM 3033, the MA32 times are cut by a factor of around 4 .

Naturally, because the assembly order to a large extent determines the pivot order, the order in which the equations (or elements) are input to MA32 will have a significant effect on its efficiency. The investigation of suitable orderings is a research area in its own right and is outwith the scope of this paper. Because of the similarity of our frontal scheme to variable band schemes, we might, however, expect that orderings good in the variable band case would benefit our approach also. We therefore used an RCM ordering generated by SPARSPAK to determine the order in which equations (rows) are input to MA32. We show some results in Table 6.4, where the 113 and 130 cases are as before, the case of order 292 is a normal-equations matrix

Table 6.4
The effect of ordering on MA32. Times in seconds on an IBM 3033.

| Order | 113 | 292 | 130 | 443 | 1,561 | 503 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| Nonzeros | 655 | 2,208 | 1,282 | 1,623 | 10,681 | 6,027 |
| Ordering time | .016 | .022 | .019 | .024 | .128 | .068 |
| Factorization time |  |  |  |  |  |  |
| $\quad$ With ordering | .089 | .271 | .163 | .543 | 3.738 | 1.046 |
| $\quad$ Without ordering | .081 | .282 | .134 | 1.046 | 7.645 | 4.181 |
| Solution time |  |  |  |  |  |  |
| $\quad$ With ordering | .014 | .037 | .032 | .116 | .357 | .120 |
| $\quad$ Without ordering | .016 | .040 | .025 | .214 | .693 | .214 |

from a least-squares problem in surveying, the 443 case is from an electrical power network problem, the 1,561 case from the triangulation of an $L$-shaped region, and the 503 case from a structural analysis problem.

It is apparent that considerable savings are possible on element or structures problems (columns 5 and 6 in the table) and on very sparse network problems (column 4) where the initial ordering produced a large frontal matrix. Unfortunately, the RCM ordering is not always beneficial as we can see from the other columns in the table. Of course, in many cases, for example in the fluid calculations at Harwell, a good ordering is evident from the underlying geometry of the problem.

Duff and Reid (1982) are developing ordering and factorization routines based on multifrontal techniques where the matrix is symmetric (but not necessarily positive definite) and Reid is continuing his work (Reid (1978)) on a multifrontal solver (where the frontal matrix may also be out-of-core) for large symmetric positive-definite element problems.
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# ADI AS A PRECONDITIONING FOR SOLVING THE CONVECTION-DIFFUSION EQUATION* 
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#### Abstract

We examine a splitting of the operator obtained from a steady convection-diffusion equation with variable coefficients in which the convection term dominates. The operator is split into a dominant and a subdominant parts consistent with the inherent directional property of the partial differential equation. The equations involving the dominant parts should be easily solved. We accelerate the convergence of this splitting or the outer iteration by a Chebyshev semi-iterative method. When the dominant part has constant coefficients, it can be easily solved using alternating direction implicit (ADI) methods. This is called the inner iteration. The optimal parameters for a stationary two-parameter ADI method are obtained when the eigenvalues become complex. This corresponds to either the horizontal or the vertical half-grid Reynolds number larger than unity. The Chebyshev semi-iterative method is used to accelerate the convergence of the inner ADI iteration. A two-fold increase in speed is obtained when the ADI iteration matrix has real eigenvalues, and the increase is less significant when the eigenvalues are complex. If either the horizontal or the vertical half-grid Reynolds number is equal to one, the spectral radius of the optimal ADI iterative matrix is zero. However, a high degree of nilpotency impairs rapid convergence. This problem is removed by introducing a more implicit iterative method called ADI/Gauss-Seidel (ADI/GS). ADI/GS resolves the nilpotency and, thus, converges more rapidly for half-grid Reynolds number near 1. Finally, our methods are compared with several well-known schemes on test problems.
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## 1. Introduction. Consider the steady convection-diffusion equation

$$
\begin{equation*}
-\varepsilon \Delta u+a(x, y) u_{x}+b(x, y) u_{y}+c(x, y) u=f(x, y) \tag{1.1}
\end{equation*}
$$

on a bounded convex domain $D$ with appropriate boundary conditions. The functions $a, b, c, f$ are assumed to be in $C^{2}, \varepsilon$ and $c>0$. Equation (1.1) is a model for the Navier-Stokes equation and for the equations of mass and heat transfer.

If $\varepsilon \ll 1$, then the boundary value problem is singularly perturbed. The solution can have boundary layers. Singular perturbation problems for linear differential equations of elliptic type such as (1.1) have been studied by Wasow [22], Levinson [13], Vishik and Liusternik [21], Eckhaus and de Jager [4], O'Malley [18], Eckhaus [3] and Howes [10]-[12].

Levinson has proved for a first boundary value problem with Dirichlet conditions prescribed along the boundary that the solution $u(x, y ; \varepsilon)$ is asymptotically a sum of two contributions:

$$
u(x, y ; \varepsilon)=V(x, y)+z(x, y ; \varepsilon)+O\left(\varepsilon^{1 / 2}\right)
$$

where $V(x, y)$ is the solution of the reduced equation

$$
\begin{equation*}
a(x, y) \frac{\partial V}{\partial x}+b(x, y) \frac{\partial V}{\partial y}+c(x, y) V=f(x, y) \tag{1.2}
\end{equation*}
$$

[^31]which takes on the given boundary value $u$ on a part $S_{1}$ of the boundary $\partial D$, and $z(x, y, \varepsilon)$ is a boundary layer correction called an exponential boundary layer having the generic form
\[

$$
\begin{equation*}
z=e^{-g(x, y) / \varepsilon} h(x, y) \tag{1.3}
\end{equation*}
$$

\]

and is important only near $S_{2}=\partial D-S_{1}$ (see Fig. 1.1). Here, it is assumed that $a(x, y)$ and $b(x, y)$ do not vanish simultaneously in $D$. In other words, there are no turning points of (1.1) in $D$.
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Equation (1.2) is hyperbolic and, therefore, the solution $V(x, y)$ is oriented along the characteristic curves given by the solution of

$$
\begin{equation*}
\frac{d x}{a(x, y)}=\frac{d y}{b(x, y)} \tag{1.4}
\end{equation*}
$$

For well-posedness of the Cauchy problem for (1.2), $\boldsymbol{S}_{1}$ must be that segment of the boundary along which the characteristic curves are incoming.

Furthermore, Eckhaus and de Jager [4] have shown that the boundary layer correction has different behaviors depending on whether the boundary curve is a characteristic curve. If the boundary curve is a characteristic curve, then the boundary layer term has a parabolic boundary layer behavior whose solution satisfies a parabolic equation

$$
\alpha(\xi, \eta) \frac{\partial z}{\partial \xi}=\varepsilon \frac{\partial^{2} z}{\partial \eta^{2}}
$$

where $\xi, \eta$ are tangential and normal coordinates along the boundary curve. If the boundary curve is not a characteristic curve, then the boundary layer correction has the form (1.3).

The above discussion suggests that the solution of the convection-diffusion equation for $\varepsilon$ small has a directional property over most of the domain. The lower order partial derivative terms are mostly responsible for this behavior.

Motivated by the above discussion on the property of the solution, we generate an iterative scheme for the numerical solution of the convection-diffusion equation
as follows. Set

$$
\begin{equation*}
M(u)=-\varepsilon \Delta u+\bar{a} u_{x}+\bar{b} u_{y}+\bar{b} u_{y}+\bar{c} u \tag{1.5}
\end{equation*}
$$

and

$$
N(u)=(a-\bar{a}) u_{x}+(b-\bar{b}) u_{y}+(c-\bar{c}) u
$$

where $\bar{a}, \bar{b}$ and $\bar{c}$ are functions that make $M(u)=f$, with appropriate boundary conditions, an easily solved boundary value problem. Here, the inclusion of the lower order terms in $M(u)$ is essential in developing an accurate and efficient numerical algorithm. The functions $\bar{a}, \bar{b}$ and $\bar{c}$ should be chosen to approximate $a, b, c$ as closely as possible. In general $M(u)$ will not be selfadjoint.

Thus (1.1) becomes

$$
\begin{equation*}
M(u)=N(u)+f \tag{1.6}
\end{equation*}
$$

where $N(u)$ represents a measure of the deviation from the coefficients $a, b$ and $c$ over the domain $D$.

Let $M_{h}$ and $N_{h}$ be the discrete analogues of $M$ and $N$ in (1.6), and let $v$ be the discrete approximation to $u$ and let $g$ be a discrete analogue of $f$ plus boundary value information. The splitting

$$
A_{h}=M_{h}-N_{h}
$$

gives rises to the basic iterative scheme

$$
\begin{equation*}
M_{h} v^{(i+1)}=N_{h} v^{(i)}+g \tag{1.7}
\end{equation*}
$$

with a dominant part $M_{h}$ and a subdominant part $N_{h}$. The iterative matrix becomes

$$
G=M_{h}^{-1} N_{h} .
$$

This splitting is motivated by the behavior of the solution of the convection-diffusion equation when convection dominates. In contrast, the splitting of the matrix into a symmetric and a skew-symmetric parts only makes sense for problems when diffusion dominates.

The basic scheme (1.7) may be accelerated by a number of methods, for example, Chebyshev [14], two-part splitting [19], generalized conjugate gradient [2], orthomin [20], etc. We use either Chebyshev or two-part splitting as follows. To initialize, set

$$
\begin{aligned}
& M_{h} \bar{v}^{(1)}=N_{h} v^{(0)}+g, \\
& r^{(0)}=\bar{v}^{(1)}-v^{(0)}, \\
& \Delta^{(0)}=\alpha_{0} r^{(0)}, \\
& v^{(1)}=v^{(0)}+\Delta^{(0)} .
\end{aligned}
$$

Then, for $n>1$, we set

$$
\begin{align*}
& M_{h} \bar{v}^{(n+1)}=N_{h} v^{(n)}+g,  \tag{1.8a}\\
& r^{(n+1)}=\bar{v}^{(n+1)}-v^{(n)},  \tag{1.8b}\\
& \Delta^{(n+1)}=\alpha_{n} r^{(n)}+\beta_{n} \Delta^{(n-1)},  \tag{1.8c}\\
& v^{(n+1)}=v^{(n)}+\Delta^{(n)}, \tag{1.8d}
\end{align*}
$$

where the parameters $\alpha_{n}$ and $\beta_{n}$ are determined by the particular acceleration scheme (Chebyshev or two-part). In fact, the parameters may be estimated adaptively using Manteuffel's procedure [15].

Note that $M_{n}$ will not, in general, be positive-definite symmetric due to the first order terms $a u_{x}$ and $b u_{y}$. However, $M_{h}$ inherits the directional properties of the reduced (1.2). In solving (1.8a) for $v^{(n+1)}$ one should choose a method that exploits this directional dependence.

One such method is an alternating direction implicit (ADI) iterative scheme. Another method is a variant of ADI called the ADI/Gauss-Seidel (ADI/GS). This variation performs better than ADI for a certain range of the parameters. Both schemes may be accelerated by a Chebyshev semi-iterative method. Gourlay [5]-[6] has proposed and analyzed a Chebyshev semi-iterative method accelerating an ADI scheme when the matrix is symmetric and positive definite.

In §2, we discuss the matrix splitting and the computation of the optimal parameters for the ADI method when $M(u)$ in (1.5) has constant coefficients and is defined on a rectangle. In $\S 3$, we consider the acceleration of the ADI splitting by the Chebyshev semi-iterative method. In §4, the ADI/Gauss-Seidel splitting is presented. Finally, we present in § 5 numerical results for (1.1) with variable coefficients. The results on optimal ADI parameters for a nonsymmetric matrix are apparently new, as is the four-parameter Chebyshev acceleration method discussed in $\S 3$. The splitting of the matrix $A_{h}$ into an easily solved nonsymmetric dominant part and subdominant part consistent with the directional properties of the solution of (1.1) has not appeared previously.
2. Matrix splitting. To facilitate the solution of (1.8a), the operator $M(u)$ in (1.5) can be split into two parts that correspond to the derivatives in the $x$ direction and the $y$ direction,

$$
\begin{equation*}
M(u)=H(u)+V(u) . \tag{2.1}
\end{equation*}
$$

A discrete analogue may be written

$$
M_{h}=H+V .
$$

This splitting gives rise to the iterative scheme known as Alternating-Direction-Implicit (ADI) (cf. Young [23]). We have

$$
\begin{align*}
& (\rho I+H) v^{i+1 / 2}=(\rho I-V) v^{i}+g, \\
& \left(\rho^{\prime} I+V\right) v^{i+1}=\left(\rho^{\prime} I-H\right) v^{i+1 / 2}+g . \tag{2.2}
\end{align*}
$$

Because of the structure of $H$ and $v$, both equations in (2.2) are easily solved. The iterative matrix is

$$
\begin{equation*}
G^{\prime}=\left(\rho^{\prime} I+V\right)^{-1}\left(\rho^{\prime} I-H\right)(\rho I+H)^{-1}(\rho I-V) . \tag{2.3}
\end{equation*}
$$

If $M(u)$ has constant coefficients and $D$ is rectangular, then $H$ and $V$ commute and the eigenvalues of $G$, say $\lambda$, may be found in terms of the eigenvalues of $H$ and $V$. We have

$$
\begin{equation*}
\lambda_{i j}=\frac{\rho^{\prime}-\mu_{i}}{\rho+\mu_{i}} \frac{\rho-\nu_{j}}{\rho^{\prime}+\nu_{j}} \tag{2.4}
\end{equation*}
$$

where $\mu_{i}$ is an eigenvalue of $H$ and $\nu_{j}$ is an eigenvalue of $V$.
Suppose either Dirichlet or Neumann boundary conditions are prescribed. If (1.5) is discretized using 5-point central differencing, then the eigenvalues $\mu_{i}$ and $\nu_{i}$ will be
the eigenvalues of tridiagonal matrices of the form

where for $H$ we have

$$
\begin{equation*}
\hat{a}=2+\frac{\bar{c} h^{2}}{2 \varepsilon}, \quad \hat{b}=-\left(1-\frac{\bar{a} h}{2 \varepsilon}\right), \quad \hat{c}=-\left(1+\frac{\bar{a} h}{2 \varepsilon}\right) \tag{2.5}
\end{equation*}
$$

and for $V$ we have

$$
\hat{a}=2+\frac{\bar{c} h^{2}}{2 \varepsilon}, \quad \hat{b}=-\left(1-\frac{\bar{b} h}{2 \varepsilon}\right), \quad \hat{c}=-\left(1+\frac{\bar{b} h}{2 \varepsilon}\right) .
$$

If Neumann boundary conditions are used, then the first or last row may be altered, but the eigenvalues are not significantly changed. In fact, it can be shown that

$$
\mu_{i}=2\left(1+\beta+\gamma \sqrt{1-R_{x}^{2}}\right), \quad \nu_{i}=2\left(1+\beta+\alpha \sqrt{1-R_{y}^{2}}\right)
$$

for some $-1<\gamma<1,-1<\alpha<1$. Here $\beta=\bar{c} h^{2} / 4 \varepsilon$, and $R_{x}=\bar{a} h / 2 \varepsilon$ and $R_{y}=\bar{b} h / 2 \varepsilon$ are the half-grid Reynolds numbers. The exact intervals of $\gamma$ and $\alpha$ depend upon boundary conditions and $h$.

Four cases arise depending on $R_{x}$ and $R_{y}$. If $R_{x}>1, R_{y}<1$, then $\mu_{i}$ is complex with real part $2(1+\beta)$ and $\nu_{i}$ is real. If $R_{x} \leqq 1, R_{y}>1$ the roles of $\mu_{i}$ and $\nu_{i}$ are reversed. Finally, if $R_{x}>1, R_{y}>1$, then both $\mu_{i}$ and $\nu_{i}$ are complex with real part $2(1+\beta)$.

The optimal $\rho, \rho^{\prime}$ for the first case are known and will be given below for completeness. The optimal $\rho$ and $\rho^{\prime}$ for the second case is derived here. The third case is found by reversing the roles of $x$ and $y$. The final case is much more complicated and is not analyzed here.

Suppose $R_{x}<1, R_{y}<1$. Then the eigenvalues of $G$ are all real. Suppose the eigenvalues of $H$ and $V$ are such that $q-r<\mu<q+r, s-t<\nu<s+t$. Let $S(G)$ be the spectral radius of $G$. The values of $\rho$ and $\rho^{\prime}$ that minimize the spectral radius of $G$ can be found in terms of $q, r, s$, and $t$ (cf. Young [23, pp. 511-514]). The spectrum of $G$ is contained in the interval

$$
\begin{equation*}
-\left(\frac{\kappa^{1 / 2}-1}{\kappa^{1 / 2}+1}\right)^{2}<\lambda<\left(\frac{\kappa^{1 / 2}-1}{\kappa^{1 / 2}+1}\right)^{2}, \tag{2.6}
\end{equation*}
$$

where

$$
\kappa=\left(1+\theta+\sqrt{(1+\theta)^{2}-1}\right) \quad \text { and } \quad \theta=\frac{8 r t}{(q+s)^{2}-(r+t)^{2}} .
$$

The quantity $\kappa$ is closely related to the condition of the matrices $H$ and $v$.
Suppose $R_{y}<1<R_{x}$. The eigenvalues of $V$ are real while the eigenvalues of $H$ appear in complex conjugate pairs. Suppose the eigenvalues of $H$ and $V$ are contained in the regions

$$
\begin{array}{lll}
\mu & =q+i \xi, & \\
\nu & -r<\xi<r, \\
\nu+\eta, & & -t<\eta<t .
\end{array}
$$

The relationship between the spectrum of $G$ and the spectrum of $H$ and $V$ is given by the map

$$
\begin{equation*}
\lambda\left(\rho, \rho^{\prime} ; \xi, \eta\right)=\frac{\mu-\rho^{\prime}}{\mu+\rho} \frac{\nu-\rho}{\nu+\rho^{\prime}} . \tag{2.7}
\end{equation*}
$$

We would like to find $\rho, \rho^{\prime}$ to satisfy the minimax problem

$$
\begin{equation*}
\min _{\substack{\rho, \rho^{\prime}\\}}^{\max _{\substack{|\xi| \leq r \\|n| \leq t}}|\lambda|^{2} . . . . . ~ . ~} \tag{2.8}
\end{equation*}
$$

The Möbius transformation $\zeta=\left(\mu-\rho^{\prime}\right) /(\mu+\rho)$ maps the vertical line $\mu=q+i \xi$, $-\infty<\xi<\infty$, in the complex $\mu$-plane onto a circle centered at

$$
\begin{equation*}
c_{0}=\frac{q+\left(\rho-\rho^{\prime}\right) / 2}{q+\rho} \tag{2.9}
\end{equation*}
$$

and with radius

$$
\begin{equation*}
r_{0}=\frac{1}{2} \frac{\rho+\rho^{\prime}}{q+\rho} \tag{2.10}
\end{equation*}
$$

in the $\zeta$-plane (cf. Kober [9]). Moreover as $|\mu| \rightarrow \infty, \zeta \rightarrow 1$ (see Fig. 2.1). Note that
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we must have $\rho \neq-q$ or the radius is infinite. The portion of the circle with $-r<\xi<r$ is denoted by the heavier line. This arc is greater than a semicircle only if $\rho<r-q$.

The expression $\tau=(\nu-\rho) /\left(\nu+\rho^{\prime}\right)$ maps the line segment $\nu+s+i \eta,-t<\eta<t$, in the $\nu$-plane onto the real interval (see Fig. 2.2)

$$
\begin{equation*}
\left[\frac{s-t-\rho}{s-t+\rho}, \frac{s+t-\rho}{s+t+\rho^{\prime}}\right] \tag{2.11}
\end{equation*}
$$

in the $\tau$-plane. Note that we must have $\rho^{\prime}>-(s-t)$ or this interval will be infinite.
The region containing the spectrum of $G$ is the cross product of the arc in Fig. 2.1 and the interval in Fig. 2.2. By choosing various values of $\rho$ and $\rho^{\prime}$ many interesting shapes can be formed (see Fig. 2.3).

Let us rewrite $|\lambda|^{2}$ as

$$
\begin{equation*}
|\lambda|^{2}=\left(\frac{\left(q-\rho^{\prime}\right)^{2}+\xi^{2} r^{2}}{(q+\rho)^{2}+\xi^{2} r^{2}}\right)\left(\frac{s+\eta-\rho}{s+\eta+\rho^{\prime}}\right)^{2} . \tag{2.12}
\end{equation*}
$$

It can be shown by taking partial derivatives with respect to $\xi$ and $\eta$ that the point in the region with the largest modulus lies either on the midpoint or at the end of one of the bounding arcs (see Fig. 2.3). It is the end of the arc if the circle corresponding to Fig. 2.1 has radius less than 1, i.e. $c_{0}>0$. Notice that $c_{0}=0$ corresponds to

$$
\begin{equation*}
\rho^{\prime}=\rho+2 a . \tag{2.13}
\end{equation*}
$$

The bounding arc with largest modulus is determined by which end of the segment (2.11) has largest absolute value. The interval is perfectly centered when

$$
\begin{equation*}
\rho^{\prime}=\frac{s^{2}-t^{2}-s \rho}{\rho-s} \tag{2.14}
\end{equation*}
$$

The equations (2.13) and (2.14) divide the $\rho, \rho^{\prime}$ plane into four regions. The expression

$$
\max _{\substack{|\xi| \leq r \\ n \mid \leq t}}|\lambda|^{2}
$$

has a unique expression in each region. Application of elementary calculus in each region and along the boundaries of the regions yields the solution to the minimax problem (2.8). If $r^{2}+t^{2}<(q+s)^{2}$, then the solution lies along the curve (2.14) at the intersection with curve

$$
\begin{equation*}
(q+\rho)\left(q-\rho^{\prime}\right)+r^{2}=0 \tag{2.15}
\end{equation*}
$$

This yields

$$
\begin{align*}
& \rho=-q+\sqrt{\frac{\left((s+q)^{2}-\left(r^{2}+t^{2}\right)\right)^{2}}{4(s+q)^{2}}+r^{2}}+\frac{(s+q)^{2}-\left(r^{2}+t^{2}\right)}{2(s+q)} \\
& \rho^{\prime}=q+\sqrt{\frac{\left((s+q)^{2}-\left(r^{2}+t^{2}\right)\right)^{2}}{4(s+q)^{2}}+r^{2}}-\frac{(s+q)^{2}-\left(r^{2}+t^{2}\right)}{2(s+q)} \tag{2.16}
\end{align*}
$$

The curve (2.15) corresponds to the end of the arc in Fig. 2.1 having real part equal to zero. The curve (2.14) implies a symmetry around the imaginary axis. The spectrum of $G$ is contained in a lens shaped region (see Fig. 2.4). The spectral radius is the height along the imaginary axis and is given by

$$
\begin{equation*}
S(G)=\left(\frac{t}{\rho^{\prime}+s} \frac{r}{\rho+q}\right)^{1 / 2} \tag{2.17}
\end{equation*}
$$
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If $r^{2}+t^{2}>(s+q)^{2}$, then the solution is the intersection between the curves (2.13) and (2.14). We have

$$
\begin{equation*}
\rho=-q+\sqrt{(s+q)^{2}-t^{2}}, \quad \rho^{\prime}=q+\sqrt{(s+q)^{2}-t^{2}} \tag{2.18}
\end{equation*}
$$

and the spectral radius is

$$
\begin{equation*}
S(G)=\left[\frac{s+q}{t}\left(1-\sqrt{1-\left(\frac{t}{s+q}\right)^{2}}\right)\right]^{1 / 2}=\left(\frac{t}{\rho^{\prime}+s}\right)^{1 / 2} \tag{2.19}
\end{equation*}
$$

In this case the region is a circle centered at the origin.
Suppose we fix $R_{y}=0$ and let $R_{x}$ vary. Figure 2.5 shows the spectral radius of $G, S(G)$, with the optimal $\rho, \rho^{\prime}$ as a function of $R_{x}$. Notice that for $R_{x}=1$, that is, $r=0$ in (2.6) and (2.19), we have $S(G) \equiv 0$. However, $\lambda=0$ is an eigenvalue with nonlinear elementary divisors of high degree. This will be shown to be important later. Notice that for $r^{2}-t^{2}>(s+q)^{2}$, that is for $R_{x}$ large, $S(G)$ is independent of $R_{x}$ (see Fig. 2.5). Figure 2.6 shows the optimal values of $\rho$ and $\rho^{\prime}$ as functions of $R_{x}$.
3. Acceleration of the ADI splitting. Consider the operator $I-G$. Since $H$ and $V$ commute, a bit of algebra yields

$$
\begin{align*}
(I-G) & =\left(\rho+\rho^{\prime}\right)(\rho I+H)^{-1}\left(\rho^{\prime} I+V\right)^{-1}(H+V) \\
& =\left(\rho+\rho^{\prime}\right)(\rho I+H)^{-1}\left(\rho^{\prime} I+V\right)^{-1} M_{h} . \tag{3.1}
\end{align*}
$$
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We see that ADI as a preconditioning can be organized much as can other preconditionings such as SSOR [1], SIC [14], and MIC [7].

The ADI splitting can be accelerated by a Chebyshev iteration as described in (1.8). The parameters $\alpha_{n}, \beta_{n}$ are functions of two parameters $d, e$ which are determined by the eigenvalues of the operator $I-G$ (cf. Manteuffel [14]). If the optimal $\rho$ and $\rho^{\prime}$ for ADI iteration alone have been chosen, the spectrum of $G$, and thus $I-G$, can be calculated. Optimum $d$ and $e$ for this spectrum can be calculated as described in Manteuffel [15]. However, since it is the convergence of the total iteration (ADI accelerated by a Chebyshev iteration) that is of interest, we must consider choosing the four parameters $\rho, \rho^{\prime}, d$ and $r$ simultaneously. After some analysis to reduce the possible range of $\rho, \rho^{\prime}$, an optimization routine can be used to calculate the fourparameter optimum.

If $R_{y}<1, R_{x}<1$, that is, if $H$ and $V$ have real spectra, then the four-parameter optimal yields the same $\rho, \rho^{\prime}$ as in the ADI analysis. The optimal $d, e$ are

$$
\begin{equation*}
d=1.0, \quad e=\left(\frac{\kappa^{1 / 2}-1}{\kappa^{1 / 2}+1}\right)^{2} \tag{3.2}
\end{equation*}
$$

and the convergence factor, the asymptotic factor of error reduction per step, is given
by

$$
\mathrm{cf}=\frac{\left(\kappa^{1 / 2}+\kappa^{-1 / 2}\right)^{1 / 2}-2^{1 / 2}}{\left(\kappa^{1 / 2}+\kappa^{-1 / 2}\right)^{1 / 2}+2^{1 / 2}}
$$

Notice that for $\kappa \sim 1$, cf $\sim \frac{1}{2} S(G)$. For large $\kappa$, the number of iterations required to reduce the error by a factor of $10^{-N}$ is approximately $(N / 4) \kappa^{1 / 2}$ for ADI alone, but is approximately $(N / 2) \kappa^{1 / 4}$ for the combined iteration.

If $R_{y}<1<R_{x}$, then the four-parameter optimum yields $\rho, \rho^{\prime}$ that are not the same as those found for ADI alone. The spectrum of $G$ for optimal ADI is shown in Fig. 2.4 to be a lens shape which becomes a circle as $R_{x}$ increases. The spectrum of $G$ produced by using the $\rho, \rho^{\prime}$ from the four-parameter optimum is shown in Fig. 3.1. Here as in Fig. 2.4 we have $R_{x}=1.4, \boldsymbol{R}_{y}=0$ and $\beta=0$. Notice that the ends are slightly crossed.
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The four-parameter optimal values for $\rho, \rho^{\prime}$ differ very little from the ADI optimal $\rho, \rho^{\prime}$ for the class of problems of interest here. Using the ADI optimal $\rho, \rho^{\prime}$ and then choosing the optimal $d, e$ for these values gives a convergence factor that is slightly larger for $R_{x}$ in the region of interest, that is, $0<R_{x}<2$. Figure 3.2 shows the convergence factor of the combined iteration and the spectral radius of ADI as a function of $R_{x}$. Here $R_{y}=0$. Near $R_{x}=1$, cf $\sim \frac{1}{2} S(G)$. For large $R_{x}$, say $R_{x}=3$, $c f \sim S(G)$.
4. ADI/Gauss-Seidel splitting. The ADI splitting can be made more implicit by further splitting $H$ and $V$. Let us divide $H$ and $V$ into lower triangular, upper triangular and diagonal parts,

$$
H=L+D+U, \quad V=L^{\prime}+D^{\prime}+U^{\prime}
$$

As in (2.2) we may write

$$
\begin{align*}
& \left(\rho I+H+L^{\prime}\right) v^{(i+1 / 2)}=\left[\rho I-\left(D^{\prime}+U^{\prime}\right)\right] v^{(i)}+g \\
& \left(\rho^{\prime} I+V+L\right) v^{(i+1)}=\left[\rho^{\prime} I-(D+U)\right] v^{(i+1 / 2)}+g . \tag{4.1}
\end{align*}
$$
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Now we have

$$
\begin{equation*}
G=\left(\rho^{\prime} I+V+L\right)^{-1}\left[\rho^{\prime} I-(D+U)\right]\left(\rho I+H+L^{\prime}\right)^{-1}\left[\rho I-\left(D^{\prime}+U^{\prime}\right)\right] \tag{4.2}
\end{equation*}
$$

This splitting is very much like an alternating block SOR. Unfortunately, the terms do not commute, even for constant coefficients. Thus, the spectral properties of $G$ defy analysis. Notice, however, that for $R_{x}=1.0$ we have $U \equiv 0$ (see (2.5)). Since $D=2 I$, we may set $\rho^{\prime}=2$ and then we have $G \equiv 0$. For $R_{x}$ in the neighborhood of $1, G$ is nearly zero. Now for ADI and $R_{x}=1$ the spectral radius, $S(G)$, is zero, but $G \neq 0$. There is a high degree of nilpotency. This is reflected in tests that show that ADI requires one less iteration than the dimension of $H$ to converge, whereas ADI/GS yields the exact solution in one iteration. The implicit $L$ resolves the nilpotency of $G$. Figure 4.1 shows the number of iterations required to reduce the initial error by a factor of $10^{-10}$ for various values of $\boldsymbol{R}_{x}$ near 1.0 with $\boldsymbol{R}_{y}=0$.

Since it is the second half of (4.1) that has nice properties $(U \equiv 0)$ for $R_{x}$ near 1 and $\boldsymbol{R}_{y}=0$, one might consider making only the second step implicit. In Fig. 4.1, the middle curve shows the results of applying ADI on the first half of (4.1) and ADI/GS on the second half. As expected, the iteration is only slightly slower.

This splitting may also be accelerated by a Chebyshev iteration. It was found experimentally that using the parameters computed for the ADI/Cheb iteration worked well for the ADI/GS/Cheb iteration.
5. Numerical results with variable coefficients. In this section, we apply our algorithm to the solution of the convection-diffusion equation with a variable coefficient
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$a(x, y)$ under the condition that

$$
b(x, y)=c(x, y)=f(x, y)=0 .
$$

We consider two examples:
Case I.

$$
a(x, y)=\delta y^{n}, \quad 0<n<1 .
$$

Case II.

$$
a(x, y)=\delta y(1-y),
$$

on a unit square.
The boundary conditions along $y=0, x=0$, and $x=1$ are given by

$$
u(x, 0)=0, \quad u(0, y)=1 \quad \text { and } \quad u_{x}(1, y)=0 .
$$

Along the top boundary $y=1$, we have for Case I

$$
\begin{equation*}
u(x, 1)=1 \tag{5.1}
\end{equation*}
$$

and for Case II

$$
\begin{equation*}
u(x, 1)=0 . \tag{5.2}
\end{equation*}
$$

The solution for Case I with boundary condition (5.1) has a developing parabolic boundary layer along $y=0$ and is, otherwise, nearly equal to unity. Lines parallel to the $x$-axis are characteristic curves.

The solution for Case II with boundary condition (5.2) has developing parabolic boundary layers along boundaries $y=0$ and $y=1$. The boundary layers can merge if the boundary layer development distance is sufficiently short. The characteristic curves of the reduced equations are once again lines parallel to the $x$-axis. Note that in both Cases I and II, an exponential boundary will form at $x=1$ if a Dirichlet boundary condition is imposed there.

The numerical calculations use second order difference approximations to the partial derivatives to develop the discrete analogues $M_{h}$ and $N_{h}$ on a $32 \times 32$ grid with
equal mesh widths. The dominant part of the splitting, $\boldsymbol{M}_{h}$, uses an average coefficient $\bar{a}$ :

$$
\bar{a}=\frac{\int_{D} a d \Omega}{\int_{D} d \Omega} .
$$

We have for Case I

$$
\bar{a}=\frac{\delta}{1+n}
$$

and for Case II

$$
\bar{a}=\frac{\delta}{6} .
$$

It is clearly seen for $a(x, y)=\delta y^{n}$ that as $n$ decreases toward 0 the region on which $\bar{a}$ is close to $a(x, y)$ increases. Therefore, we expect our matrix splitting to be more effective as $n$ decreases. The computations are terminated when

$$
\frac{\left\|r^{(n)}\right\|_{2}}{\left\|r^{(0)}\right\|_{2}}<10^{-10}
$$

where $r^{(n)}=g-A_{h} v^{(n)}$ is the residual vector.
We perform our computations with

$$
.80<R_{x}=\frac{\bar{a} h}{2 \varepsilon}<1.20
$$

The parameter $\bar{a} h / 2 \varepsilon$ is the half-grid Reynolds number and measures the relative importance of the convective to the diffusive effects. For this range of $\boldsymbol{R}_{x}$ the numerical solution would be reasonably accurate and yet efficient with $\varepsilon$ small if a nonoutflow boundary condition were imposed at the exit boundary (see Hedstrom and Osterheld [8]). For a developing parabolic boundary layer solution for which the outflow boundary condition is prescribed, Hedstrom and Osterheld find that the numerical solution is well approximated by the following modified equation:

$$
\bar{a} u_{x}=\varepsilon u_{y y}+\varepsilon\left(1+\frac{R_{x}^{2}}{3}\right) u_{x x} .
$$

In the parabolic boundary layer region, we have

$$
\varepsilon u_{y y}=O(1), \quad u_{x}=O(1) \quad \text { and } \quad u_{x x}=O(1)
$$

It follows that the numerical solution is accurate even for sufficiently large half-grid Reynolds number. Hedstrom and Osterheld find that small discernible differences between the exact and the numerical solution occur for $R_{x}=20$.

In all of the calculations, one ADI/GS/Cheb inner iteration per outer iteration is used. This is suggested by numerical experiments using more than one ADI/GS/Cheb iteration per outer iteration. For example, it is found that a $10-15 \%$ increase in convergence rate is obtained with three inner iterations per outer iteration. However, the relative cost of an inner iteration negates the increase in speed of the outer iteration.

To assess the effectiveness of splitting $A(u)$ into a dominant part involving the average of the coefficient and a subdominant part involving the deviation from the average of the coefficient, we plot in Figs. 5.1-5.3 the convex hull of the approximate
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spectrum of $A_{n}$ and $M^{-1} A_{n}$ as computed by the TCHEB program (cf. Manteuffel [15]) for $a(x, y)=\delta y^{1 / 7}, a(x, y)=\delta y$, and $a(x, y)=\delta y(1-y)$ and for values of $R_{x}$ near 1. In each case, the convex hull of the approximate spectrum using $M_{h}$ as a preconditioning is close to 1.0 . This implies that the operator $M_{h}^{-1} A_{h}$ provides a "good" approximation to the identity operator.

This preconditioning is most effective when $a(x, y)$ can be closely approximated by a constant. In Fig. 5.4 the number of iterations required for convergence is plotted for values of $R_{x}$ for the three choices of $a(x, y)$ listed above. The results confirm our expectations that the better $\bar{a}$ approximates $a$, the more rapid the convergence rate is.


Fig. 5.4

To compare with other presently used methods of preconditioning, we plot in Figs. 5.5 and 5.6 the convergence rate in numbers of Chebyshev iterations versus $R_{x}$ for the SIC, SSOR and MIC methods. Each of these preconditionings has comparable work requirements. It is seen that ADI preconditioning is most effective for $a(x, y)=$ $\delta y^{1 / 7}$ and becomes less effective as the exponent increases. Common to all of these


Fig. 5.5


Fig. 5.6
preconditioning methods is the retention of the directional property of the solution by incorporating the skew-symmetric part into the preconditioning matrix.
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# A METHOD FOR CONSTRUCTING LOCAL MONOTONE PIECEWISE CUBIC INTERPOLANTS* 
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#### Abstract

A method is described for producing monotone piecewise cubic interpolants to monotone data which is completely local and which is extremely simple to implement.
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In [4] Fritsch and Carlson gave necessary and sufficient conditions for a piecewise cubic interpolant to monotone data to be monotonic. The algorithm which they proposed for computing such an interpolant suffers from three defects: (1) it requires two passes over the data; (2) the result is dependent upon the order in which the data are processed; and (3) it is potentially nonlocal (i.e., a correction introduced in the first interval might ripple through the entire interpolant).

The purpose of this note is to acquaint the mathematical community with a technique proposed by Butland [2] for obtaining monotone piecewise cubic interpolants which avoids all of these problems. Before we describe Butland's method, we recall some notation from [4]. Let $x_{1}<x_{2}<\cdots<x_{n}(n>2)$ and let $f_{i}=f\left(x_{i}\right) i=1, \cdots, n$ be the values of a monotone function at these points. Let $p(x)$ be a piecewise cubic function such that $p\left(x_{i}\right)=f_{i}$ and $p^{\prime}\left(x_{i}\right)=d_{i}, i=1, \cdots, n$. Let $\Delta_{i}=\left(f_{i+1}-f_{i}\right) /\left(x_{i+1}-\right.$ $x_{i}$ ), $i=1, \cdots, n-1$.

A piecewise cubic interpolation scheme is a method for selecting the values of the derivatives $d_{i}$. Butland's idea is to construct a function $G$ such that

$$
\begin{equation*}
d_{i}=G\left(\Delta_{i-1}, \Delta_{i}\right), \quad i=2, \cdots, n-1, \tag{1}
\end{equation*}
$$

and $p(x)$ is monotonic. Since $d_{i}$ depends only on neighboring slopes, a method based on formula (1) is necessarily one-pass and local. If $G$ is a symmetric function of its arguments, the result will also be independent of the direction of processing, as desired.

Sufficient conditions for an acceptable $G$-function are given in [2], where Butland observes that the harmonic mean

$$
G_{H}\left(S_{1}, S_{2}\right)= \begin{cases}\frac{2 S_{1} S_{2}}{S_{1}+S_{2}} & \text { if } S_{1} S_{2}>0  \tag{2}\\ 0 & \text { otherwise }\end{cases}
$$

satisfies all of these conditions. Unfortunately, formula (2) tends to produce interpolants that are "too flat", because the values $\left(\alpha_{i}, \beta_{i}\right)=\left(d_{i} / \Delta_{i}, d_{i+1} / \Delta_{i}\right)$ are restricted to the small square $[0,2] \times[0,2]$, contained in the monotonicity region. We have experimented with various $G$-functions that fill out the square ${ }^{1}[0,3] \times[0,3]$ more completely, thus producing more "reasonable" curves. One such family of functions

[^32]is described in [3], where the recommended formula is
\[

G_{3}\left(S_{1}, S_{2}\right)= $$
\begin{cases}0 & \text { if } S_{1} S_{2} \leqq 0  \tag{3}\\ \operatorname{sign}\left(S_{1}\right) \frac{3\left|S_{1}\right|\left|S_{2}\right|}{\left|S_{1}\right|+2\left|S_{2}\right|} & \text { if }\left|S_{2}\right| \leqq\left|S_{1}\right|, \\ G\left(S_{2}, S_{1}\right) & \text { otherwise }\end{cases}
$$
\]

One negative aspect of (1) is that it gives the same value for $d_{i}$ regardless of the relative spacing of the surrounding $x$-values. One way to remedy this is to replace (1) with

$$
\begin{equation*}
d_{i}=G\left(\Delta_{i-1}, \Delta_{i}, h_{i-1}, h_{i}\right), \quad i=1, \cdots, n-1 \tag{4}
\end{equation*}
$$

where $h_{j}=x_{j+1}-x_{j}, j=1, \cdots, n-1$. The conditions for an acceptable $G$-function now are that, for all $S_{1}, S_{2}$, and all positive $h_{1}$ and $h_{2}$ :
A.

$$
G\left(S_{2}, S_{1}, h_{2}, h_{1}\right)=G\left(S_{1}, S_{2}, h_{1}, h_{2}\right) .
$$

[This makes the formula independent of the order of the data points.]
B. $\quad \min \left(S_{1}, S_{2}\right) \leqq G\left(S_{1}, S_{2}, h_{1}, h_{2}\right) \leqq \max \left(S_{1}, S_{2}\right)$.
[Thus the slope of the curve lies between the slopes of the two adjacent data segments. While not necessary for monotonicity, this condition seems intuitively reasonable.]
C.

$$
G\left(S_{1}, S_{2}, h_{1}, h_{2}\right)=0 \text { if } S_{1} S_{2} \leqq 0
$$

[For $S_{1} S_{2}=0$, this is a necessary condition for monotonicity. For $S_{1} S_{2}<0$, this implies that the curve stays within the limits of the data.]
D.

$$
\left|G\left(S_{1}, S_{2}, h_{1}, h_{2}\right)\right| \leqq \min \left(3\left|S_{1}\right|, 3\left|S_{2}\right|\right) .
$$

[This insures that $\left(\alpha_{i}, \beta_{i}\right)=\left(d_{i} / \Delta_{i}, d_{i+1} / \Delta_{i}\right)$ lies inside the square $[0,3] \times[0,3]$.]
When coupled with appropriate boundary conditions, (4) with any acceptable $G$ function gives a monotone piecewise cubic interpolant to the given data which has all the properties we desire.

In the discussion of [1], Brodlie proposed a formula which can be written in the form of (4) with

$$
G\left(S_{1}, S_{2}, h_{1}, h_{2}\right)= \begin{cases}\frac{S_{1} S_{2}}{\alpha S_{2}+(1-\alpha) S_{1}} & \text { if } S_{1} S_{2}>0  \tag{5}\\ 0 & \text { otherwise }\end{cases}
$$

where

$$
\alpha=\frac{1}{3}\left(1+\frac{h_{2}}{h_{1}+h_{2}}\right)=\frac{h_{1}+2 h_{2}}{3\left(h_{1}+h_{2}\right)} .
$$

We observe that this $G$-function satisfies conditions A-D and it reduces to (2) when $h_{1}=h_{2}$.

Much experimentation indicates that (4) and (5), when coupled with the boundary conditions in either [2] or [4], generally produce interpolants that are at least as
"visually pleasing" as (1) and (3). Furthermore, it can be shown that for uniformly spaced data (5) gives an $O\left(h^{2}\right)$ approximation to $f^{\prime}\left(x_{i}\right)$, whereas (3) is only $O(h)$.

In Figs. 1-4, we exhibit the curves produced by the four methods discussed here when applied to the data set Akima 3 of [4]. We conclude that the technique described


Fig. 1. Result from the algorithm proposed in [4] when applied to the Akima 3 data. (This and all following examples used boundary derivatives computed by the standard noncentral three-point formula.)


FIG. 2. Result of applying formulas (1) and (2) to the Akima 3 data.


Fig. 3. Result of applying formulas (1) and (3) to the Akima 3 data .


Fig. 4. Result of applying formulas (4) and (5) to the Akima 3 data.
here leads to a method for computing monotone piecewise cubic interpolants which is simple, symmetrical, and completely local. We remark that the method also produces reasonable results when applied to piecewise monotone data. Software implementing this algorithm may be obtained by writing to the first author.
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#### Abstract

A finite difference scheme is developed for constructing quasiconformal mappings for arbitrary simply and doubly-connected regions of the plane. Computational grids are then generated to reduce elliptic equations to canonical form. Examples of conformal mappings on two-dimensional surfaces are also included.


Key words. quasiconformal mapping, grid generation, elliptic equation

1. Introduction. The motivation for constructing quasiconformal mappings lies in their application to the generation of curvilinear coordinate systems for twodimensional regions. Quasiconformal mappings may be used to reduce any second order linear elliptic partial differential equation to canonical form (i.e., the principal part of the differential operator reduces to the Laplacian). Consequently, if one is solving an elliptic boundary value problem, an appropriate quasiconformal mapping could be used simultaneously to fit the boundary contours with coordinate lines and simplify the original partial differential equation. The equation, in canonical form, could possibly be solved more efficiently or by methods which would not be applicable to the original equation in cartesian coordinates. A related application is in the construction of conformal mappings on two-dimensional surfaces.

Quasiconformal mappings have been studied extensively by complex analysts and even generalized to higher dimensions. However, very little work has been done on the numerical construction of quasiconformal mappings. Of the methods which have been proposed, that of Belinskii et al. [2] uses a fixed boundary correspondence which determines the mapping parameters, and the method of Mastin and Thompson [4] would be difficult to implement on arbitrary regions. A finite element version of the latter method developed by Weisel [9] appears promising. However, the class of mappings and the type of regions presented in the examples are very limited. In recent years a finite-difference method for constructing conformal mappings developed by Allen [1] has been used by Mobley and Stewart [5], Pope [6], and Yen and Lee [8] in the construction of orthogonal coordinate systems. Although all of these authors use essentially the same numerical method, there are differences in the way the boundary values and the conformal module of the region are computed. This method is not as accurate or efficient as other conformal mapping methods using integral equations or series expansions, but it does have the advantage of simplicity since the module of the region, the boundary correspondence, and the interior grid points are determined in a single iterative procedure. Modeling this conformal mapping procedure, it will be shown how quasiconformal mappings can be constructed and applied to the reduction of elliptic equations to canonical form and the construction of conformal mappings on surfaces. Except for the method of Godunov and Prokopov [3], this appears to be the only conformal mapping method which can be easily adapted to handle the problem of constructing quasiconformal mappings.

[^33]2. Boundary value problem for quasiconformal mappings. Let $D$ be a bounded simply-connected region in the $x y$-plane whose boundary $C$ is a simple closed contour. Let $z_{1}, z_{2}, z_{3}$ and $z_{4}$ be distinct boundary points ordered by the orientation on $C$. There exists a unique quasiconformal mapping of $D$ onto the interior of a rectangle such that the points $z_{i}$ map to the vertices which are also ordered by the orientation of the rectangle. The ratio of the length to the width of the rectangle is a quasiconformal invariant called the module of $D$ and will be denoted by $m$. The quasiconformal mapping of the region $D$ onto a rectangular region can be obtained by constructing the mapping of $D$ onto a square region $S$ which satisfies the linear system
\[

$$
\begin{align*}
& \xi_{x}=m\left(c \eta_{y}+b \eta_{x}\right),  \tag{1}\\
& \xi_{y}=-m\left(a \eta_{x}+b \eta_{y}\right),
\end{align*}
$$
\]

where $a c-b^{2}=1$. On setting $(\mu, \nu)=(\xi, m \eta)$, it is obvious that $\mu$ and $\nu$, as functions of $x$ and $y$, satisfy the Beltrami system, and hence we arrive at the desired quasiconformal mapping (see [4] for further details).

It is easily shown that $x$ and $y$, as functions of $\xi$ and $\eta$, satisfy

$$
\begin{align*}
& \alpha x_{\xi \xi}-2 \beta x_{\xi \eta}+\gamma x_{\eta \eta}=J^{2}\left(a_{x}+b_{y}\right), \\
& \alpha y_{\xi \xi}-2 \beta y_{\xi \eta}+\gamma y_{\eta \eta}=J^{2}\left(b_{x}+c_{y}\right), \tag{2}
\end{align*}
$$

where

$$
\begin{aligned}
\alpha & =a y_{\eta}^{2}-2 b x_{\eta} y_{\eta}+c x_{\eta}^{2}, \\
\beta & =a y_{\xi} y_{\eta}-b\left(x_{\xi} y_{\eta}+x_{\eta} y_{\xi}\right)+c x_{\xi} x_{\eta}, \\
\gamma & =a y_{\xi}^{2}-2 b x_{\xi} y_{\xi}+c x_{\xi}^{2}, \\
J & =x_{\xi} y_{\eta}-x_{\eta} y_{\xi} .
\end{aligned}
$$

At each boundary point of $D$, one of the functions, $\xi$ or $\eta$, is constant while the other satisfies an oblique derivative condition. This implies that the condition $\beta=0$ must be satisfied by $x$ and $y$ at each boundary point of $S$ (except for vertices). Note that in the solution of (1) we would have $\beta=0$ throughout $S$. Thus the computed value of $\beta$ can serve as a test of the accuracy of our solution. It also follows from (1) that $m=\sqrt{\alpha / \gamma}$. Therefore, the equations (2) can be written as

$$
\begin{align*}
& m^{2} x_{\xi \xi}+x_{\eta \eta}=m J\left(a_{x}+b_{y}\right), \\
& m^{2} y_{\xi \xi}+y_{\eta \eta}=m J\left(b_{x}+c_{y}\right) . \tag{3}
\end{align*}
$$

The same procedure is used for doubly-connected regions with a periodicity condition applied on two opposite sides of $S$.

The system (2) or (3) may be solved using an iterative procedure with (i) the right-hand sides of the equations, (ii) the boundary values of $x$ and $y$, and (iii) either $\alpha, \beta, \gamma$, or an approximation of $m$, re-evaluated at each iteration. As in the previously discussed conformal mapping methods, both (2) and (3) have performed equally well in numerical examples.
3. Reduction of elliptic equations to canonical form. The application of quasiconformal mappings in the solution of elliptic equations is well known. An elliptic equation of the form

$$
a u_{x x}+2 b u_{x y}+c u_{y y}=f\left(u, u_{x}, u_{y}\right), \quad a c-b^{2}=1
$$

transforms to an equation of the form

$$
m^{2} u_{\xi \xi}+u_{\eta \eta}=g\left(u, u_{\xi}, u_{\eta}\right)
$$

under the transformation defined by (1). This transformation will make the solution of many problems much easier. For example, if $a, b$, and $c$ are constants and $f=0$, then it can be shown that $g=0$ and we need only solve $m^{2} u_{\xi \xi}+u_{\eta \eta}=0$ on a square region. This is efficiently done by separation of variables or a direct numerical method. Computational grids for solving this problem on a simply and doubly-connected region are given in Fig. 1.


Fig. 1. Quasiconformal grids for simply and doubly-connected regions. $a=1, b=\frac{1}{2}, c=\frac{5}{4}$.
The practicality of using quasiconformal mappings in solving elliptic equations will be further examined in the following example. The function $u=\cos (x-y)$ is a solution of the partial differential equation

$$
\begin{equation*}
u_{x x}+u_{x y}+u_{y y}+\cos (x-y)=0 . \tag{4}
\end{equation*}
$$

We will solve this equation numerically for $0 \leqq x, y \leqq \pi$ with Dirichlet boundary conditions prescribed by the known solution. In terms of curvilinear coordinates, this equation can also be written as

$$
\begin{equation*}
m^{2} u_{\xi \xi}+u_{\eta \eta}+\frac{2 J m}{\sqrt{3}} \cos (x-y)=0 \tag{5}
\end{equation*}
$$

The quasiconformal grid for solving (5) is illustrated in Fig. 2. For the purpose of assessing the influence of the error in the iterative solution of (2) on the error in the solution of (5), the iteration was stopped occasionally and the solution of (5) was computed. A comparison of a normalized value of $\beta$ with the error in the solution of (5) is plotted in Fig. 3. Note that $\beta$ has been normalized so that for the construction


FIG. 2. Quasiconformal grid for the solution of elliptic equation. $a=c=2 / \sqrt{3}, b=1 / \sqrt{3}$.


Fig. 3. Effect of error in the quasiconformal mapping on error in the solution of the partial differential equation.
of conformal mappings ( $a=c=1, b=0$ ), the values along the abscissa would represent the degree of nonorthogonality. Equation (4) was also solved on a uniform rectangular mesh with the same number of grid points. The error in this solution serves as an approximation of the discretization error which would result in solving (5) with the exact quasiconformal mapping. It also serves as a test of our method against the traditional method for solving (4). Fig. 3 indicates a nearly linear relation between the plotted variables. This is to be expected since the major part of the truncation error for larger $\beta$, is due to the omission of the mixed derivative term, which is a linear function of $\beta$.

A few remarks concerning the numerical solution of (2) and (5) will be made. The system (2) was solved using point SOR in the same way one would construct a conformal mapping (see [5]). For the condition $\beta=0$ on the boundary, a form of one-side "upwind" differencing was necessary to maintain convergence for the value of $b=1 / \sqrt{3}$ in this example. The elliptic equation (5) was solved using a direct elliptic solver (see [7]). After 35 iterations of (2) the maximum error in the solution of (5) was within $125 \%$ of what we estimated to be the maximum discretization error. At this point the value of $|\boldsymbol{\beta}|$ was still decreasing, but at a very slow rate. The exact value for $m$ in this example is 1 due to symmetry. The computed estimate, which was the root-mean-square value of $\sqrt{\alpha / \gamma}$, was 1.00006 after 35 iterations.

This example does not illustrate an efficient use of quasiconformal mappings. The method would be very efficient when one had to solve an elliptic equation with many different boundary conditions or inhomogeneous terms. In that case the quasiconformal mapping would only have to be constructed once.
4. Conformal mapping on surfaces. A second area of application of quasiconformal mappings is in the construction of conformal (isothermal) coordinates on a surface.

Let $M$ be a smooth bounded surface in $x y z$-space which is defined by the parametric equations

$$
x=x(\phi, \theta), \quad y=y(\phi, \theta), \quad z=z(\phi, \theta) .
$$

The parameter region in the $\phi \theta$-plane may be an arbitrarily shaped simply or doublyconnected region but it is assumed that the boundary is composed of simple closed contours and the mapping from the parameter region to the surface has a nonvanishing Jacobian.

A conformal mapping of $M$ onto a rectangular region can be constructed by constructing a mapping from a square region of the $\xi \eta$-plane onto $M$ which satisfies

$$
P_{\xi} \cdot P_{\eta}=0 \quad \text { and } \quad m\left|P_{\xi}\right|=\left|P_{\eta}\right|,
$$

where $P=(x, y, z)$ and $m$ is the module of the surface $M$. If these equations are written in terms of the parametric variables $\phi$ and $\theta$, we conclude that $\phi$ and $\theta$ satisfy

$$
m \theta_{\xi}=b \theta_{\eta}-c \phi_{\eta}, \quad m \phi_{\xi}=a \theta_{\eta}-b \phi_{\eta},
$$

where

$$
\begin{array}{ll}
a=\frac{\left|P_{\theta}\right|^{2}}{d}, & b=\frac{P_{\phi} \cdot P_{\theta}}{d}, \\
c=\frac{\left|P_{\phi}\right|^{2}}{d}, & d=\left|P_{\phi} \times P_{\theta}\right| .
\end{array}
$$

However, this is equivalent to (1) with $(x, y)$ replaced by $(\phi, \theta)$. In this case the quantity which corresponds to $\beta / \sqrt{\alpha \gamma}$ would be the cosine of the angle between a $\xi=$ constant and a $\eta=$ constant coordinate line on the surface $M$.

Conformal grids have been constructed for several simply-connected surfaces. Three surfaces are listed below. In the first two cases, the parametric region was the projection of the surface onto the $x y$-plane.
(i) paraboloid: $z=1-x^{2}-y^{2}, x^{2}+y^{2} \leqq 1$;
(ii) bicubic: $z=x^{2} y^{3},-1 \leqq x, y \leqq 1$;
(iii) torus: $x=(2+\sin \phi) \cos \theta$,

$$
\begin{aligned}
& y=1-(2 \phi / \pi)^{2}, \\
& z=(2+\sin \phi) \sin \theta,-\pi / 2 \leqq \phi \leqq \pi / 2,0 \leqq \theta \leqq \pi .
\end{aligned}
$$

The plots of these surfaces appear in Fig. 4. It is difficult to visualize the orthogonality from the plots, but the departure from orthogonality was less than one degree except near vertices on the boundary where the orthogonality condition was not imposed.

The advantages of conformal coordinates are well known. Problems involving heat conduction, ideal fluid flow, and electric fields can be solved as easily on the surface as they can on a rectangular region in the cartesian plane.
5. Conclusions and discussion. A finite difference method, which has been widely used for the construction of conformal mappings, has been generalized to construct quasiconformal mappings. This development will increase the class of problems which can be solved using the currently available fast elliptic solvers developed by Swarztrauber and Sweet [7]. Even when iterative methods are required, the absence of a mixed derivative and a rectangular region both would tend to give faster convergence especially when optimal iteration parameters are known.

We will conclude this report with an open problem. It is known that if $a=c=1$ and $b=0$, then the solution of (2) which satisfies $\beta=0$ on the boundary of the square


Fig. 4. Conformal grids on subsets of a paraboloid, torus, and bicubic surface.
$S$ will also satisfy the system (1), and hence determines a conformal mapping. This follows directly once it is noted that the quotient

$$
\frac{\eta_{y}+i \eta_{x}}{\xi_{y}+i \xi_{x}}
$$

is an analytic function. Here it has been assumed, and numerical results tend to verify, that the same result holds for arbitrary quasiconformal mappings. However, no proof has been found.
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#### Abstract

A new technique for estimating the $l_{1}$ condition number of a matrix is developed and compared to an earlier scheme.


Key word. condition number

1. Introduction. Given an $n \times n$ matrix $A$ and a vector $\mathbf{b} \in R^{n}$, the condition number measures the sensitivity of $\mathbf{x}=A^{-1} \mathbf{b}$ to changes in $A$ or $\mathbf{b}$. If $\mathbf{x}+\delta \mathbf{x}$ satisfies

$$
A(\mathbf{x}+\delta \mathbf{x})=\mathbf{b}+\delta \mathbf{b},
$$

then it is well known [6, p. 285] that

$$
\frac{\|\delta \mathbf{x}\|}{\|\mathbf{x}\|} \leqq\|A\|\left\|A^{-1}\right\| \frac{\|\delta \mathbf{b}\|}{\|\mathbf{b}\|}
$$

where $\|\cdot\|$ denotes both a vector norm and the corresponding matrix norm defined by

$$
\begin{equation*}
\|A\|=\max \{\|A z\|:\|\mathbf{z}\|=1\} . \tag{1}
\end{equation*}
$$

The parameter $\kappa=\|A\|\left\|A^{-1}\right\|$ is called the condition number. Similarly, if $\mathbf{x}+\delta \mathbf{x}$ satisfies

$$
(A+\delta A)(\mathbf{x}+\delta \mathbf{x})=\mathbf{b},
$$

we have [6, p. 285]:

$$
\frac{\|\delta \mathbf{x}\|}{\|\mathbf{x}+\delta \mathbf{x}\|} \leqq \kappa \frac{\|\delta A\|}{\|A\|} .
$$

In practice, the most common norms are the $l_{1}, l_{2}$, and $l_{\infty}$ norms given by

$$
\|\mathbf{x}\|_{1}=\sum_{i=1}^{n}\left|x_{i}\right|, \quad\|\mathbf{x}\|_{2}=\left(\sum_{i=1}^{n} x_{i}^{2}\right)^{1 / 2}, \quad\|\mathbf{x}\|_{\infty}=\max \left\{\left|x_{1}\right|,\left|x_{2}\right|, \cdots,\left|x_{n}\right|\right\} .
$$

It is well known [5, p. 21-22] that the corresponding matrix norms (1) can be expressed as follows:

$$
\|A\|_{1}=\max _{j} \sum_{i=1}^{n}\left|a_{i j}\right|, \quad\|A\|_{2}=\rho\left(A^{T} A\right), \quad\|A\|_{\infty}=\max _{i} \sum_{j=1}^{n}\left|a_{i j}\right|,
$$

where $a_{i j}$ is the element in row $i$ and column $j$ or $A,{ }^{T}$ denotes transpose, and $\rho$ is the spectral radius. Both $\|A\|_{2}$ and $\left\|A^{-1}\right\|_{2}$ can be estimated by the power method [7, Chapter 9] while $\|A\|_{1}$ and $\|A\|_{\infty}$ can be evaluated explicitly. We focus on the problem of determining $\left\|A^{-1}\right\|_{1}$ and $\left\|A^{-1}\right\|_{\infty}$. Of course, this problem is trivial when $A^{-1}$ is known. But since $A^{-1}$ is rarely needed in scientific computations and the cost of inverting a matrix is often 3 or more times the cost of factoring a matrix, it is important to estimate $\left\|A^{-1}\right\|_{1}$ from $A$ 's factors, not from the inverse. Also note that any scheme for computing the $l_{1}$ norm of $A^{-1}$ can be used to evaluate the $l_{\infty}$ norm since $\left\|A^{-1}\right\|_{\infty}=\left\|A^{-T}\right\|_{1}$.

[^34]Cline, Moler, Stewart and Wilkinson [1] give a strategy for estimating $\left\|A^{-1}\right\|$ that involves solving two systems:

$$
A^{\mathrm{T}} \mathbf{x}=\mathbf{b}, \quad A \mathbf{y}=\mathbf{x}
$$

where $\mathbf{b}$ is chosen during the substitution process to "enhance" the growth of $\mathbf{x}$. Their estimate is

$$
\left\|A^{-1}\right\|_{1} \sim\|\mathbf{y}\|_{1} /\|\mathbf{x}\|_{1} .
$$

This scheme is incorporated in LINPACK [2], a collection of programs for solving linear systems. To study reliability, O'Leary [4] computed the average ratio

$$
r=\frac{\text { estimated }\left\|A^{-1}\right\|_{1}}{\text { actual }\left\|A^{-1}\right\|_{1}}
$$

for 100 matrices of dimensions ranging from 5 to 50 where the $a_{i j}$ were taken from a uniform distribution on $[-1,1]$. Obviously, $r \leqq 1$ and $r=1$ if and only if the estimate is perfect. Column 2 of Table 1 is extracted from [4, Table 1]. O'Leary points out that for negligible cost, the strategy [1] can be improved slightly.

TAble 1

| $n$ | Average $r$ | Average $s$ |
| ---: | :---: | :---: |
| 5 | .69 | .61 |
| 10 | .60 | .55 |
| 20 | .52 | .42 |
| 40 | .43 | .40 |

On the surface, the reliability seems good. If the condition number is "big", then its estimate is big, on the average. However, these results are disappointing in the following respect: Setting

$$
\mathbf{x}=\left[\begin{array}{c}
1 \\
0 \\
0 \\
\vdots \\
0
\end{array}\right],
$$

let us solve $A \mathbf{y}=\mathbf{x}$ and consider the estimate $\left\|A^{-1}\right\|_{1} \sim\|\mathbf{y}\|_{1}$. That is, $\left\|A^{-1}\right\|_{1}$ is approximated by the absolute sum of elements from column 1 of $A^{-1}$. Column 3 of Table 1 lists the average ratio

$$
s=\frac{\sum_{i=1}^{n}\left|a_{i 1}^{-1}\right|}{\left\|A^{-1}\right\|_{1}}
$$

where $a_{i j}^{-1}$ is the $(i, j)$ entry of $A^{-1}$. Observe that this simple strategy is almost as good as the sophisticated approach! The next section presents a new scheme for estimating $\left\|A^{-1}\right\|_{1}$.
2. A new idea. Before developing our algorithm, let us note that for certain matrices with special structure, $\left\|A^{-1}\right\|_{1}$ can be computed very quickly. For example, if every element of $A^{-1}$ is nonnegative, we can evaluate $\left\|A^{-1}\right\|_{1}$ by solving $A^{T} \mathbf{x}=\mathbf{1}$ where $\mathbf{1}$ is the vector whose components are all 1 . Since the elements of $A^{-1}$ are
nonnegative, the components of $\mathbf{x}$ are the column sums of $A^{-1}$, and $\left\|A^{-1}\right\|_{1}$ is the biggest component of $\mathbf{x}$. Our goal, however, is to develop an algorithm that is suitable for matrices whose elements are generated randomly.

Given an $n \times n$ matrix $B$, define $f: R^{n} \rightarrow R$ by

$$
f(\mathbf{x})=\|B \mathbf{x}\|_{1}=\sum_{i=1}^{n}\left|\sum_{j=1}^{n} b_{i j} x_{j}\right| .
$$

Thus we have

$$
\|B\|_{1}=\max \left\{f(\mathbf{x}):\|\mathbf{x}\|_{1} \leqq 1\right\} .
$$

Abstractly, $\|B\|_{1}$ is the maximum of the convex function $f$ over the convex set

$$
S=\left\{\mathbf{x} \in R^{n}:\|\mathbf{x}\|_{1} \leqq 1\right\} .
$$

It is well known that a convex function defined on a convex, compact set attains its maximum at an extreme point. The $2 n$ extreme points of $S$ are simply

$$
\left\{ \pm \mathbf{e}^{j}: j=1, \cdots, n\right\}
$$

where $\mathbf{e}^{j}$ is the unit vector whose components are all 0 except for the $j$ th component which is 1 . Since $f$ is convex, it satisfies the inequality

$$
\begin{equation*}
f(\mathbf{y}) \geqq f(\mathbf{x})+\partial f(\mathbf{x})(\mathbf{y}-\mathbf{x}) \tag{2}
\end{equation*}
$$

for all $\mathbf{x}, \mathbf{y} \in R^{n}$ where $\partial f(\mathbf{x})$ denotes a subgradient of $f$ at $\mathbf{x}$. If

$$
\sum_{j=1}^{n} b_{i j} x_{j} \neq 0
$$

for each $i$, then $\partial f(\mathbf{x})$ is the usual gradient vector. Defining for $i=1$ to $n$,

$$
\xi_{i}=\left\{\begin{align*}
1 & \text { if } \sum_{j=1}^{n} b_{i j} x_{j} \geqq 0,  \tag{3}\\
-1 & \text { otherwise },
\end{align*}\right.
$$

the chain rule gives us

$$
\begin{equation*}
\partial f(\mathbf{x})=\boldsymbol{\xi}^{T} B . \tag{4}
\end{equation*}
$$

Note that if one or more components of $B \mathbf{x}$ are zero at some point $\mathbf{x}$, then the function $f(\cdot)$ has a corner at $\mathbf{x}$, and the set of subgradients has many elements at this point. That is, if $(B \mathbf{x})_{i}=0$, then equation (4) gives us a different element of this set for each value of $\xi_{i}$ between -1 and 1 . Thus equations (3) and (4) specify a particular element of the subgradient set at the corners of $f(\cdot)$. In the special case $B=A^{-1}$, computing $\partial f(\mathbf{x})$ by equations (3) and (4) is equivalent to solving two systems:

$$
\begin{equation*}
A \mathbf{y}=\mathbf{x}, \quad A^{T} \mathbf{z}=\boldsymbol{\xi} \tag{5}
\end{equation*}
$$

where

$$
\xi_{i}=\left\{\begin{aligned}
1 & \text { if } y_{i} \geqq 0, \\
-1 & \text { otherwise },
\end{aligned}\right.
$$

and $\partial f(\mathbf{x})=\mathbf{z}^{T}$.
Our algorithm for estimating $\|B\|_{1}$ starts at a point $\mathbf{x}$ on the boundary of $S$. We then find a $j$ for which

$$
\begin{equation*}
\left|\partial f(\mathbf{x})_{j}\right|=\max _{i}\left|\partial f(\mathbf{x})_{i}\right| . \tag{6}
\end{equation*}
$$

If $\left|\partial f(\mathbf{x})_{j}\right| \leqq \partial f(\mathbf{x}) \mathbf{x}$, then stop. (Below we show that this $\mathbf{x}$ is a "local maximum" of $f$ over the polytope $S$ ). Conversely, suppose that $\left|\partial f(\mathbf{x})_{j}\right|>\partial f(\mathbf{x}) \mathbf{x}$. By the convexity inequality (2) and the fact that $f\left(\mathbf{e}^{j}\right)=f\left(-\mathbf{e}^{j}\right)$, we conclude that $f\left(\mathbf{e}^{j}\right)>f(\mathbf{x})$. Replacing $\mathbf{x}$ by $\mathbf{e}^{j}$, this process repeats. Since $f$ is strictly increasing, vertices of $S$ are visited only once, and the iterations terminate in a finite number of steps. A Fortran code for our algorithm is included in [3].

To prove that the final point $\mathbf{x}$ generated by this algorithm is a local maximum, we assume that every component of $B \mathbf{x}$ is nonzero. In the case that some component of $B \mathbf{x}$ is zero, we should modify (6) by letting the index $j$ correspond to the maximum absolute component over the entire set of subgradient vectors. The algorithm still makes sense without this modification, but $\mathbf{x}$ may not be a local maximum of $f$. When the components of $B \mathbf{x}$ are nonzero, $f(\cdot)$ is linear near $\mathbf{x}$. Hence $\mathbf{x}$ is a local maximum of $f$ over $S$ if and only if

$$
\partial f(\mathbf{x})(\mathbf{y}-\mathbf{x}) \leqq 0
$$

for every $\mathbf{y} \in S$. If $\mathbf{y}$ is a vertex of $S$, then $\partial f(\mathbf{x}) \mathbf{y}= \pm \partial f(\mathbf{x})_{i}$ for some $i$ since all but one component of $\mathbf{y}$ is zero. If $\left|\partial f(\mathbf{x})_{i}\right| \leqq \partial f(\mathbf{x}) \mathbf{x}$ for each $i$, it follows that $\partial f(\mathbf{x})(\mathbf{y}-\mathbf{x}) \leqq 0$ whenever $\mathbf{y}$ is a vertex of $S$. Since $S$ is the convex hull of its vertices, $\partial f(\mathbf{x})(\mathbf{y}-\mathbf{x}) \leqq 0$ for every $\mathbf{y} \in S$, and $\mathbf{x}$ is a local maximum of $f$ over $S$.

To test this scheme, we computed the ratio

$$
t_{1}=\frac{\text { estimated }\left\|A^{-1}\right\|_{1}}{\text { actual }\left\|\boldsymbol{A}^{-1}\right\|_{1}}
$$

for 200 matrices of the same dimension where the $a_{i j}$ are taken from a uniform distribution on $[-1,1]$. Our initial guess is $\mathbf{x}=n^{-1} \mathbf{1}$. Column 3 of Table 2 gives the

TABLE 2

| $n$ | $t_{1}$ | Average <br> $t_{1}$ <br> steps | Probability <br> $t_{1} \geqq .99$ |
| ---: | :---: | :---: | :---: |
| 5 | .96 | 2.1 | .82 |
| 10 | .97 | 2.1 | .83 |
| 20 | .98 | 2.1 | .88 |
| 40 | .97 | 2.1 | .85 |
| 80 | .98 | 2.1 | .86 |

average termination step, counting the initial guess $\mathbf{x}=n^{-1} \mathbf{1}$ as step 1 . Column 4 is the proportion of the cases where $t_{1} \geqq .99$. With few exceptions, $t_{1} \geqq .99$ if and only if the algorithm actually found the vertex $\mathbf{e}^{j}$ for which $\left\|A^{-1} \mathbf{e}^{j}\right\|_{1}=\left\|A^{-1}\right\|_{1}$. It appears that the reliability is independent of $n$. Since the average termination step is 2.1 , the scheme starts from $\mathbf{x}=n^{-1} \mathbf{1}$ and almost always moves straight to a locally maximizing vertex of $S$. Of course, each step involves solving the two systems (5). In column 4 of Table 2, we see that the local maximum computed by the algorithm is a global maximum with high probability.

To estimate $\left\|\boldsymbol{A}^{-1}\right\|_{1}$ more precisely, our scheme is applied repeatedly to suitable subspaces. During the first cycle described above, we visit vertices $\left\{\mathbf{v}^{1}, \cdots, \mathbf{v}^{m}\right\}$ and stop at a local maximum. Let $\left\{\mathbf{v}^{m+1}, \cdots, \mathbf{v}^{n}\right\}$ be the remaining vertices; that is,

$$
\left\{\mathbf{v}^{m+1}, \cdots, \mathbf{v}^{n}\right\}=\left\{\mathbf{e}^{1}, \cdots, \mathbf{e}^{n}\right\}-\left\{\mathbf{v}^{1}, \cdots, \mathbf{v}^{m}\right\}
$$

Then starting at the point

$$
\mathbf{x}=\frac{1}{n-m} \sum_{i=m+1}^{n} \mathbf{v}^{i},
$$

we apply the same scheme to the polytope $S_{2}$ with vertices

$$
\left\{ \pm \mathbf{v}^{i}: i=m+1, \cdots, n\right\} .
$$

This leads us to a local maximum on $S_{2}$. Our estimate for $\left\|A^{-1}\right\|_{1}$ is the bigger local maximum. Letting $t_{2}$ be the ratio between the estimated $\left\|A^{-1}\right\|_{1}$ and the actual $\left\|A^{-1}\right\|_{1}$, our results for the two cycle process are summarized in Table 3.

TAble 3

| $n$ | Average <br> $t_{2}$ | Average <br> steps | Probability <br> $t_{2} \geqq .99$ |
| ---: | :---: | :---: | :---: |
| 5 | .993 | 4.2 | .94 |
| 10 | .991 | 4.2 | .94 |
| 20 | .993 | 4.2 | .95 |
| 40 | .987 | 4.2 | .90 |
| 80 | .995 | 4.3 | .95 |

Finally, the three cycle process yields Table 4.

Table 4

| $n$ | Average <br> $t_{3}$ | Average <br> steps | Probability <br> $t_{3} \geqq .99$ |
| ---: | :---: | :---: | :---: |
| 5 | .997 | 6.2 | .98 |
| 10 | .995 | 6.4 | .97 |
| 20 | .997 | 6.5 | .96 |
| 40 | .996 | 6.4 | .97 |
| 80 | .997 | 6.6 | .97 |

The worst condition estimate that we detected for the 200 random matrices is shown in Table 5. If the hyperplanes $\left\{\mathbf{x} \in R^{n}: \sum_{j=1}^{n} b_{i j} x_{j}=0\right\}$ do not intersect some face of $S$ and $\mathbf{v}$ is any vertex of $S$, then one step of our algorithm starting from $\mathbf{v}$ takes us to a global maximum of $f$ over $S$. This situation corresponds to $f$ being linear on a face of $S$. On the other hand, when the hyperplanes intersect all the faces of $S$, then $f$ has corners on each face, and it is possible to hide the global maximum behind a corner.

Table 5

| $n$ | $t_{1}$ | $t_{2}$ | $t_{3}$ |
| ---: | :--- | :--- | :--- |
| 5 | .32 | .67 | .70 |
| 10 | .39 | .67 | .76 |
| 20 | .46 | .62 | .74 |
| 40 | .43 | .44 | .78 |
| 80 | .46 | .71 | .71 |

## REFERENCES

[1] A. K. Cline, C. B. Moler, G. W. Stewart and J. H. Wilkinson, An estimate for the condition number of a matrix, SIAM J. Numer. Anal., 16 (1979), pp. 368-375.
[2] J. J. Dongarra, J. R. Bunch, C. B. Moler and G. W. Stewart, Linpack Users' Guide, Society for Industrial and Applied Mathematics, Philadelphia, 1979.
[3] W. W. HAGER, Computing, book in preparation.
[4] D. P. O'LeAry, Estimating matrix condition numbers, this Journal, 1 (1980), 205-209.
[5] J. M. Ortega, Numerical Analysis, A Second Course, Academic Press, New York, 1973.
[6] G. Strang, Linear Algebra and Its Applications, Academic Press, New York, 1980.
[7] J. H. Wilkinson, The Algebraic Eigenvalue Problem, Oxford Univ. Press, London, 1965.

# FAST APPROXIMATION OF DOMINANT HARMONICS* 
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#### Abstract

This paper presents a fast method for estimating dominant harmonics in a sequence of data. In a stochastic sense, the proposed method finds the autoregressive scheme with a pure point spectrum that best describes the data, while from a deterministic point of view, the method is a special case of the Lanczos algorithm for finding eigenvalues of a symmetric matrix. Eigenvalue approximations come into play because every circulant matrix is diagonalized by the discrete Fourier transform matrix, and so using the Lanczos algorithm with the given data as the initial vector on a simple circulant matrix, the eigenvalues that are first approximated are the eigenvalues corresponding to eigenvectors which are dominant in the initial vector. It is shown that this method is related to "lattice methods" for linear prediction and to Prony's method for exponential approximation.


Key words. time series analysis, eigenvalue approximation, Lanczos algorithm, spectral analysis

1. Introduction. In this paper, we address the problem of approximating a given sequence of data by a sum of sinusoids. This problem arises in many fields of application such as astronomy, meteorology, geology and tidal analysis [27], [37]. Lanczos called the problem "the search for hidden periodicities," while others have called a version of it "the retrieval of harmonics" problem. The problem of finding dominant harmonic components in a time series is a fundamental question [2] and motivated much of the early work in the field [45], [47]. This problem is also basic to the estimation of point (discrete) spectra, as will soon be shown.

Specifically, given a sequence of data $s_{1}, s_{2}, \cdots, s_{n}$ we wish to find a collection of amplitudes $a_{1}, a_{2}, \cdots, a_{p}$, a collection of frequencies $w_{1}, w_{2}, \cdots, w_{p}$ and a collection of phase angles $\theta_{1}, \theta_{2}, \cdots, \theta_{p}$ with $0 \leqq w_{k} \leqq \pi$ so that

$$
\begin{equation*}
s_{j} \approx \sum_{k=1}^{p} a_{k} \cos \left(j w_{k}+\theta_{k}\right) \tag{1.1}
\end{equation*}
$$

where $\approx$ denotes some sort of approximation. Typically, $p$ is taken to be significantly smaller than $n$. It is significant that the frequencies $w_{k}$ are not assumed to be rational multiples of $\pi$ such as would occur in a discrete Fourier transform analysis of the data sequence.

The exact sense in which the approximation is made is of course central to the formulation and ultimate solution of this problem, and we shall now present some of the more important direct approaches to formulating the problem.

1. The nonlinear least-squares problem of determining the best fit according to

$$
\operatorname{minimize} \sum_{j}\left|s_{j}-\sum_{k} a_{k} \cos \left(j w_{k}+\theta_{k}\right)\right|^{2}
$$

over all $a_{k}, \theta_{k}$ and $w_{k}$. Notice that in this solution, the residual vector $e=\left(e_{j}\right)$,

$$
s_{j}=\sum_{k} a_{k} \cos \left(j w_{k}+\theta_{k}\right)+e_{j}
$$

[^35]is orthogonal to the vectors $c(k)=\left(\cos \left(j w_{k}+\theta_{k}\right)\right)$ by the properties of linear leastsquares solutions. Such nonlinear least-squares problems have been discussed by a number of authors [15], [16], [21], [35], [40] in a very general setting.
2. Modeling the sequence $s_{j}$ as
$$
s_{j}=\sum_{k} a_{k} \cos \left(j w_{k}\right)+e_{j}
$$
where the residuals $e_{j}$ form a vector orthogonal to each of the $c(k)=\left(\cos \left(j w_{k}\right)\right)$ and have zero autocorrelations, that is, also satisfy
$$
\sum_{j} e_{j} e_{j+k}=0 \quad \text { for } k=1, \cdots, p-1
$$

This formulation and a technique for the estimation of this model were proposed by Pisarenko [6], [25], [37]. The statistical model for this formulation assumes that a deterministic sinusoidal signal is contaminated with additive white noise.
3. Fitting the sequence by an autoregressive model with a pure point spectrum in the following sense: minimize the expression

$$
\sum_{j}\left|s_{j}+b_{p-1} s_{j-1}+b_{p-2} s_{j-2}+\cdots+b_{0} s_{j-p}\right|^{2}
$$

subject to the condition that the roots of the polynomial

$$
b(z)=\sum_{k=0}^{p} b_{k} z^{k}, \quad b_{p}=1,
$$

all lie on the unit circle of the complex plane. To see the relationship between this problem and the sinusoidal fitting problem, let $Z$ be the unit delay operator defined by $(Z s)_{j}=s_{j-1}$. Then solutions to the homogeneous difference equation

$$
b(Z) s=0
$$

are precisely the weighted sums of sinusoids arising in the approximation, so that the $b$ determined by the above problem is in a sense "the best difference equation" with sinusoidal solutions satisfied by the data $s$. Once the difference equation is found, the homogeneous solution to it then gives frequencies for approximating the data. Notice that phases are not present in this solution but can be reconstructed as will be shown later in the paper. The statistical model for this formulation is that the given data satisfies an equation of the form

$$
s_{j}+b_{p-1} s_{j-1}+\cdots+b_{0} s_{j-p}=w_{j}
$$

where $w_{j}$ is white noise.
It should be noted here that the discrete Fourier transform (DFT) is of limited use since the transform of $n$ data points results in $n$ frequency amplitudes which amounts to no data compression or modeling whatsoever. Even after the computation of the DFT using a fast Fourier transform, the problem would remain of finding the "most dominant" collection of frequencies, thus requiring at least $n\left(\log _{2} n\right)$ operations and the use of complex arithmetic. As we shall see, the method proposed in this paper is faster when $p$ is less than $\log _{2} n$ and uses only real arithmetic. In fact, Lanczos [17] did propose a method based on the interpolation of the discrete Fourier transform, but his approach is completely heuristic and does not correspond to any model or error assumptions.

A significant observation is that the first formulation of above, namely the nonlinear least-squares version, is in a sense ill-posed, as the following considerations
show. Any data vector $s=\left(s_{j}\right), j=1, \cdots, 2 n+1$, is expressible as a combination of the $2 n+1$ vectors

$$
c(k)=\left(\cos \left(\frac{j k \pi}{2(n+1)}\right)\right) \text { for } k=1, \cdots, 2 n+1
$$

say

$$
s=\sum_{k} x_{k} c(k) .
$$

Let us assume that only a few of the $x_{k}$ are nonzero and that the nonzero $x_{k}$ have $k$ even. Furthermore, assume that we have $p=1$ for simplicity. Thus we are to find $a$ and $w$ to minimize

$$
\sum_{j}\left|s_{j}-a \cos (j w)\right|^{2}
$$

Writing $d(w)=(\cos (j w))$, the value of $a$ minimizing the expression for a given $w$ is $a=s^{T} d(w) / d(w)^{T} d(w)$, to that for a given $w$ the attainable minimum is

$$
\begin{equation*}
\|s-a d(w)\|^{2}=s^{T} s-\frac{\left(s^{T} d(w)\right)^{2}}{d(w)^{T} d(w)} \tag{1.2}
\end{equation*}
$$

Now $c(k)^{T} d(w)=0$ for $w$ an odd multiple of $\pi / 2(n+1)$. Thus every such $w$ is a local optimum and between every adjacent pair of odd multiples of $\pi / 2(n+1)$ is a local minimum. Hence, in terms of $w$ there are about $2 n$ local optima. The standard approach to solving such separable least-squares problems is to find critical points of the expression in (1.2), and as we have just seen, there are about $2 n$ such critical points. In a problem with $n=1000$, the density of such extreme points is so great that it is extremely unlikely that any random starting point for the nonlinear leastsquares formulation of the problem will converge to a global optimum.

Although this type of example is admittedly specially structured, it raises some very serious questions about the well-posedness of the problem in Formulation 1, above. The potential density of local optima at which an iterative algorithm for solving the approximation in Formulation 1 can get trapped necessitates a re-evaluation of the straightforward nonlinear least-squares approach. The method presented in this paper can be used as a technique for generating starting values for the nonlinear iterations required for solving Formulation 1, and numerical experiments support this claim.

This paper presents a solution to Formulation 3 above, and it has been empirically observed that these solutions yield excellent starting values for the nonlinear iterations arising in Formulation 1. An analysis of the method actually makes it possible to predict situations where the technique is not expected to behave well.

Our method formulates the problem in terms of a symmetric averaging operator rather than in terms of the shift operator, thereby forcing functions of the symmetrized variable to have zeros occurring in reciprocal pairs. The $p$ th degree polynomial in this averaging operator minimizing the 2 -norm is seen to be the $p$ th degree monic orthogonal polynomial with respect to a classical real inner product in the real interval $[-2,2]$, and is easily computed from the data sequence using the symmetric Lanczos algorithm [18], [26], [36]. The zeros of this polynomial can be obtained from the eigenvalues of the tridiagonal matrix determined by the Lanczos iteration. The zeros are guaranteed to be in the interval $[-2,2]$ by a classical theorem of Fejer and the frequencies are obtained as the arccosines of one half of the zeros thus obtained. The frequencies can then be used to estimate optimal amplitudes and phases.

Goodman and Miller [19] have shown how the monic polynomial occurring in the solution to Formulation 3 can be computed efficiently using the Levinson-Durbin algorithm [11], [29] or the "lattice" orthogonalization method [3], [4], [22], [31]. The actual estimated dominant frequencies are then obtained by finding the zeros of that polynomial. The method presented here derives a tridiagonal matrix whose eigenvalues are simply related to the estimated dominant frequencies. In theory, the zeros of the polynomial obtained by Goodman and Miller and the arccosines of one-half the eigenvalues in this paper are identical. However, simple methods for symmetric tridiagonal eigenvalue problems are known to be more efficient and accurate than polynomial root-finding methods [46]. Thus, in addition to describing an alternate approach for computing the desired polynomial, the method of this paper offers a complete, efficient and accurate solution to the problem of computing the actual dominant frequencies.

It should be noted that many other methods exist for spectral resolution problems of the type discussed here. In particular, the papers [19], [44] address different formulations (closer to our Formulation 1) that use exhaustive search techniques for estimating dominant harmonics. The work by Marple [32] discusses Prony's method and Pisarenko's method for solving Formulation 2.

Complete details of our approach are given in § 2, while connections between this method and currently popular methods for spectral estimation and resolution are presented in § 3 . The results of some numerical experiments are in § 4 .
2. The algorithm. Recall that we are interested in solving the formulation to the sinusoidal approximation problem as given in the third approach above. For ease of presentation, we shall consider the case where the data sequence is extended with zeros to be of arbitrary length-that is, our problem is to find a monic polynomial $q(z)$ so that the expression

$$
\|q(Z) s\|^{2}=\sum_{j=-\infty}^{\infty}\left|(q(Z) s)_{j}\right|^{2}
$$

is minimized, subject to the constraint that $q(z)$ have roots on the unit circle. Here as in the remainder of the paper, an upper case $Z$ denotes the shift operator

$$
(Z s)_{j}=s_{j-1}
$$

while lower case $z$ denotes a complex scalar variable.
Although the summation is written as an infinite one, there are no more than $n+p$ nonzero terms. A feature of this approach is that we are padding the data artificially with zeros to get a convenient form, but as we shall see, this is precisely one of the ingredients of the formulation that make the problem tractable. Another approach is obtained by summing only over interior indices $j$ where the explicit padding by zeros is not required, and although this formulation is solvable by ideas similar to those presented in this paper, the introduction of a nonclassical orthogonal polynomial theory becomes essential (this nonclassical theory is intimately related with "close-toHankel'" matrices as in [23]), and the root locations of the minimizing polynomial are no longer easily kept on the unit circle. That extension will be presented in a forthcoming paper.

In the present case, we restrict our attention to the above situation where data is augmented with zeros. For problems with $n$ large and $p$ small, the difference between the two formulations is expected to be quite small. Furthermore, results and algorithms are cleaner and more complete in this case.

A real polynomial with zeros on the unit circle is factorable into quadratic terms of the form

$$
z^{2}+\gamma z+1
$$

where $\gamma$ lies in the interval $[-2,2]$, and possibly linear terms of the form

$$
z-1 \quad \text { and } z+1
$$

For the moment, we shall only consider the situation where $q(z)$ has quadratic factors with $|\gamma|<2$, and it will subsequently be clear how to accommodate the situation where linear factors are allowed. That is, the possible real factors of $q(z)$ that we consider are

$$
z^{2}+\gamma z+1
$$

with $\gamma$ in $(-2,2)$ only. This means that $q(z)$ has even degree, say $2 p=p^{\prime}$. The minimization of above is therefore equivalent to the problem

$$
\operatorname{minimize}\left\|Z^{-p} q(Z) s\right\|^{2}
$$

where $q(Z)$ is a polynomial of degree $2 p$ in $Z$ with zeros on the unit circle. Such a polynomial is clearly a function of $Z^{*}+Z$ because of the symmetry of the real quadratic factors of $q$. Letting $\Omega=Z^{*}+Z$, we are to solve

$$
\operatorname{minimize}\|r(\Omega) s\|^{2}
$$

where the constraint that $q(z)$ is monic with zeros on the unit circle has become the constraint that $r(Z)$ has zeros in the interval $(-2,2)$ and is monic.

Our first result is that the constraint on root locations for $r(Z)$ is actually built into the formulation of the problem and is therefore automatically satisfied by our reformulation in terms of the symmetric operator $\Omega$.

Theorem 1. The monic polynomial $r(z)$ determined by

$$
\begin{equation*}
\operatorname{minimum}\|r(\Omega) s\|^{2} \tag{2.1}
\end{equation*}
$$

has all roots in the interval ( $-2,2$ ).
Proof. Consider the inner product defined by

$$
\langle u, v\rangle=s^{T} u v(\Omega) s
$$

where $u$ and $v$ are polynomials in $z$. Although $s$ and $\Omega$ are infinite, the inner product is determined by finite sections so we can replace $s$ and $\Omega$ by finite versions, sufficiently large, whose size depends on the order of $u v(z)$. In fact, we can replace $\Omega$ by the finite circulant

so that for $u$ and $v$ of degree less than $p$, say, we have

$$
\langle u, v\rangle=s^{T} u v\left(\Omega^{\prime}\right) s=(F s)^{*} u v(D)(F s)
$$

where $F$ is the discrete Fourier transform matrix and $D$ is the diagonal matrix of eigenvalues of $\Omega^{\prime}$ [8]. The eigenvalues of $\Omega^{\prime}$ are in fact

$$
d_{k}=2 \cos \left(\frac{2 k \pi}{N}\right), \quad k=0, \cdots, N-1
$$

all of which lie in the interval $[-2,2]$. Thus

$$
\langle u, v\rangle=\sum_{j}\left|(F s)_{j}\right|^{2} u v\left(d_{j}\right),
$$

and so the inner product thus induced is seen to be an inner product with respect to a discrete measure on the interval $[-2,2]$.

Furthermore, it is well known that the solution to

$$
\operatorname{minimum}\|q(\Omega) s\|^{2}=\operatorname{minimum}\langle q, q\rangle
$$

over monic $q(z)$ of degree $p$ is precisely the $p$ th monic orthogonal polynomial with respect to the inner product $\langle\cdot, \cdot\rangle[7]$.

Fejer's theorem [7], [12] states that the zeros of this polynomial all lie in the interval $[-2,2]$. The fact that the zeros actually lie in the interior of this interval is seen from the fact that the orthogonal polynomials form a Sturm sequence. This aspect is reviewed after the properties of the polynomials are developed in the following.

Thus solutions to (2.1) over monic $r(z)$ must have zeros in the desired interval. Hence, the factors of $r(\Omega)$ are of the form

$$
Z^{*}+Z-\gamma I, \quad \text { where }-2<\gamma<2
$$

Each of these linear factors in $Z+Z^{*}$ gives rise to a conjugate pair of zeros of $q(Z)=r\left(Z+Z^{*}\right) Z^{p}$,

$$
z=\frac{\gamma}{2}+i \sqrt{1-(\gamma / 2)^{2}}, \quad z^{*}=\frac{\gamma}{2}-i \sqrt{1-(\gamma / 2)^{2}}
$$

which lie on the unit circle.
Hence, we have reduced the problem to computing the orthogonal polynomials with respect to the above inner product and then finding the zeros of the $p$ th polynomial obtained. The sequence of orthogonal polynomials can be easily computed using the triple recursion relationship and the Lanczos algorithm, after which a tridiagonal eigenvalue problem determines the zeros of the $p$ th orthogonal polynomial. The details of this are now presented.

First, we notice that the operator $\Omega$ of above is symmetric, so that the inner product in question satisfies

$$
\langle x u, v\rangle=\langle u, x v\rangle,
$$

which is precisely the requirement for a triple recursion relationship to hold between triples of successive orthogonal polynomials. In fact, it has already been shown that this inner product is induced by a positive discrete measure over the interval $(-2,2)$. Letting $q_{j}(x)$ be the $j$ th orthogonal polynomial, we have

$$
q_{j+1}(x)=\left(x-\alpha_{j}\right) q_{j}(x)-\beta_{j} q_{j-1}(x)
$$

where

$$
\alpha_{j}=\frac{\left\langle x q_{j}, q_{j}\right\rangle}{\left\langle q_{j}, q_{j}\right\rangle}, \quad \beta_{j}=\frac{\left\langle x q_{j}, q_{j-1}\right\rangle}{\left\langle q_{j-1}, q_{j-1}\right\rangle} .
$$

A more balanced version of this recursion with better numerical properties is [36]

$$
\beta_{0} \leftarrow \sqrt{\langle 1,1\rangle}, \quad r_{0} \leftarrow 1 .
$$

For $j=1$ to $p+1$ do

$$
\begin{aligned}
& q_{j-1}(x) \leftarrow r_{j-1}(x) / \beta_{j-1} \\
& r_{j}(x) \leftarrow x q_{j-1}(x)-\beta_{j-1} q_{j-2}(x) \quad\left(q_{-1}=0\right) \\
& \alpha_{j} \leftarrow\left\langle q_{j-1}, r_{j}\right\rangle \\
& r_{j}(x) \leftarrow r_{j}(x)-\alpha_{j} q_{j-1}(x) \\
& \beta_{j} \leftarrow \sqrt{\left\langle r_{j}, r_{j}\right\rangle} .
\end{aligned}
$$

A fundamental feature of this iteration is that the characteristic polynomial of the matrix

$$
\left[\begin{array}{lllc}
\alpha_{1} & \beta_{1} & & 0 \\
\beta_{1} & \alpha_{2} & \beta_{2} & \\
& \beta_{2} & & \beta_{p-1} \\
0 & & \beta_{p-1} & \alpha_{p}
\end{array}\right]=T\left(\alpha_{1}, \cdots, \alpha_{p} ; \beta_{1}, \cdots, \beta_{p-1}\right)
$$

is the desired monic polynomial minimizing (2.1). This is easily shown by induction on the order of the matrix. Hence, the eigenvalues of the matrix are the zeros of the monic minimizer of (2.1).

A significant simplification of the above is the observation that the only required quantities are the vectors

$$
q_{j}(\Omega) s, \quad r_{j}(\Omega) s
$$

since they are sufficient for computing the inner products giving the coefficients $\alpha_{j}$ and $\beta_{j}$.

Hence, we now state this vector version, which we shall call "the symmetric lattice algorithm", a name to be explained in the next section. Here $s, q, r$, and $v$ are vectors of length $n$.

The symmetric lattice algorithm.
$s=\left(s_{i}\right)$ given with $s_{i}=0=s_{n-i+1}$ for $i=1$ to $p$,

$$
b_{0} \leftarrow \sqrt{s^{T} s}, \quad r \leftarrow \frac{s}{b_{0}}, \quad v \leftarrow 0 .
$$

For $j=1$ to $p+1$ do

$$
q \leftarrow r
$$

For $i=2$ to $n-1$ do

$$
\mid \quad r_{i} \leftarrow\left(q_{i+1}+q_{i-1}\right) / b_{j-1}-b_{j-1} v_{i}
$$

$$
\begin{equation*}
a_{j} \leftarrow q^{T} r \tag{2.2}
\end{equation*}
$$

$$
r \leftarrow r-a_{j} q
$$

$$
v \leftarrow q
$$

$$
b_{j} \leftarrow \sqrt{r^{T} r} .
$$

This part of the algorithm requires about $4 n p$ multiplications. The second phase of the algorithm is then to find the eigenvalues of the tridiagonal matrix $T\left(a_{1}, \cdots, a_{p}\right.$; $b_{1}, \cdots, b_{p-1}$ ). This requires about $p^{3}$ multiplications using the symmetric Francis $Q R$ algorithm [13], [18], [36].

We now state a simple fact about such a tridiagonal $T$ as computed by our algorithm above.

Lemma 1. The matrix $T$ of above is unreduced; that is, none of the $b_{i}$ are zero. Proof. Recall that

$$
b_{i}^{2}=\|r\|^{2}=\|r(\Omega) s\|^{2}
$$

for some polynomial $r(\Omega)$ of degree $i$, which will only be 0 if $s$ satisfies exactly a $2 i$ th order difference equation. Since $s \neq 0$ but is padded with zeros, this is clearly impossible and the result is proved.

The fact that $T$ is unreduced allows for the direct use of fast and accurate methods for solving symmetric tridiagonal eigenvalue problems. A description of methods and their actual implementations may be found in [13], [18], [36], for instance.

The method described above solves the problem where the minimization is over all polynomials with roots on the unit circle, except at the distinguished points +1 and -1 , which would lead to linear real factors in the polynomial and could therefore not be accommodated by the above technique. To include these linear factors, it seems to be necessary to solve the auxiliary systems

$$
\begin{gathered}
\min \|q(\Omega)(Z-1) s\|^{2}, \quad \min \|q(\Omega)(Z+1) s\|^{2} \\
\min \left\|q(\Omega)\left(Z^{2}-1\right) s\right\|^{2}
\end{gathered}
$$

where the minimizations are done over monic $q(\Omega)$ of degree $p-1, p-1$ and $p-2$ respectively. The four minimizations can then be compared and the smallest picked. (The fourth minimization is without any linear factors.)

A fundamental question concerns the behavior, as $p$ increases, of the residual norm

$$
E_{p}=\min \|q(\Omega) s\|, \quad \text { degree }(q)=p
$$

over monic $q$ with roots on the unit circle. In a problem where $p$ is not known a priori, it is essential that the algorithm provide some information about which order $p$ is optimal. This is in fact possible, as the following results show.

LEMMA 2. $E_{p}=\left(\prod_{i-1}^{P} b_{i}\right)$.
Proof. The above results have shown that $E_{p}$ is the norm of the monic orthogonal polynomial of degree $p$ with respect to the norm $\langle\cdot, \cdot\rangle$. The symmetric lattice algorithm generates orthonormal polynomials in such a way that the relationship between successive leading coefficients is

$$
q_{i}(x)=\frac{x q_{i-1}(x)}{b_{i-1}}+\text { lower order terms }
$$

establishing the result.
Lemma 3.

$$
0<b_{i} \leqq \sqrt{2}
$$

In particular, $E_{i}$ need not be a monotonic decreasing function of $i$.
Proof. Since $b_{i}^{2}=\left(q_{i}(\Omega) s\right)^{T}\left(\Omega q_{i-1}(\Omega) s\right)$ and $\left\|q_{i-1}(\Omega) s\right\|^{2}=1$, an application of the Cauchy-Schwarz inequality establishes the result once we note that the operator 2 -norm of $\Omega$ is 2 . The fact that some of the $b_{i}$ may actually be larger than 1 , that is, that $E_{i}$ need not be decreasing as a function of $i$, is seen from the examples of $\S 4$.

A few words are now appropriate to discuss the phase angles which have not played a role in the procedure thus far. We note firstly that a sinusoid determined by a sine function such as $\sin (j w+\theta)$ is trivially expressible as a cosine function with a phase shift. Now the operator

$$
Z+Z^{*}-2 \cos (w) I
$$

annihilates any cosine function of the form $\cos (w j+\theta)$ regardless of the phase, $\theta$, so that we must do some extra work to recover the phase angle from a term such as

$$
\cos (j w+\theta)
$$

Now suppose that a value, $2 \cos (w)$, has been computed as one of the roots of the minimizing polynomials so that a component of the form $a \cos (w j+\theta)$ is expected to be significant in the data. We wish to recover the phase angle $\theta$. Using the elementary trigonometric identity

$$
\begin{equation*}
\cos (A+B)=\cos (A) \cos (B)-\sin (A) \sin (B), \tag{2.3}
\end{equation*}
$$

we can find the least-squares components of the vectors

$$
\begin{aligned}
& c=\left(c_{j}\right), \quad c_{j}= \begin{cases}0 & \text { for } 1 \leqq j \leqq p \text { and } n \leqq j \leqq n+p, ~ \\
\cos (j w) & \text { otherwise },\end{cases} \\
& s=\left(s_{j}\right), \quad s_{j}= \begin{cases}0 & \text { for } 1 \leqq j \leqq p \text { and } n \leqq j \leqq n+p, \\
\sin (j w) & \text { otherwise }\end{cases}
\end{aligned}
$$

in the data vector $s$. Using the coefficients computed by the solution, it is then possible to reconstruct the phase by using the identity (2.3).

The computation of the phase angles would of course significantly increase the computational complexity-requiring about $O\left(n p^{2}\right)$ additional algebraic operations and $2 n p$ evaluations of the elementary trigonometric functions, sine and cosine. If only the primary angles $w$ are desired, however, this extra effort is not necessary. An implementation of these ideas is presented in $\S 4$, where numerical examples and comments on them are given.
3. Connections with Prony's method and lattice algorithms. The basic connection between the method described in this work and the classical Prony method for fitting data with exponentials [24], [38], [39] is through the use of shift operators and their action on exponential functions. The essential idea in both cases is quite simply described as follows.

Prony's method. To approximate a sequence $s_{j}$ by

$$
f_{j}=\sum_{k} a_{k} e^{-j w_{k}}
$$

note that

$$
P(Z)=\prod_{k}\left(Z-e^{-w_{k}}\right)
$$

annihilates $f=\left(f_{j}\right)$. Hence we can estimate $w_{k}$ by finding the zeros of the polynomial $P(Z)$ that minimizes the expression

$$
\|P(Z) s\|_{2}^{2}
$$

Symmetric Prony's method. To approximate the sequence $s_{i}$ by

$$
f_{j}=\sum_{k} a_{k} e^{i w_{k} j}
$$

where the $w_{k}$ occur in conjugate pairs and coefficients $a_{k}$ for these conjugate pairs are equal, note that such an $f=\left(f_{j}\right)$ is annihilated by a polynomial of the form

$$
P(Z)=\prod_{k}\left(Z+2 \cos \left(w_{k}\right)+Z^{-1}\right)
$$

where $P(Z)$ may be written as a polynomial in $Z+Z^{-1}$, say $Q(\Omega)$, where $\Omega=Z+Z^{-1}$. Hence, we can estimate $w_{k}$ by finding the zeros of the monic polynomial $Q(\Omega)$ that minimizes $\|Q(\Omega) s\|^{2}$ over all such $Q$.

Autoregressive modeling of time series [2] and linear prediction [30] use the same basic construction as does Prony's method, although with quite different goals. An autoregressive time series of order $p, s_{j}$ satisfies an equation of the form

$$
s_{j}+b_{p-1} s_{j-1}+\cdots+b_{o} s_{j-p}+w_{j}=0
$$

where $w_{j}$ is white noise and the polynomial

$$
b(z)=z^{p}+b_{p-1} z^{p-1}+\cdots+b_{0}
$$

has roots inside the unit circle. Hence, given a time series, the problem of finding the best model of a given order that describes the time series in a least-squares sense involves computing coefficients of $b(z)$ that minimize the expression

$$
\|b(Z) s\|^{2}
$$

with the constraint that $b(z)$ have roots inside the unit circle. The polynomial $b(z)$ can also be used very successfully to estimate the spectrum of the time series using a method known as "maximum entropy spectral estimation" [3], [10].

There are basically two direct ways of solving for the coefficients of $b(z)$. Noting that the vector of coefficients is the solution to a linear least-squares problem, it is possible to form the normal equations, which involve a Toeplitz matrix, or to orthogonalize the column space in the least-squares problem, which also involves a Toeplitz matrix [4]. Methods for solving the Toeplitz normal equations efficiently have been known for some time [11], [23], [29], [34], [43] while more recently fast methods for orthogonalizing have been discovered also [3], [4], [9], [22], [31]. These fast orthogonalization methods have become known as "lattice" or "ladder" methods because of their form when implemented as circuits. It is for this reason that we call our procedure the "symmetric lattice" algorithm.

By contrast, the least-squares problem solved here involves normal equations with a Hankel matrix, which could be solved efficiently also [1], [33], [41] by essentially using the three-term recurrence relation for real orthogonal polynomials. The corresponding solution obtained by orthogonalizing the column space which is presented here uses the symmetric Lanczos algorithm. The advantages are quite evidentorthogonalization is numerically superior to forming normal equations for solving least-squares problems [17], [28], and the computation of the roots of the resulting polynomial is easily reduced to a symmetric tridiagonal eigenvalue problem for which efficient and accurate algorithms exist [13], [18], [36].

The correspondence between the Toeplitz and Hankel matrices is quite simple. Given the sequence, $s_{j}$, define

$$
r_{k}=\sum_{j} s_{j} s_{j+k}
$$

where we use zero when $s_{j}$ or $s_{j+k}$ is undefined (these are the autocorrelations for the
time series) and define inductively

$$
\begin{gathered}
y^{0}=s, \quad y^{j+1}=Z y^{i}+Z^{-1} y^{j} \\
h_{k}=\sum_{j} s_{j} y_{j}^{k}
\end{gathered}
$$

where we once again pad with zeros at the boundaries of definition (these parameters $h_{k}$ can be referred to as "Markov" parameters). The Toeplitz matrix is then

$$
T=\left[\begin{array}{cccc}
r_{0} & r_{1} & \cdots & r_{p} \\
r_{1} & r_{0} & r_{1} & \vdots \\
\vdots & & & r_{1} \\
r_{p} & \cdots & r_{1} & r_{0}
\end{array}\right],
$$

and the Hankel matrix is then


The Markov parameters $h_{k}$ are related to the autocorrelations $r_{k}$ through the following expressions involving binomial coefficients:

$$
\begin{aligned}
& h_{0}=r_{0}, \\
& h_{1}=r_{-1}+r_{1}=2 r_{1}, \\
& h_{2}=r_{-2}+2 r_{0}+r_{2}=2\left(r_{0}+r_{2}\right), \\
& h_{3}=r_{-3}+3 r_{-1}+3 r_{1}+r_{3}, \\
& \cdots
\end{aligned}
$$

In general, if we let $Z r_{k}=r_{k+1}$ and $Z^{-1} r_{k}=r_{k-1}$, then

$$
h_{k}=\left(Z+Z^{-1}\right)^{k} r_{0} .
$$

Notice that both the Toeplitz and Hankel matrices are positive definite and symmetric.
The polynomials arising from the Toeplitz matrix are orthogonal with respect to a measure over the unit circle while the polynomials arising from the Hankel matrix are orthogonal with respect to a measure on the real interval $[-2,2]$. The relationship between these two sets of polynomials goes as follows [14], [42]:

Let $q_{j}(x)$ and $p_{i}(z)$ be orthogonal polynomials with respect to the measure on the interval $[-2,2]$ and the measure on the unit circle, respectively. Then

$$
q_{j}(x)=C_{j}\left(p_{2 j}(z)+z^{2 p} p_{2 j}\left(\frac{1}{z}\right)\right) z^{-j}
$$

where $C_{j}$ is a constant and $x=z+z^{-1}$.
It can be shown, using results from the theory of Pade approximation, that the minimizing polynomial sought to solve (2.1) has a closed-form expression in terms of values of the discrete Fourier transform of the data sequence $s$ and Vandermonde determinants of the $n+p$ roots of unity (this involves a combination of results from [5], [20]).
4. Numerical examples and a priori analysis of the method. The essence of the described method comes from the symmetric Lanczos method [18], [36], which is typically used to estimate eigenvalues of symmetric matrices. In this case, the symmetric matrix is $Z+Z^{-1}$, which has a completely trivial eigenstructure-the eigenvectors are the columns of the discrete Fourier transform matrix and the eigenvalues are of the form $2 \cos (2 k / N)$ where $N=n+p$. The data vector $s$ plays the role of the initial vector in the Lanczos algorithm.

Empirically, and to some extent analytically, it is known that the approximate eigenvalues that emerge from the Lanczos method roughly fall into two groups:

- For small values of $p$, the eigenvalues corresponding to eigenvectors of $Z+Z^{-1}$ that are "dominant" in $s$ are estimated;
- For large values of $p$, the extreme eigenvalues of $Z+Z^{-1}$ emerge.

The meanings of "small" and "large" are relative to the problem, and what happens between large and small values is quite arbitrary. In our case, we must definitely consider the case where $p=5$ or less and $n=100$ or more as qualifying as circumstances where $p$ is small. Hence, our applications suggest that as $p$ gets too large, the information that begins to emerge is for the most part irrelevant, since the larger eigenvalues of $Z+Z^{-1}$ begin appearing and these are trivially known. The quantities of interest are precisely the harmonic components of the data vector $s$, and so $p$ must be small for the method to work best.

In the following examples, $n=1,000$, and the first and last ten entries of $s$ were 0 (to conform with the zero padding discussed earlier). For $10<j<990$,

$$
s_{j}=5.5 \cos (1.3 j)+5.5 \cos (0.2 j)+1.7 \cos (2.5 j)+0.5 w_{j}
$$

where $w_{j}$ were independent samples from the uniform distribution on the interval $[-1,1]$.

It is important to note that in these examples, the form of the data, $s$, is not meant to suggest a stochastic model, although that would be possible. The data has been selected to display some obvious dominant harmonic components.

Recall from $\S 2$ that the reciprocal of the product of the $\beta_{j}$ coefficients was a measure of the minimal error

$$
\min \|r(\Omega) s\|^{2}=E_{j}, \quad r \text { monic }, \quad \text { degree }(r)=j
$$

and that a heuristic monitor of the fit was monotone decay of $E_{j}$. When $E_{j}$ begins to increase, the correct "order" of the fit has been surpassed.

We now list in Table 1 the results of the computations.

TABLE 1

| Order $(=p)$ | Arccosine (0.5 eigenvalues) | Relative $E_{p}$ |
| :---: | :--- | :---: |
| 1 | 0.93905 | 0.826 |
| 2 | $1.57031,0.49533$ | 0.985 |
| 3 | $2.50044,1.30003,0.20218$ | 0.103 |
| 4 | $2.50456,1.58907$ | 0.128 |
|  | $1.29791,0.20115$ | 0.137 |
| 5 | $2.51664,2.35310,1.30101$ |  |
|  | $1.00463,0.20059$ | 0.131 |
| 6 | $2.72209,2.49510,1.57326$ |  |
|  | $1.29930,0.73411,0.20024$ |  |

Note that the error is not monotonic and that at the correct model order, a steep drop in the error was observed. For $p=3$, the dominant frequencies were obtained to three significant digits. As the order increases past 3, the frequencies computed gradually but distinctly cease being reasonable approximations to the three dominant frequencies in the data. This trend and the fluctuating value of $E_{j}$ about the value 0.13 continues.

One feature of this example is that the frequencies enjoy significant separation and have amplitudes that are of the same order of magnitude. Our next example has two closely spaced frequencies, and we see that the method does not separate them well.

Consider

$$
s_{j}=3.5 \cos (0.2 j)+4.0 \cos (2.7 j)+1.1 \cos (0.4 j)+0.3 w_{j}
$$

where $w_{j}$ are once again independent samples from the uniform distribution on $[-1,1]$ (see Table 2).

TABLe 2

| Order $(=p)$ | Arccosine (0.5 eigenvalues) | Relative $E_{p}$ |
| :---: | :--- | :---: |
| 1 | 1.6178 | 1.87 |
| 2 | $2.6989,0.2255$ | 0.13 |
| 3 | $2.6999,1.2371,0.22136$ | 0.16 |
| 4 | $2.7004,2.1377$ | 0.15 |
|  | $0.6126,0.2136$ |  |

The steep drop in the residual from $p=1$ to $p=2$ suggests that $p=2$ is the correct model order, although the data itself was generated by three harmonic terms. The point is that 0.2 and 0.4 are quite close and have been observed as one component.

The final example differs from the above two in that the random component is large relative to the size of the data vector itself. In fact, the signal-to-noise ratio is

$$
\frac{\|w\|}{\|s\|}=0.17,
$$

so that almost $20 \%$ of the data is noise (here $w$ is the vector of white noise terms, $w_{j}$ ).
The data is (see Table 3)

$$
s_{j}=\cos (1.3 j)+\cos (2.5 j)+0.6 w_{j} ;
$$

Table 3

| Order $(=p)$ | Arccosine (0.5 eigenvalues) | Relative $E_{p}$ |
| :---: | :---: | :---: |
| 1 | 1.8248 | 1.08 |
| 2 | $2.4822,1.2715$ | 0.42 |
| 3 | $2.5017,1.3083,0.6245$ | 0.31 |
| 4 | $2.5070,1.0838$ | 0.33 |
|  | $1.2981,0.4238$ |  |

In spite of the large noise component, the method has successfully detected two harmonic components with two significant digits after rounding. For an extremely fast and simple procedure, this must be regarded as significant evidence of the method's power.

More work on the analysis of this method is currently in progress. For example, most data of the type handled here is the result of discrete sampling of continuous data. How should the sampling rate be selected to optimize the behavior of the symmetric lattice algorithm? Although the Lanczos method for eigenvalue estimation has been the subject of extensive study, the behavior for small $p$, which is precisely the case of interest here, has never been adequately addressed. This is primarily because typically one is interested in spectral information about the underlying matrix and not the spectral content of the initial vector.

The theory described above suggests that any polynomial, say $p$, in $Z+Z^{-1}$ will define a "lattice algorithm" that gives information about the harmonic components of a data vector. The image of the unit circle under the polynomial then becomes the primary object of interest because this determines how the eigenvalues of $p\left(Z+Z^{-1}\right)$, which are the images under $p$ of the real parts of the $N$ th roots of unity, are distributed and the Lanczos method for small $p$ becomes important again. Work in these directions is currently in progress.
5. Summary. We have presented a method for estimating the dominant harmonic components in a sequence of data. The method requires about $4 n p$ operations to compute a symmetric tridiagonal matrix whose eigenvalues are the cosines of twice the $p$ approximating frequencies where the data consists of $n$ sample values.

Section 1 motivates the form that the approximation takes, including a discussion of other approaches. Section 2 contains a detailed derivation of the method and an explicit listing of the main part of the algorithm. To summarize, let $s$ be the $n$-vector of data padded with zeros as described in § 2 . We then execute the algorithm in (2.2) for the desired value of $p$ which is the number of frequencies sought. This gives a symmetric tridiagonal matrix whose eigenvalues are then computed. The desired frequencies are the arccosines of $\frac{1}{2}$ the computed eigenvalues.

Section 4 contains some numerical examples with comments on the behavior of the method.
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# an efficient technique for the computation of stable BIFURCATION BRANCHES* 
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#### Abstract

This paper deals with an application of the multi-grid iteration for large sparse linear systems to the problem of computing stable branches of solutions of nonlinear eigenvalue problems which bifurcate from simple eigenvalues. The theoretical background of the algorithm considered here is the selective Picard iteration. We present numerical results for difference approximations of nonlinear elliptic eigenvalue problems in one and two space dimensions. They confirm the efficiency of the algorithm proposed here.
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1. Introduction. Recently there has been a widespread interest in the numerical solution of nonlinear eigenvalue and bifurcation problems, cf. e.g. [1], [19], [26]. Important results concerning the finite-dimensional approximation of nonlinear parameter-dependent equations were obtained e.g. in [3], [5], [22], [32]. These results give a good insight in the behavior of the solutions of finite element and finite difference approximations in the neighborhood of turning and bifurcation points. On the other hand there has been some progress in the computational solution of the finitedimensional nonlinear systems arising via discretization near such singular points, cf. e.g. [12], [19], [31]. However, in this context, only few publications dealt with the efficient solution of large, sparse systems arising from discretizations of partial differential equations. We mention [8], [17], [23], [24], [25].

Georg's generalized inverse iteration [11] could also be used in connection with a nested iteration and a fast solver or a linear multi-grid code, i.e. in a manner similar to the approach discussed here.

In this paper we describe a multi-grid technique for the computation of stable branches of solutions of nonlinear eigenvalue problems which bifurcate from the trivial solution at simple eigenvalues. The algorithm is based on the selective iteration scheme analyzed by Scheurle [27], [28] and on the nested iteration together with some elementary bifurcation theory.

For the linear elliptic problems to be solved one can use a fast elliptic solver or a linear multi-grid iteration method. The class of multi-grid methods that we use here is based on work by Brandt [4] and Hackbusch [13], [15]. The multi-grid method has some very desirable properties. For certain elliptic operators on an $n$ by $n$ grid it computes the approximate solution to truncation error accuracy in $O\left(n^{2}\right)$ arithmetic operations and $O\left(n^{2}\right)$ storage. It seems natural to use multi-grid methods for solving nonlinear eigenvalue problems, too. However there are various different approaches possible, due to the variety of different problems arising in this area. Compare the papers [8], [17], [23], [25].

In § 2 of this paper we state some important facts concerning the selective iteration for bifurcation problems. The behavior of finite-dimensional approximations to simple bifurcation problems and some useful results of bifurcation theory are discussed in § 3. In § 4 we describe the multi-grid algorithm for computing stable branches and in § 5 we present numerical results.

[^36]2. The selective iteration procedure for bifurcation problems. Let $X$ be a real Banach space. We consider a nonlinear mapping $F: \mathbb{P} \times X \rightarrow X$ satisfying
\[

$$
\begin{equation*}
F \in C^{2}(I \times V, X) \tag{A1}
\end{equation*}
$$

\]

where $I \subset \mathbb{R}$ is a suitable interval with $\lambda_{0} \in I$ and $V$ is a certain neighborhood of $0 \in X$. Assume that

$$
\begin{equation*}
F(\lambda, 0)=0 \quad \text { for } \lambda \in I, \tag{A2}
\end{equation*}
$$

i.e. $(\lambda, 0)$ is the trivial solution of

$$
\begin{equation*}
x=F(\lambda, x) \tag{2.1}
\end{equation*}
$$

Furthermore, assume
1 is a simple eigenvalue of $F_{x}\left(\lambda_{0}, 0\right)$. All other spectral points are contained in a ball with radius strictly less than 1 about the origin.

Let $\phi$ be a normed eigenvector of $F_{x}^{0}:=F_{x}\left(\lambda_{0}, 0\right)$ corresponding to the eigenvalue 1 and $Z$ be a complement of span $\{\phi\}$ in $X$. Suppose that

$$
\begin{equation*}
F_{\lambda x}\left(\lambda_{0}, 0\right) \phi \notin R\left(F_{x}^{0}-\mathrm{id}\right) \tag{A4}
\end{equation*}
$$

Here $R$ denotes the range of a linear operator. By $N$ we shall denote the nullspace.
Theorem 1. Under the assumptions ( A 1$)-(\mathrm{A} 4)$ the point $\left(\lambda_{0}, 0\right)$ is a simple bifurcation point of equation (2.1). The nontrivial solutions of (2.1) in $I \times V$ form a branch $(\lambda(\varepsilon), x(\varepsilon)),|\varepsilon| \leqq \varepsilon_{0}$, where $x(\varepsilon)=\varepsilon \phi+\varepsilon \psi(\varepsilon)$ holds and $\lambda:\left[-\varepsilon_{0}, \varepsilon_{0}\right] \rightarrow \mathbb{R}$, $\psi:\left[-\varepsilon_{0}, \varepsilon_{0}\right] \rightarrow Z$ are continuously differentiable functions, $\lambda(0)=\lambda_{0}, \psi(0)=0$.

For a proof see [9].
By $\gamma(\lambda)$ we denote the simple positive eigenvalue of $F_{x}(\lambda, 0)$ with $\gamma\left(\lambda_{0}\right)=1$. It is well known (cf. [10]) that $\gamma(\lambda)$ crosses the unit circle with "nonvanishing velocity" $\gamma^{\prime}\left(\lambda_{0}\right) \neq 0$, if (A4) is valid.

We call a fixed point $z$ of a mapping $G: X \rightarrow X$ stable, if $\rho\left(F^{\prime}(z)\right)<1$ holds. By $\rho$ we denote the spectral radius. A solution $(\lambda, x)$ of (2.1) is called stable (unstable), if $x$ is a (is not a) stable fixed point of $F(\lambda, \cdot)$. The natural iteration method (Picarditeration) for solving (2.1) is

$$
\begin{equation*}
x^{[n+1]}=F\left(\lambda, x^{[n]}\right), \quad n=0,1,2, \cdots . \tag{2.2}
\end{equation*}
$$

Theorem 2. Let (A1)-(A4) be valid and assume that $\gamma^{\prime}\left(\lambda_{0}\right)>0$. Then the trivial solution of (2.1) is stable for $\lambda<\lambda_{0}$ and unstable for $\lambda>\lambda_{0}$. Suppose that $\lambda^{\prime}(\varepsilon) \neq 0$ for $\varepsilon \neq 0$. Then the supercritical bifurcating solutions obtain stability from the trivial solution, whereas subcritical solutions are unstable.

For the proof see [10] and [28].
For the convergence of (2.2) in the case of supercritical branching we have the following result of Scheurle [28].

Theorem 3. Let (A1)-(A4) be valid and $\gamma^{\prime}\left(\lambda_{0}\right)>0$. Assume that $\lambda^{\prime}(\varepsilon)>0$ for $\varepsilon>0$ and $\lambda^{\prime}(\varepsilon)<0$ for $\varepsilon<0$. Then, for small $\left|\lambda-\lambda_{0}\right|>0$ there is a neighborhood $U$ of $0 \in X$, depending on $\lambda$, such that the sequence $\left\{x_{n}\right\}$ defined by (2.2) converges to a stable fixed point of $F(\lambda, \cdot)$ for all $x^{[0]} \in U \backslash D$, where $D$ is a proper submanifold of $U$.

A similar result holds in the case of transcritical bifurcation where we have convergence of course only to the supercritical part of the branch.

In applications one frequently has the following setting. $X$ and $Y$ are Banach spaces, $X \subset Y$. Stationary solutions of many physical problems are described by
equations of the type

$$
\begin{equation*}
L u=G(\lambda, u), \quad u \in D(L) \subset X . \tag{2.3}
\end{equation*}
$$

Here $L: D(L) \rightarrow Y$ is a closed linear operator and one has $G: \mathbb{R} \times X \rightarrow Y, G(\lambda, 0)=0$ for all $\lambda$. Often $L$ has a compact or bounded inverse $L^{-1}: Y \rightarrow X$. Then (2.3) is equivalent to

$$
\begin{equation*}
u=L^{-1} G(\lambda, u)=: F(\lambda, u), \quad u \in X . \tag{2.4}
\end{equation*}
$$

The right-hand side defines a nonlinear operator on $X$ satisfying the conditions of the above theorems. Thus in a neighborhood of a bifurcation point the iterative algorithm

$$
\begin{align*}
& \text { Compute } u^{[n+1]} \text { from } \\
& L u^{[n+1]}=G\left(\lambda, u^{[n]}\right), \quad u^{[n+1]} \in D(L), \quad n=0,1,2, \cdots \tag{2.5}
\end{align*}
$$

yields the stable solutions of (2.3) in the sense indicated above.
A physically relevant criterion for stability is $\sigma\left(L-G_{u}(\lambda, u)\right) \subset \mathbb{C}^{+}=$ $\{z \in \mathbb{C} \mid \operatorname{Re}\{z\}>0\}$. For ordinary differential equations it guarantees the stability of a solution $u$ with respect to solutions of the evolution equation

$$
\begin{equation*}
\frac{d u}{d t}+L u-G(\lambda, u)=0 \tag{2.6}
\end{equation*}
$$

Generalizations to parabolic systems were given in [21]. In general, very little can be said about the spectrum of $L-G_{u}(\lambda, u)$ if $\sigma\left(L^{-1} G_{u}(\lambda, u)\right)$ is known and vice versa. However, for an important class of nonlinear elliptic eigenvalue problems the numerical and physical notion of stability coincide, cf. [27]. The problems treated in this paper belong to this class.

From the arguments in [27], [28] it is clear that the iteration scheme (2.2) is also applicable to problems where bifurcation occurs from a nontrivial solution $u=u(\lambda)$ if the above stability conditions are satisfied. This holds of course for the discretized problems, too. However, it should be mentioned that discretized bifurcation problems generally exhibit numerically perturbed bifurcation, i.e. the true bifurcation is destroyed and one obtains two nonintersecting half branches, eventually having turning points, cf. [3], [5]. Under certain circumstances this will not cause difficulties for the iteration process (2.2) but it is a situation different from the one discussed below, where we focus on bifurcation from the trivial solution which is not destroyed by discretization.
3. Finite-dimensional approximations to bifurcation problems. Let $X$ and $Y$ be real Banach spaces. Consider the equation

$$
\begin{equation*}
L u-f(\lambda, u)=0 \tag{3.1}
\end{equation*}
$$

where $L \in \mathscr{L}(X, Y), f: \mathbb{R} \times X \rightarrow Y$ smooth, $f(\lambda, 0)=0$ for all $\lambda \in \mathbb{R}$. We assume that

$$
\begin{align*}
& N\left(L-f_{u}\left(\lambda_{0}, 0\right)\right)=\operatorname{span}\{\phi\}, \quad \phi \neq 0, \\
& R\left(L-f_{u}\left(\lambda_{0}, 0\right)\right)=\{y \in Y,\langle\psi, y\rangle=0\}, \quad 0 \neq \psi \in Y^{\prime},  \tag{3.2}\\
& \left\langle\psi, f_{u \lambda}\left(\lambda_{0}, 0\right) \phi\right\rangle \neq 0 .
\end{align*}
$$

$Y^{\prime}$ denotes the dual space of $Y$ and $\langle\cdot, \cdot\rangle$ the duality pairing. Under these hypotheses $\lambda_{0}$ is a simple bifurcation point of (3.1). The branching solutions have the form $u(\varepsilon)=\varepsilon \phi+\varepsilon^{2} w(\varepsilon), \lambda(\varepsilon)=\lambda_{0}+\varepsilon \eta(\varepsilon)$, cf. [20].

Now consider a finite-dimensional approximation of (3.1) of the form, say

$$
\begin{equation*}
L_{h} u_{h}-f_{h}\left(\lambda, u_{h}\right)=0, \tag{3.3}
\end{equation*}
$$

where $L_{h} \in \mathscr{L}\left(X_{h}, Y_{h}\right), f_{h}: \mathbb{R} \times X_{h} \rightarrow Y_{h}$ smooth, $f_{h}(\lambda, 0)=0 . X_{h}$ and $Y_{h}$ are finite dimensional Banach spaces with $\operatorname{dim} X_{h}=\operatorname{dim} Y_{h}, h$ is a real discretization parameter tending to zero, cf. e.g. [3], [5]. Under appropriate consistency and stability requirements (cf. [3], [5], [22], [32]) one obtains that the discrete problems (3.3) also exhibit simple bifurcation from the trivial solution at points $\lambda_{0 h}, \lim _{h \rightarrow 0} \lambda_{0 h}=\lambda_{0}$. For the bifurcating curves, error estimates of the form

$$
\begin{align*}
& \left\|\Delta_{h} u(\varepsilon)-u_{h}(\varepsilon)\right\|_{h} \leqq C_{1} h^{r}, \quad|\varepsilon| \leqq \varepsilon_{0} \\
& \left|\lambda(\varepsilon)-\lambda_{h}(\varepsilon)\right| \leqq C_{2} h^{r},
\end{align*}
$$

frequently are valid, where $r$ is the order of consistency of the discretization scheme employed and $\Delta_{h}: X \rightarrow X_{h}$ is the usual matching operator. Figure 1 shows a typical diagram of the quantitative behavior of approximations of simple bifurcation problems.


FIG. 1. Bifurcation diagram of continuous and discrete problems for $h_{1}>h_{2}>h_{3}>h_{4}$.
We now turn to the asymptotic expansion of the solutions of a simple bifurcation problem which is useful also for numerical reasons. We assume that the nonlinearity $f$ of problem (3.1) has the form

$$
\begin{equation*}
f(\lambda, u)=f_{u}(\lambda, 0) u+Q(\lambda, u)+R(\lambda, u), \tag{3.5}
\end{equation*}
$$

with

$$
Q(\lambda, u)=\frac{1}{(p+1)!} \frac{\partial^{p+1}}{\partial u^{p+1}} f(\lambda, 0)(u)^{p+1}
$$

and

$$
R(\lambda, u)=O\left(\|u\|^{p+2}\right), \quad \text { uniformly in } \lambda
$$

Let $Z$ be a complement of span $\{\phi\}$ in $X$. Then we have the next theorem.

Theorem 4. Under the assumptions (3.2) and (3.5) the bifurcating solutions $(u(\varepsilon), \lambda(\varepsilon))$ satisfy

$$
\begin{align*}
& u(\varepsilon)=\varepsilon\left(\phi+\varepsilon^{p} v_{0}\right)+O\left(\varepsilon^{p+2}\right),  \tag{3.6}\\
& \lambda(\varepsilon)=\lambda_{0}+\varepsilon^{p} \eta_{0}+O\left(\varepsilon^{p+1}\right),
\end{align*}
$$

where

$$
\eta_{0}=-\frac{\left\langle\psi, Q\left(\lambda_{0}, \phi\right)\right\rangle}{\left\langle\psi, f_{u \lambda}\left(\lambda_{0}, 0\right) \phi\right\rangle}
$$

and $v_{0} \in Z$ is uniquely determined by

$$
\left(L-f_{u}\left(\lambda_{0}, 0\right)\right) v_{0}=f_{u \lambda}\left(\lambda_{0}, 0\right) \phi \eta_{0}+Q\left(\lambda_{0}, \phi\right)
$$

Proof. This follows from the arguments in [20].
If the nonlinearity has special properties, the asymptotic expansion (3.6) may proceed in powers of $\varepsilon^{p}$, e.g. in the (scalar) case $f(\lambda, u)=\lambda \sin u$, where $p=2$; we refer to [20].

We shall apply this result to the discrete problems (3.3). For the sake of simplicity we consider here only the case of symmetric operators $L_{h}-f_{h u_{h}}\left(\lambda_{0 h}, 0\right)$, i.e. $\psi_{h}=$ $\phi_{h},\left\|\phi_{h}\right\|_{h}=1$. If the discrete problems fulfill conditions corresponding to (3.2) and (3.5) (in most cases, these properties are inherited from the continuous problems), we have

$$
\begin{align*}
& u_{h}(\varepsilon)=\varepsilon\left(\phi_{h}+\varepsilon^{p} v_{0 h}\right)+O\left(\varepsilon^{p+2}\right),  \tag{3.7}\\
& \lambda_{h}(\varepsilon)=\lambda_{0 h}+\varepsilon^{p} \eta_{0 h}+O\left(\varepsilon^{p+1}\right),
\end{align*}
$$

with

$$
\begin{equation*}
\eta_{0 h}=-\frac{\left\langle\phi_{h}, Q_{h}\left(\lambda_{0 h}, \phi_{h}\right)\right\rangle_{h}}{\left\langle\phi_{h}, f_{h u_{h} \lambda}\left(\lambda_{0 h}, 0\right) \phi_{h}\right\rangle_{h}} . \tag{3.8}
\end{equation*}
$$

Under moderate requirements concerning the discretizations one may obtain convergence of the $\eta_{0 h}$ to $\eta_{0}$.

## 4. The algorithm.

4.1. The nested iteration procedure. The nonlinear eigenvalue problem (3.1) is replaced by its finite-dimensional analogues (3.3). The kind of the discretization is arbitrary. One may use, for example, finite differences or finite elements. Referring to a sequence of stepsizes

$$
\begin{equation*}
h_{0}>h_{1}>h_{2}>\cdots>h_{l-1}>h_{l}>\cdots \quad(l: \text { level number }), \tag{4.1}
\end{equation*}
$$

we also write

$$
\begin{equation*}
L_{l} u_{l}-f_{l}\left(\lambda, u_{l}\right)=0, \quad u_{l} \in X_{l}, \tag{4.2}
\end{equation*}
$$

for (3.3) with $h=h_{l}$. The stepsizes $h_{l}$ may be chosen more general, but we consider the case

$$
\begin{equation*}
h_{l}=2^{-l} h_{0} \quad(l \in \mathbb{N}) . \tag{4.3}
\end{equation*}
$$

The norm in $X_{l}$ will be denoted by $\|\cdot\|_{l}$.
In the following we assume that the linear operator $L_{l}$ is symmetric, positive definite and (identifying it with a matrix) sparse. As a simple example consider the problem

$$
-\Delta u=f(\lambda, u) \quad \text { on } \Omega, \quad u=0 \quad \text { on } \partial \Omega,
$$

where $\Omega=(0,1) \times(0,1), f(\lambda, 0)=0$ and its usual five-point discretization.

The discrete Picard iteration on level $l$ has the form

$$
\begin{equation*}
L_{l} u_{l}^{[n+1]}=f_{l}\left(\lambda, u_{l}^{[n]}\right), \quad n=0,1,2, \cdots . \tag{4.4}
\end{equation*}
$$

If the assumptions w.r.t. the eigenvalues of $L_{l}^{-1} f_{l u_{l}}\left(\lambda_{0}, 0\right)$ are satisfied, cf. (A1)-(A3), then the iteration scheme (4.4) will be convergent for almost all initial values $u_{l}^{[0]}$.

For solving the linear equations arising in (4.11) the linear multi-grid algorithm could be used. However it is well known (cf. [28]) that the selective iteration (4.11)-in spite of its interesting theoretical properties-is not an effective tool for solving bifurcation problems computationally. Convergence will be linear and too slow, especially near the bifurcation point, since $\rho\left(L_{l}^{-1} f_{l l_{l}}\left(\lambda_{l}(\varepsilon), u_{l}(\varepsilon)\right)\right) \rightarrow 1$ for $\varepsilon \rightarrow 0$, and of course if $\left|\lambda-\lambda_{0 l}\right|$ increases.

For getting an effective algorithm one has to assure that only a very small number of calls of the linear multi-grid code on the finest grid, i.e. on level $l$, is necessary. This leads to the design of a nested iteration procedure.

$$
\begin{align*}
& \lambda \text { fixed, } u_{l_{0}}^{[0]} \text { given, } l_{0} \geqq 0 \text {, } \\
& \text { solve }(4.2) \text { on level } l_{0} \text { by }(4.4) \text {, result: } u_{l_{0}}^{*} \text {, }  \tag{4.5}\\
& \text { for } k:=l_{0}+1(1) l: \quad u_{k}^{[0]}:=q_{k} u_{k-1}^{*} \text {, solve (4.2) on level } k \text { by (4.4), result: } u_{k}^{*} \text {. }
\end{align*}
$$

Here $q_{k}: X_{k-1} \rightarrow X_{k}$ is a higher order interpolation operator.
Algorithm (4.5) has been implemented using the multi-grid method for solving the linear problems in every step. It worked satisfactorily, but only relatively far from the bifurcation point. For $\lambda$ in the vicinity of $\lambda_{0}$ it is not very useful, i.e. it is not faster than the simple iteration (4.4) on level $l$. The reason for this will become clear if we inspect Fig. 1: the parametrization of the different discrete branches by the same $\lambda$-scale is not adequate. This holds especially in the case of partial differential equations where the step size $h$ cannot be made very small. If one wants to solve (4.2) on level $l$ for a fixed $\lambda, \lambda$ near $\lambda_{0}$, one has to use different values of $\lambda$, say $\lambda^{i}$, on the other, lower levels $i, i<l$; in the case of supercritical bifurcation as in Fig. 1 one should choose $\lambda^{0}<\lambda^{1}<\cdots<\lambda^{l}=\lambda$.

With the aid of the asymptotic representations of the bifurcating branches we can easily compute reasonable values of the $\lambda^{j}$ s. For given $\lambda=\lambda^{l}$ we solve (see (3.6)) the equation

$$
\lambda^{l}=\lambda_{0 l}+\varepsilon^{p} \eta_{0 l}
$$

with respect to $\varepsilon$ :

$$
\varepsilon=\varepsilon_{\lambda}=\sqrt[p]{\frac{\lambda-\lambda_{0 l}}{\eta_{0 l}}} .
$$

Here $\varepsilon_{\lambda}$ has to be chosen real, of course. Set

$$
\begin{equation*}
\lambda^{j}=\lambda_{0 j}+\varepsilon_{\lambda}^{p} \eta_{0 j}, \quad j=0,1, \cdots, l-1 . \tag{4.6}
\end{equation*}
$$

This is, of course, equivalent to the introduction of $\varepsilon$ as a new (uniform) parameter valid near the bifurcation point.

It is not necessary to compute the $\eta_{0 j}$ 's very accurately, as experiments have shown. Additionally, one has a good starting vector

$$
u_{l_{0}}^{[0]}=\varepsilon \phi_{l_{0}}
$$

on the level $l_{0}$ which is the coarsest level for the nested iteration. If the distance $\left|\lambda-\lambda_{0}\right|$ increases we suggest using

$$
\tilde{\lambda}^{j}=\lambda+\tau\left(\lambda^{j}-\lambda\right), \quad 0 \leqq \tau<1,
$$

instead of $\lambda^{j}$ in the nested iteration. This means that the distances between the $\tilde{\lambda}_{j}$ and $\lambda$ become smaller now, according to the behavior of the discrete solutions for increasing $\lambda-\lambda_{l 0}$. See Fig. 1. We summarize this approach as shown.

Nested iteration with $\lambda$-correction.

$$
\begin{align*}
& \lambda>\lambda_{0 l}, \phi_{l_{0}}, l_{0} \geqq 0, p \in \mathbb{N}, \eta_{00}, \cdots, \eta_{0 l} \text { given } \\
& \varepsilon_{\lambda}:=\sqrt[p]{\frac{\lambda-\lambda_{0 l}}{\eta_{0 l}}}, \quad \lambda^{k}:=\lambda_{0 k}+\varepsilon_{\lambda}^{p} \eta_{0 k}, \quad k=l_{0}, l_{0}+1, \cdots, l \quad\left(\lambda^{l}=\lambda\right) \\
& \text { for } k:=l_{0}(1) l:\left\{\begin{array}{l}
u_{k}^{[0]}:=\left\{\begin{array}{cc}
\varepsilon_{\lambda} \phi_{l_{0}}, & k=l_{0}, \\
q_{k} u_{k-1}^{*}, & k \neq l_{0},
\end{array}\right. \\
\text { for } i:=1,2, \cdots: u_{k}^{[i+1]}:=L_{k}^{-1} f_{k}\left(\lambda^{k}, u_{k}^{[i]}\right), \\
\text { result of the iteration: } u_{k}^{*} .
\end{array}\right. \tag{4.7}
\end{align*}
$$

For the convergence of (4.7) we have the following result.
Theorem 5.
(I) Assume that for the problem $u=F(\lambda, u)$ with $F(\lambda, u)=L^{-1} f(\lambda, u)$ the hypotheses (A1)-(A4) are valid and that there is a supercritical stable branch of solutions of (3.1) corresponding to $\varepsilon>0$.
(II) For the discrete problems (3.2) approximating (3.1) let the assumptions of § 3 be valid, especially assume that (3.4) and (3.6) hold uniformly with respect to $h=h_{k}$, $k=l_{0}, \cdots, l$, for $0<\varepsilon \leqq \varepsilon_{0}$.

Furthermore assume that:
(III) $\rho\left(L_{k}^{-1} f_{k u_{k}}\left(\lambda_{k}(\varepsilon), u_{k}(\varepsilon)\right)\right) \leqq c_{0}(\varepsilon)<1$ for $0<\varepsilon \leqq \varepsilon_{0}$, for all $k, l_{0} \leqq k \leqq l, c_{0}$ independent of $k$;
(IV) for all $u \in X, u^{k}:=\Delta_{k} u \in X_{k}\left(\Delta_{k}:=\Delta_{h_{k}}: X \rightarrow X_{k}\right)$ we have $\left\|q_{k} u^{k-1}-u^{k}\right\|_{k} \leqq$ $d_{1}\|u\| \cdot h_{k}^{\alpha}, \alpha>0$, uniformly w.r.t. $k, l_{0}+1 \leqq k \leqq l$;
(V) $\left\|q_{k} v_{k-1}\right\|_{k} \leqq d_{2}\left\|v_{k-1}\right\|_{k-1}$ for all $v_{k-1} \in X_{k-1}, k=l_{0}+1, \cdots, l, d_{2}$ independent of $k$;
(VI) $\lambda_{k}(\varepsilon)$ is strictly monotone increasing for $0<\varepsilon \leqq \varepsilon_{0}, l_{0} \leqq k \leqq l$ and $\| u_{k}\left(\varepsilon_{\lambda}\right)-$ $u_{k}\left[\lambda^{k}\right] \|_{k} \leqq d_{3} \varepsilon_{\lambda}$ uniformly w.r.t. $k, l_{0} \leqq k \leqq l$, and $0<\varepsilon_{\lambda} \leqq \varepsilon_{0}$. Here we use brackets $[\cdots \cdot]$ to indicate the $\lambda$-dependence of $u_{k}$.

Then, if $\varepsilon_{\lambda}$ and $h_{l}$ are sufficiently small, the nested iteration process (4.7) converges on all levels $l_{0}, \cdots$, l and we have $\lim _{i \rightarrow \infty} u_{l}^{[i]}=u_{l}[\lambda]$.

Proof. According to (I), (II) and (VI) the discrete problems possess supercritical branches emanating from ( $0, \lambda_{0 k}$ ) corresponding to $\varepsilon>0$. Due to (III) and (VI) we have

$$
\begin{equation*}
\rho\left(L_{k}^{-1} f_{k u_{k}}\left(\lambda, u_{k}[\lambda]\right)\right) \leqq c_{0}^{*}[\lambda]<1 \quad \text { for } \lambda_{0 k}<\lambda \leqq \lambda_{0 k}^{*}:=\lambda_{0 k}+\varepsilon_{0}^{p} \eta_{0 k}, \quad l_{0} \leqq k \leqq l . \tag{4.8}
\end{equation*}
$$

For the starting value $u_{l_{0}}^{[0]}=\varepsilon_{\lambda} \phi_{l_{0}}$ on the coarsest level $l_{0}$ of the nested iteration we find from (II) and (VI) the estimate

$$
\left\|u_{l_{0}}^{[0]}-u_{l_{0}}\left[\lambda^{l_{0}}\right]\right\|_{L_{0}} \leqq\left\|u_{l_{0}}\left[\lambda^{l_{0}}\right]-u_{l_{0}}\left(\varepsilon_{\lambda}\right)\right\|_{L_{0}}+c_{1} \varepsilon_{\lambda}^{p+1} \leqq d_{3} \varepsilon_{\lambda}+c_{1} \varepsilon_{\lambda}^{p+1} .
$$

Ostrowski's theorem now implies the convergence on level $l_{0}$ for $\lambda-\lambda_{0 l_{0}}$ sufficiently small, i.e. $\varepsilon_{\lambda}$ sufficiently small.

From (4.8) it is also clear that the iteration process converges at the levels $l_{0}+1, \cdots, l$ if the starting values are sufficiently near to $u_{k}\left[\lambda^{k}\right], k=l_{0}+1, \cdots, l$. This will be shown inductively. Due to (VI) and $u_{k-1}^{*}=u_{k-1}\left[\lambda^{k-1}\right]$ we have

$$
\begin{aligned}
\left\|u_{k}\left[\lambda^{k}\right]-u_{k}^{[0]}\right\|_{k} \leqq & d_{3} \varepsilon_{\lambda}+\left\|u_{k}\left(\varepsilon_{\lambda}\right)-q_{k} u_{k-1}\left[\lambda^{k-1}\right]\right\|_{k} \\
\leqq & d_{3} \varepsilon_{\lambda}+\left\|u_{k}\left(\varepsilon_{\lambda}\right)-\Delta_{k} u\left(\varepsilon_{\lambda}\right)\right\|_{k}+\left\|\Delta_{k} u\left(\varepsilon_{\lambda}\right)-q_{k} \Delta_{k-1} u\left(\varepsilon_{\lambda}\right)\right\|_{k} \\
& +\left\|q_{k}\left\{\Delta_{k-1} u\left(\varepsilon_{\lambda}\right)-u_{k-1}\left(\varepsilon_{\lambda}\right)\right\}\right\|_{k}+\left\|q_{k}\left\{u_{k-1}\left(\varepsilon_{\lambda}\right)-u_{k-1}\left[\lambda^{k-1}\right]\right\}\right\|_{k} .
\end{aligned}
$$

Assumptions (II), (IV), (V) and (VI) then imply

$$
\left\|u_{k}\left[\lambda^{k}\right]-u_{k}^{[0]}\right\|_{k} \leqq d_{3} \varepsilon_{\lambda}+C_{1} h_{k}^{r}+d_{1}\left\|u\left(\varepsilon_{\lambda}\right)\right\| h_{k}^{\alpha}+d_{2} 2^{r} C_{1} h_{k}^{r}+d_{2} d_{3} \varepsilon_{\lambda}
$$

for $0<\varepsilon_{\lambda} \leqq \varepsilon_{0}$. Thus, for sufficiently small $\varepsilon_{\lambda}$ and $h_{l}$, the iteration process converges at all levels $k, l_{0}<k \leqq l$. This finishes the proof.

The numerical solution of the linear systems with matrices of coefficients $L_{k}$ may be performed by different choices of algorithms (we focus here on elliptic equations only): by fast elliptic solvers, such as Buneman's algorithm [7] or the reduction method of Schröder and Trottenberg [29], or on the other hand by multi-grid methods (cf. e.g. [4]).

In the author's opinion fast elliptic solvers are very valuable for elliptic equations on certain classes of simple domains, but multi-grid methods are more generally applicable, i.e. to elliptic equations on almost arbitrarily general domains, cf. Stüben [30], where a FORTRAN program for this purpose is described. In the following we will mention some basic facts and results on multi-grid methods for linear problems.
4.2. The multi-grid method for linear problems. Let us consider the linear problem

$$
\begin{equation*}
L_{l} u_{l}=f_{l} \tag{4.9}
\end{equation*}
$$

under the conditions (4.1) and (4.3). The levels $l$ and $l-1$ are connected by the restriction

$$
r_{l}: X_{l} \rightarrow X_{l-1}
$$

and the prolongation

$$
p_{l}: X_{l-1} \rightarrow X_{l} .
$$

$p_{l}$ is usually different from $q_{l}$ which has been introduced above.
By $u \rightarrow G_{l}(u, f)$ we denote the result of a smoothing step. For elliptic problems there are different choices possible. We mention Jacobi and Gauss-Seidel iteration, SOR and the uncomplete $L U$-decomposition, cf. [15].

The characteristic feature of the multi-grid method is the combination of a smoothing step and coarse-grid correction. During the smoothing step the defect is not necessarily decreased but smoothed. By the following correction step the discrete solution is improved by means of an auxiliary equation on a coarser grid. In fact this equation has to be of the same structure and sparsity pattern. Well readable introductions to multi-grid methods are [4], [15], [18]. The following ALGOL-like program describes the multi-grid algorithm for the linear problem (4.9). It performs one iteration at the level $l$.

```
procedure multigrid \((l, u, f)\);
value \(l\);
integer \(l\); array \(u, f\);
comment \(l\) : actual level number
            \(\nu, \mu:\) numbers of smoothing steps
            \(\gamma\) : number of calls of multigrid at level \(l-1\)
            \(u=u_{l}^{i}\) as input, \(u=u_{l}^{i+1}=\) next iterate as output
            \(f=f_{l}\) right-hand side at level \(l\);
if \(l=0\) then \(u:=L_{0}^{-1} * f\) else
    begin integer \(j\); array \(v, d\);
    for \(j:=1\) step 1 until \(\nu\) do \(u:=G_{l}(u, f)\);
    \(d:=r *\left(L_{l} * u-f_{l}\right) ; v:=0 ;\)
```

for $j:=1$ step 1 until $\gamma$ do multigrid $(l-1, v, d)$;
$u:=u-p * v$;
for $j:=1$ step 1 until $\mu$ do $u:=G_{l}(u, f)$;
end multigrid.
Usual values of $(\nu, \mu)$ and $\gamma$ are $(1,0),(2,0),(1,2)$ and $\gamma=1,2$. The convergence of the multi-grid algorithm for linear elliptic problems has been analyzed, e.g. in [16].

We shall assume henceforth that the convergence of the multi-grid algorithm for the linear problem (4.9) is established.

For theoretical purposes a fixed strategy as in the above ALGOL-like program is useful. For the design of effective programs an adaptive strategy might be preferable. It could be as follows (cf. [4]). Transfer to a coarser grid when the ratio of the residual norm of the current iterate to the residual norm a sweep earlier is greater than some tolerance $\eta$, and transfer to a finer grid when the ratio of the residual norm of the current iterate to the residual norm on the next finer grid is less than another tolerance $\delta$.

We are now ready to replace the application of $L_{k}^{-1}$ in (4.7) by $s$ steps of the multi-grid iteration, i.e. by $s$ calls of multigrid, $s \geqq 1$. We formulate the final algorithm as an ALGOL-like program.

```
procedure multibif \(\left(l, l_{0}, \tau, \operatorname{nmax}, s, \lambda, \lambda_{0}, \eta_{0}, p, \phi_{0}, u\right)\);
integer \(l, l_{0}, p, s\); real \(\tau, \lambda\);
array \(\lambda_{0}, \eta_{0}, \phi_{0}, u\); integer array nmax;
comment \(\quad \eta_{0}: \quad\) vector \(\left(\eta_{0 l_{0}}, \cdots, \eta_{0 l}\right)\)
    \(\phi_{0}\) : linearized discrete eigenfunction on level \(l_{0}\)
    nmax: vector ( nmax \(_{l_{0}}, \cdots\), nmax \(_{l}\) ) of numbers of steps of
    nested iteration on levels \(l_{0}, \cdots, l\)
    \(u\) : contains result at the end of multibif;
begin
real \(\varepsilon\), lam; array \(v\); integer \(k, i, n\);
\(\varepsilon:=\sqrt[p]{\left(\lambda-\lambda_{0}[l]\right) / \eta_{0}[l] ;}\)
for \(k:=l_{0}\) step 1 until \(l\) do
    begin
    lam \(:=\lambda+\tau *\left(\lambda_{0}[k]+\varepsilon^{p} * \eta_{0}[k]-\lambda\right)\);
    if \(k=l_{0}\) then \(u:=\varepsilon * \phi_{0}\) else \(u:=q * u\);
    for \(n:=1\) step 1 until nmax \([k]\) do
        begin
        \(v:=u\); for \(i:=1\) step 1 until \(s\) do multigrid \(\left(k, u, f_{k}(\operatorname{lam}, v)\right)\);
        end \(n\);
    end \(k\);
end multibif.
```

For the algorithm outlined above we need exactly the same storage as in the linear case, cf. [16]. If $N_{j}$ denotes the number of grid points on level $j$ we need

$$
2 \sum_{k=0}^{l} N_{k} \leqq 2 N_{l} /\left(1-2^{-n}\right)
$$

units. $n$ is the number of space dimensions.
From the standard perturbation results valid for contraction mappings we can easily conclude that the iterative method described above results in iteration sequences which are slightly perturbed compared with those of (4.7). The distances between the corresponding iterates, however, can be made arbitrary small by choosing $s$, the
number of multi-grid steps, sufficiently large. On the other hand, it does not make much sense to compute the discrete solutions more accurately then to the level of the discretization error.

A few words should be devoted to the problem of finding numerically $\lambda_{0 j}$ and $\phi_{j}$. This may be done e.g. with the aid of Hackbusch's direct multi-grid approach [14] or by applying the multi-grid method of the second kind, see [15].
5. Numerical results. In this section we present results of calculations with algorithm multibif.
5.1. A one-dimensional example. Consider the parameter-dependent boundary value problem

$$
\begin{equation*}
-u^{\prime \prime}-g(\lambda, u)=0, \quad u(0)=u(1)=0 \tag{5.1}
\end{equation*}
$$

satisfying $g(\lambda, 0)=0, \lambda \in \mathbb{R}$. If $g(\lambda, u)=\lambda \tilde{g}(u), \tilde{g}^{\prime}(0)=c \neq 0$, the points $\lambda_{0}^{[n]}=n^{2} \pi^{2} / c$ are bifurcation points and the corresponding linearized eigenfunctions are $\phi_{0}^{[n]}=$ $\sin n \pi x$, cf. [9]. (5.1) is discretized as usual by

$$
\begin{equation*}
L_{h} u_{h}-g_{h}\left(\lambda, u_{h}\right)=0 \tag{5.2}
\end{equation*}
$$

where

$$
\left.L_{h}=1 / h^{2}\left[\begin{array}{rrrr}
2 & -1 & & \\
-1 & 2 & -1 & \\
& \ddots & \ddots & \ddots \\
& \ddots & 2 & -1 \\
0 & & & -1
\end{array}\right] \quad 2\right] \quad g_{h}=\left[\begin{array}{c}
g\left(\lambda, u_{1}\right) \\
\vdots \\
g\left(\lambda, u_{N-1}\right)
\end{array}\right],
$$

Here $h=1 / N$ denotes the step width, $u_{h}=\left(u_{1}, \cdots, u_{N-1}\right), N$ is assumed to be an even integer. If $g(\lambda, u)=\lambda \tilde{g}(u)$ as above the discrete problem (5.2) has the bifurcation points $\lambda_{0 h}^{[n]}=\left(4 / h^{2}\right) \sin ^{2}(n \pi h / 2) / c, n=1, \cdots, 1 / h-1$ and the corresponding linearized discrete eigenfunctions $\phi_{0 h}^{[n]}=(\sin n \pi x)_{x=h, 2 h, \cdots, 1-h}$. We have $\left|\lambda_{0 h}^{[n]}-\lambda_{0}^{[n]}\right|=O\left(h^{2}\right)$ for fixed $n$.

Weiss [32] gave a complete analysis of difference approximations to bifurcation problems for a class of ordinary boundary-value problems, to which (5.1) belongs. As an example for (5.1) we have treated numerically the pendulum equation

$$
-u^{\prime \prime}=\lambda \sin u, \quad u(0)=u(1)=0,
$$

using its discretization (5.2). Weiss' theory [32] implies the existence of an error estimate of the form (3.4) with $r=2,\|\cdot\|\left(\|\cdot\|_{h}\right)$ being the (discrete) maximum norm, for the branches bifurcating at $\lambda_{0 h}^{[n]}(c=1)$. All branches are supercritical. The first one, emanating from $\lambda_{0 h}^{[1]} \approx \pi^{2}$ is stable, both in the physical and the numerical sense, compare paragraph 2 . Thus our algorithm is applicable. The order $p$ of the nonlinearity is $p=2$.

The details of the multi-grid method used are:
smoother $G$ : Gauss-Seidel relaxation,
prolongation $p$ : linear interpolation,
interpolation $q$ : quadratic interpolation,
restriction $r$ : weights $\frac{1}{4}, \frac{1}{2}, \frac{1}{4}$.
We always used the fixed strategy $\nu=1, \mu=0, \gamma=1$. In Table 1 we present numerical results for $l=9, h=h_{l}=1 / 1024, h_{0}=1 / 2, l_{0}=3$, i.e. $\lambda_{0 h}=9.8695967, \eta_{0 h} \approx 1.234$ for small $h$. It turned out that $s=2$ calls of the linear multi-grid code were sufficient.

TAble 1

| $\boldsymbol{\lambda}$ | $M_{3}$ | $M_{4}$ | $M_{5}$ | $M_{6}$ | $M_{7}$ | $M_{8}$ | $M_{9}$ | $u(0.5)$ |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| 9.9 | 309 | 36 | 4 | 1 | 1 | 1 | 1 | 0.1568288 |
| 10.0 | 212 | 4 | 2 | 2 | 1 | 1 | 1 | 0.3236076 |
| 11.0 | 46 | 19 | 15 | 10 | 2 | 5 | 1 | 0.9207691 |
| 12.0 | 26 | 14 | 12 | 9 | 6 | 4 | 2 | 1.2245260 |
| 15.0 | 7 | 7 | 6 | 6 | 5 | 4 | 3 | 1.7471018 |
| $20.0^{*}$ | 7 | 6 | 10 | 5 | 10 | 3 | 10 | 2.1906631 |
| $10.0^{*}$ | 15 | 3 | 21 | 100 | 31 | 97 | 110 | 0.3236089 |

Above we have $M_{i}=$ number of iterates on level $i$. An asterisk indicates computation with fixed $\lambda$. The row $10^{*}$ is included to demonstrate the benefit of using the $\lambda$-correction (4.14).
5.2. A two-dimensional example. We consider the nonlinear eigenvalue problem

$$
\begin{equation*}
-\Delta u=\lambda u+f(u) \quad \text { on } \Omega=(0,1) \times(0,1), \quad u=0 \quad \text { on } \partial \Omega, \tag{5.3}
\end{equation*}
$$

with $f(0)=0$ and $f^{\prime}(0)=0$. Problems of this or a similar form arise in MHD-calculations, the theory of elasticity, or in the theory of chemical reactions (cf. e.g. [6]) where also numerical calculations are discussed.

The linearized equation $-\Delta u=\lambda u, u=0$ on $\partial \Omega$, has the eigenvalues $\pi^{2}\left(m^{2}+n^{2}\right)$ and eigenfunctions

$$
\phi_{m n}(x, y)=\sin m \pi x \cdot \sin n \pi y, \quad(x, y) \in \Omega, \quad m, n \in \mathbb{N} .
$$

We discretize (5.3) by the usual five-point difference star with uniform step width $h, h=1 / N, N$ an even integer. It is well known that the eigenvalues of the discrete linearized problem $L_{h} u_{h}=\lambda_{h} u_{h}$ approximate the first $(N-1)^{2}$ eigenvalues of the continuous linearized eigenvalue problem. The first discrete eigenvalue is $\lambda_{11}^{h}=$ $4 / h^{2}(1-\cos \pi h)=2 \pi^{2}+O\left(h^{2}\right)$. As indicated by Beyn's [3] and Kikuchis's [22] results (here a linear finite element approximation leads to the same nonlinear system of equations), the discrete branch emanating from $\lambda_{11}^{h}$ approximates the branch of the continuous problem bifurcating at $\lambda_{11}$. So it is quite clear that an error estimate of the form (3.4) with $r=2$ holds, where $\|\cdot\|\left(\|\cdot\|_{h}\right)$ is the (discrete) $L_{2}$-norm. Choosing the nonlinearity

$$
\lambda u-u^{3}
$$

now leads to a stable supercritical bifurcation from $\lambda_{11}$ and our algorithm becomes applicable.

The details of the linear multi-grid code used here are:
smoother $G$ : pointwise Gauss-Seidel relaxation,
prolongation $p$ : linear interpolation,
interpolation $q$ : quadratic interpolation,
restriction $r$ : injection.
The program is based on Brandt's subroutines and uses the adaptive strategy, cf. [4].
Table 2 presents some typical results for $l=6, h=h_{l}=1 / 128, h_{0}=1 / 2, l_{0}=2$, $\lambda_{0 h}=19.738217, \eta_{0 h} \approx 0.5625$ for small $h$.
$W_{i}$ is the accumulated relaxation work of the iterations on level $i$ where a sweep on the finest grid is taken as the work unit, cf. [4]. $\tau$ is the damping parameter introduced before (4.7). It is worthwhile to compare a typical value of the CPU-time (Honeywell-Bull HB 66/80, FORTRAN, single-precision), say for $\lambda=25: \underline{23.35} \mathrm{sec}$

Table 2

| $\lambda$ | $\tau$ | $W_{2}$ | $W_{3}$ | $W_{4}$ | $W_{5}$ | $W_{6}$ | $W=\sum W_{i}$ | $u(0.5,0.5)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 19.8 | 1 | 0.1 | 0.4 | 1.2 | 3.5 | 12.1 | 17.3 | 0.3310478 |
| 19.9 | 1 | 0.1 | 0.4 | 1.3 | 4.3 | 28.3 | 34.5 | 0.5353342 |
| 20.0 | 1 | 0.1 | 1.6 | 1.5 | 6.5 | 28.4 | 38.1 | 0.6808751 |
| 21.0 | 1 | 0.7 | 0.8 | 1.5 | 4.0 | 12.4 | 19.4 | 1.4887676 |
| 22.0 | 1 | 0.7 | 0.5 | 1.1 | 9.0 | 14.6 | 25.9 | 1.9842003 |
| 25.0 | 1 | 0.5 | 0.9 | 2.6 | 7.0 | 15.7 | 26.7 | 2.9860564 |
| 30.0 | 0.8 | 0.5 | 0.8 | 2.5 | 7.9 | 22.3 | 34.1 | 4.0855092 |

with the CPU-time required for solving Poisson's equation (with the right-hand side $\sin (\sin \pi x \cdot \cos \pi y)$ ) by the same linear multi-grid code $(h=1 / 128): 17.94 \sec (16.7$ work units).

The results are in good agreement with those given in [22]. Figure 2 shows the solutions $u(x, 0.5)$ for different $\lambda$ 's. A bifurcation diagram is given in Fig. 3.
5.3. Von Kármán's equations for the simply supported plate. As a less simple example we have treated numerically von Kármán's equations for the buckling of a thin elastic simply supported rectangular plate, which is subject to a compressive


Fig. 2. Plots of $u(x, 0.5)$ for different values of $\lambda$.


Fig. 3. Bifurcation diagram ( $h=1 / 128$ ).


Fig. 4. Plate problem.
thrust applied along the short edges (see Fig. 4). In the dimensionless form von Kármán's equations for the deflection $w(x, y)$ and the stress function $f(x, y)$ are (cf. [2])

$$
\begin{array}{clll}
\Delta^{2} f=-\frac{1}{2}[w, w] & \text { on } \Omega, & f=\Delta f=0 & \text { on } \partial \Omega, \\
\Delta^{2} w+\lambda w_{x x}=[f, w] & \text { on } \Omega, & w=\Delta w=0 & \text { on } \partial \Omega, \tag{5.4}
\end{array}
$$

where

$$
[g, h]=g_{x x} h_{y y}+g_{y y} h_{x x}-2 g_{x y} h_{x y}
$$

$\lambda$ is proportional to the compressive force. (5.4) may be written in the form

$$
\begin{equation*}
\Delta^{2} w=-\lambda w_{x x}+C(w) \quad \text { on } \Omega, \quad w=\Delta w=0 \quad \text { on } \partial \Omega, \tag{5.5}
\end{equation*}
$$

where $C$ is a certain "cubic" operator. Thus (5.5) belongs to the class of equations treated here.

For numerical reasons, however, we introduce new variables

$$
\Phi=\Delta f \quad \text { and } \quad \Psi=\Delta w
$$

with Dirichlet boundary conditions. This leads to a mixed formulation of (12), consisting of four second order equations with zero boundary conditions. This problem may be solved iteratively by

$$
\begin{align*}
\Delta \Phi^{[i+1]} & =-\frac{1}{2}\left[w^{[i]}, w^{[i]}\right] \quad \text { on } \Omega, \quad \Phi^{[i+1]}=0 \quad \text { on } \partial \Omega, \\
\Delta f^{[i+1]} & =\Phi^{[i+1]} \quad \text { on } \Omega, \quad f^{[i+1]}=0 \quad \text { on } \partial \Omega, \\
\Delta \Psi^{[i+1]} & =-\lambda w_{x x}^{[i]}+\left[f^{[i+1]}, w^{[i]}\right] \quad \text { on } \Omega, \quad \Psi^{[i+1]}=0 \quad \text { on } \partial \Omega,  \tag{5.6}\\
\Delta w^{[i+1]} & =\Psi^{[i+1]} \quad \text { on } \Omega, \quad w^{[i+1]}=0 \quad \text { on } \partial \Omega, \quad i=0,1, \cdots .
\end{align*}
$$

Of course a discrete version of (5.6) is actually used. We have again approximated the Laplace operator by the five-point difference star. The brackets [,] on the righthand sides were evaluated by central differences. The same holds for $w_{x x}$. For the solution of the linear problems the same multi-grid code as in the above example was used. The eigenvalues and eigenfunctions of the linearized problem are

$$
\lambda_{m n}=\frac{\pi^{2}}{L^{2}}\left[m+\frac{n^{2} L^{2}}{m}\right]^{2}, \quad w_{m n}(\dot{x}, y)=\sin \frac{m \pi x}{L} \cdot \sin n \pi y, \quad f_{m n}=0, \quad m, n \in \mathbb{N} .
$$

For the square plate $(L=1)$ we have $\lambda_{11}=4 \pi^{2}$ and the corresponding discrete first eigenvalue is $\lambda_{11}^{h}=\left(4 / h^{2}\right)(1-\cos \pi h)^{2} / \sin ^{2}(\pi h / 2)=4 \pi^{2}+O\left(h^{2}\right)$. An obvious generalization of multibif is applicable to the case of bifurcation from $\lambda_{11}^{h}$. The branch is table and supercritical. $\eta_{0 h}$ was determined experimentally to have a value near 1.6 for small $h$. The linear multi-grid code used here was the same as in the previous problem.

We present some typical results which where obtained for the square plate with $l=6, h_{l}=1 / 128, h_{0}=1 / 2, l_{0}=3, \lambda_{0 l}=39.476561$ (64516 unknowns!):

| $\lambda$ | 39.6 | 39.8 | 40 | 41 | 43 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $w(0.5,0.5)$ | 0.27347502 | 0.44754198 | 0.58047975 | 1.0025525 | 1.5308431 |
|  | 45 | 50 | 60 |  |  |
|  | 1.9213904 | 2.6671492 | 3.7659858 |  |  |

The shape of the plate for $\lambda=45$ is shown in Fig. 5. A typical value of the CPU-time is 97.56 sec for $\lambda=43$ (HB 66/80).

Fig. 5. Shape of plate for $\lambda=45$.
6. Conclusion. We have analyzed a simple but effective method for computing stable branches of solutions of nonlinear elliptic eigenvalue problems. It needs only a multi-grid code for the corresponding linear problem and only the storage which is necessary for this. The CPU time required is of the order of the time necessary for solving Poisson's equation (on the same domain). The algorithm is limited to the computation of stable branches (in the sense of fixed points). For the problems under consideration, however, these are the physically interesting ones. Extensions to compute stable secondary branches and stable branches of perturbed bifurcation problems are possible.
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# A FAST, EASILY IMPLEMENTED METHOD FOR SAMPLING FROM DECREASING OR SYMMETRIC UNIMODAL DENSITY FUNCTIONS* 

GEORGE MARSAGLIA $\dagger$ and WAI WAN TSANG $\dagger$


#### Abstract

The fastest computer methods for sampling from a given density are those based on a mixture of a fast and slow part. This paper describes a new method of this type, suitable for any decreasing or symmetric unimodal density. It differs from others in that it is faster and more easily implemented, thereby providing a standard procedure for developing both the fast and the slow part for many given densities. It is called the ziggurat method, after the shape of a single, convenient density that provides for both the fast and the slow parts of the generating process. Examples are given for REXP and RNOR, subroutines that generate exponential and normal variates that, as assembler routines, are nearly twice as fast as the previous best assembler routines, and that, as Fortran subroutines, approach the limiting possible speed: the time for Fortran subroutine linkage conventions plus the time to generate one uniform variate.
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1. Introduction. It has long been known that, in principle, computer sampling from any given density can be made very rapid; if enough memory space is available and enough attention is paid to details that provide, most of the time, rapid return of the required variate by means of a few operations on a uniform variate [5].

Applications of this principle have led to very fast subroutines for normal and exponential variates, but these implementations have been ad hoc, tailored to the features of each density and each particular machine. The fastest seem to be those based on the rectangle-wedge-tail method of references [6], [8] and described in Knuth [3, p. 211].

This article seeks to improve on this situation by suggesting a general method that is easily applied to any decreasing or symmetric unimodal density $f(x)$. The method leads to exact, even faster, subroutines, using a table of $n+1$ entries, with the user free to choose $n$ on the basis of time and complexity before setting up the table.

The time and space complexity of the algorithm may be inferred from the following outline, in which UNI means a uniform random variable and a table $x_{0}, x_{1}, \cdots, x_{n}$ and constants $a, b, c$ are given:

## Algorithm $Z$.

1. Choose $j$ uniformly from $\{1,2, \cdots, n\}$.
2. Form $X=x_{j}^{*}$ UNI; if $X<x_{j-1}$, return $X$.
(Some $99 \%$ of the time when $n=256,96 \%$ when $n=64$.)
3. Else form $x=\left(X-x_{j-1}\right) /\left(x_{j}-x_{j-1}\right), y=\mathrm{UNI}$.
4. If $y>c-a f(b-b x)$, return $b-b x$.
5. If $f\left(x_{j}\right)+y /\left(n x_{j}\right)<f(X)$ return $X$.
6. Else return an $X$ from the tail density, $c^{\prime} f(x), x>x_{n}$.

The algorithm returns the required variate some $96-99 \%$ of the time from step 2 , which requires two table look-ups, one multiplication and one uniform variate (since a single uniform variate can provide $j$ in step 1 and the UNI in step 2). If the fast

[^37]part of the algorithm, steps 1 and 2 , is coded as an assembler subroutine and the remaining, slower, part as a Fortran subroutine, the composite will be very fast-nearly twice as fast as the previous fastest.

The entire algorithm can also be easily implemented as a standard Fortran subroutine, to make it machine independent, but there is a time penalty, primarily because of Fortran linkage conventions, which are more costly than the generating procedure itself. But even as a standard Fortran subroutine the procedure is very fast and general, suited for decreasing or symmetric unimodal densities. The resulting average execution times approach the limit that a standard Fortran random variable subroutine can attain: the time for the linkage conventions plus the time to generate one UNI.

Development of the algorithm is in § 2, followed in § 3 by a straightforward procedure for setting up the table $x_{0}, x_{1}, \cdots, x_{n}$ and the three constants $a, b, c$ needed in the algorithm. The set-up procedure accepts the table size $n$ and the given decreasing density $f(x), x \geqq 0$, or a symmetric unimodal density, in which case a uniform variate on $(-1,1)$ is used.

Section 5 discusses implementations and gives Fortran programs for normal and exponential variates, but the method provides equally fast subroutines for decreasing or symmetric densities, such as Student's $t$ for given degrees of freedom. Section 5 also gives a general method for handling the tail.

Section 6 discusses timing of subroutines and gives times for assembler and standard Fortran versions of the new method, followed by a summary in § 7.
2. The ziggurat method. This section will describe a method that leads to exceptionally fast algorithms for generating variates with decreasing or unimodal, symmetric density functions. Suppose we are given a decreasing $f(x)$ and want to generate a random variable $X$ with density $f$. Choose a rectangle of unit area, one that crosses $f(x)$ twice, as pictured in Fig. 1.


Fig. 1. Efficient use of a uniform point in a rectangle to get a point under $y=f(x)$.
This leads to five regions. Region 4 is called the cap. The cap is rotated and translated to get the corner region 3, having the same area. Then region 2 has the same area as region 5. (For densities unbounded at the origin, the exact-approximation method [9] may be used to provide a bounded cap.)

Now to generate a variate $X$ with density $f(x)$ : Choose ( $X, Y$ ) uniformly from the rectangle. If $(X, Y)$ is in region 1, return $X$; if in region 3, return $a-X$; else return a new $X$ from the tail density $c^{\prime} f(x), x>a$.

This idea is worth implementing if region 1 dominates the rectangle, and we can make it do so by means of what we call a ziggurat density, illustrated for the exponential density $e^{-x}, x>0$, in Fig. 2. The ziggurat function $z(x)$ is the step function drawn with


Fig. 2. Crossing the exponential density twice: a ziggurat density with 8 layers of area $1 / 8$.
heavy lines. It is a density function, made up of $n$ layers, each with area $1 / n$. (Drawn with $n=8$-too small to be practical but chosen to provide detail.)

A point $(X, Y)$ is easily generated uniformly under the ziggurat: Choose $j$ uniformly from $\{1,2, \cdots, n\}$, then $(X, Y)$ uniformly from the $j$ th layer. Most of the time, $Y$ in the appropriate range will not be required, since $X<x_{j-1}$ ensures that the resulting $(X, Y)$ will be under the curve $y=f(x)$.

Each layer of the ziggurat can be represented as in Fig. 3, and this leads to the outline of an algorithm with very fast average execution time:

1. Choose $j$ uniformly from $\{1,2, \cdots, n\}$.
2. Form $X=x_{j}^{*} U N I$; if $X<x_{j-1}$, return $X$.
3. Else choose $Y$ uniformly in the range $f\left(x_{j}\right)<y<f\left(x_{j}\right)+p / x_{j}$. The resulting $(X, Y)$ is uniform in $B \cup C \cup D$. If in $B$, return $X$; if in $D$, return a multiple of $\left(x_{j}-X\right)$; if in $C$, return an $X$ from the tail.


Fig. 3. The jth layer of the ziggurat, not drawn to scale. Typically, region A occupies $99 \%$ of the layer.
The $D$ region of each layer of the ziggurat has the shape of the cap density, rotated, translated and reduced so that the sum of all the $D$ areas is the area of the cap. Thus if a point $(X, Y)$ is uniform in the $D$ region of the $j$ th layer, then a multiple of $x_{j}-X$ has the cap density.

The total area of $C$ regions is the tail area, so that the algorithm returns a variate $X$ from the cap and tail densities with the proper frequency.
3. The set-up. The ziggurat density is a step function with $n$ layers, each having area $p=1 / n$. The abscissas of the steps are $x_{0}, x_{1}, \cdots, x_{n}$. They may be computed by letting $x_{n}$ be the rightmost solution to $x f(x)=p$ (there will be two solutions); then $x_{n-1}=x_{n}$ and the remaining $x$ 's computed from $f\left(x_{i}\right)=f\left(x_{i+1}\right)+p / x_{i+1}$ for $i=$ $n-2, \cdots, 1$.

The generating process chooses one of the $n$ layers of the ziggurat at random, say the $j$ th, then forms $X=x_{j}^{*} \mathrm{UNI}$ and returns $X$ if $X<x_{j-1}$. This happens most of the time ( $99 \%$ when $n=256$ ) and accounts for the speed of the method. Occasionally, further tests must be made after forming $Y=f\left(x_{j}\right)+\mathrm{UNI}^{*} p / x_{j}$ so that $(X, Y)$ is uniform in the rectangle at the end of the $j$ th layer-region $B \cup C \cup D$ in Fig. 3.

Details of the additional tests are made easier if the point ( $X, Y$ ), uniform in $B \cup C \cup D$, is made a point $(x, y)$ uniform in the unit square by means of the transformation

$$
x=\left(X-x_{j-1}\right) /\left(x_{j}-x_{j-1}\right), \quad y=\left(Y-f\left(x_{j}\right)\right) x_{i} / p .
$$

When transformed to the unit square, the test regions look like those in Fig. 4.


Fig. 4. The rectangle at the end of the jth layer, transformed to the unit square.

Then the test $(X, Y) \in B$ is equivalent to $y<s(j, x)$ and $(X, Y) \in D$ is equivalent to $y>t(x)$.

The region $y<s(j, x)$ changes with $j$ :

$$
s(j, x)=n x_{j}\left[f\left(x_{j-1}+x\left(x_{j}-x_{j-1}\right)\right)-f\left(x_{j}\right)\right], \quad 0 \leqq x \leqq 1 .
$$

The region $y>t(x)$ does not change with $j$ :

$$
t(x)=1-\frac{x_{0}\left[f(b-b x)-f\left(x_{0}\right)\right]}{b\left[f(0)-f\left(x_{0}\right)\right]}, \quad 1-x_{0} / b \leqq x \leqq 1,
$$

with $b$ to be determined so that the area above $y=t(x)$ is correct.
Let the area above $t(x)$ be $r$. Then $r$ may be expressed in two different ways, providing a formula for the constant $b$ in $t(x)$. Since each of the $D$ regions is mapped into the region $y>t(x)$ of area $r$ in the unit square, each $D$ region must occupy the fraction $r$ of the rectangle $B \cup C \cup D$. Thus the area of the $j$ th $D$ region is $r\left(1-x_{j-1} / x_{j}\right) p$ and the sum of the $D$ areas must be the cap area:

$$
\begin{equation*}
r\left(1-x_{0} / x_{1}\right) p+r\left(1-x_{1} / x_{2}\right) p+\cdots+r\left(1-x_{n-1} / x_{n}\right) p=\text { cap area } . \tag{1}
\end{equation*}
$$

The cap area is $\int_{0}^{x_{0}} f(x) d x-x_{0} f\left(x_{0}\right)$ and integration shows the area above $t(x)$ to be

$$
\begin{equation*}
r=\int_{1-x_{0} / b}^{1}[1-t(x)] d x=\frac{x_{0}(\text { cap area })}{b^{2}\left(f(0)-f\left(x_{0}\right)\right)} . \tag{2}
\end{equation*}
$$

Combining (1) and (2) provides the formula

$$
b^{2}=x_{0}\left(1-p \sum_{i=1}^{n} \frac{x_{i-1}}{x_{i}}\right) /\left(f(0)-f\left(x_{0}\right)\right)
$$

as well as the interesting conclusion: setting up the ziggurat does not require integration of $f$.

We may summarize the ziggurat set-up procedure with this outline.
Given the decreasing density function $f(x), x \geqq 0$, and $p=1 / n$, with $n$ the number of layers:

1. Let $x_{n}$ be the larger of the two solutions to $x f(x)=p$.
2. Put $x_{n-1}=x_{n}$ and solve for $x_{i}$ from the relations

$$
f\left(x_{i}\right)=f\left(x_{i+1}\right)+p / x_{i+1}, i=n-2, \cdots, 2,1 .
$$

(See the note below.)
3. Compute

$$
\begin{aligned}
b & =\left[x_{0}\left(1-p \sum_{i=1}^{n} x_{i-1} / x_{i}\right) /\left(f(0)-f\left(x_{0}\right)\right)\right]^{1 / 2}, \\
a & =x_{0} /\left[b\left(f(0)-f\left(x_{0}\right)\right)\right] \\
c & =1+a f\left(x_{0}\right)
\end{aligned}
$$

Note. For some densities, putting $x_{n-1}=x_{n}$ then solving for the remaining $x$ 's in step 2 may leave the cap so large that regions $B$ and $D$ of Fig. 3 overlap. This difficulty may be overcome by stacking more than the first two layers of the ziggurat, such as by setting $x_{n-2}=x_{n-1}=x_{n}$. For example, the normal and some of the $t$ densities require $x_{n-3}=x_{n-2}=x_{n-1}=x_{n}$ before computing the remaining $x$ 's. Thus for some densities the set-up procedure is not completely automatic, and will require user intervention. An alternative method is to transform the cap by the exact-approximation method [9], so that regions $B$ and $D$ never overlap and the boundary of $D$ is nearly linear. Such a device also allows one to use the ziggurat method for unbounded densities.
4. The algorithm. With $n, p, a, b, c$ and $x_{0}, x_{1}, \cdots, x_{n}$ provided by the ziggurat set-up and recalling that $p=1 / n$, Algorithm $Z$ will return a variate with density $f(x)$.

Since the boundary functions in Fig. 4 are nearly linear, we may use a linear squeeze test in order to avoid the need to evaluate $f$ in steps 4 and 5 , most of the time. Define

$$
c_{1}=\min _{\substack{0 \leq x \leq 1 \\ 1 \leq j \leq n}}[x+s(j, x)], \quad c_{2}=\max _{a-x_{0} / b \leq x \leq 1}[x+t(x)] .
$$

Then $c_{2}-x>t(x)$ and the linear test $x+y>c_{2}$ will imply $y>c_{2}-x>t(x)$. Similarly, $x+y<c_{1}$ will imply $y<s(j, x)$.

Thus a faster algorithm results from inserting two steps between steps 3 and 4 of Algorithm $Z$ :
1.
2.
3.
3.1. If $x+y>c_{2}$ return $b-b x$.
3.2. If $x+y<c_{1}$ return $X$.
4.
5.
6.

A quadratic squeeze test may speed up the algorithm even more, but the improvement does not justify the complication, unless $f$ is exceedingly difficult to evaluate. When $n \geqq 256$, even the linear squeeze is barely worth it.
5. Implementation. As examples of the ziggurat method, we list below two Fortran subroutines, REXP and RNOR, that return exponential and normal random variables. They are based on the method with $n=64$. The generating procedure is short, some 15-17 lines of virtually linear code that follows the outline above.

Both of these subroutines must themselves call random number generators (RNG's). We do not address here the problem of providing suitable RNG's but have assumed those based on the conventions set in the McGill Random Number Package "Super-Duper" [7]:

IUNI: a random integer in $\left[0,2^{31}\right)$,
IVNI: a random integer in $\left[-2^{31}, 2^{31}\right.$ ),
UNI: a random real in $[0,1)$.
Users who have different in-house RNG's, over possibly different ranges, should be able to replace calls to IUNI, IVNI, and UNI with suitable adaptation to their own system. Better yet is to insert Fortran code that generates the random IUNI and IVNI directly in the fast part of REXP and RNOR, for the subroutines are so fast that the time for the RNG in the fast part is a major determinant of the overall-speed.

## EXPONENTIAL SUBROUTINE

```
    FUNCTION REXP(NULL)
C-RETURNS A RANDOM EXPONENTIAL VARIABLE, IGNORES ARGUMENT
            DATA A, B, C, RMAX/4.780222, .2339010, 4.807275, .4656613E-9/
            DATA C1, C2, P, XN/.9130147, 1.055764, .015625, 5.940712/
            REAL V(65)/.2275733,.2961199, .3568076, .4124534, .4645906,
        +.5141596,.5617859, .6079111,.6528617, .6968884,.7401897,
        +.7829269,.8252345,.8672267,.9090027, .9506499,.9922470,
        +1.033865, 1.075572, 1.117430, 1.159497, 1.201832, 1.244491,
        + 1.287529, 1.331001, 1.374964, 1.419475, 1.464591, 1.510374,
        + 1.556887, 1.604196, 1.652370, 1.701488, 1.751625, 1.802871,
        +1.855318, 1.909067, 1.964230, 2.020929, 2.079300, 2.139492,
        + 2.201675, 2.266037, 2.332792, 2.402185, 2.474495, 2.550045,
        + 2.629211, 2.712438, 2.800248, 2.893275, 2.992284, 3.098219,
        + 3.212264, 3.335930, 3.471187, 3.620674, 3.788045, 3.978562,
        +4.200208, 4.465950, 4.799011, 5.247564, 5.940712, 5.940712/
C-FAST PART
        I = IUNI(0)
        J=MOD(I, 64)+1
        REXP = I*RMAX*V(J+1)
        IF (REXP.LE.V(J)) RETURN
C——SLOW PART
            X = (REXP - V(J))/(V(J + 1) - V(J))
            Y = UNI(0)
            S=X+Y
            IF (S.GT.C2) GO TO 11
            IF (S.LE.C1) RETURN
            IF (Y.GT.C-A*EXP(B*X - B)) GO TO 11
            IF (EXP(-V(J + 1))+ Y*P/V(J+1).LE.EXP(-REXP)) RETURN
C—_TAIL PART
                    REXP = XN - ALOG(UNI(0))
                        RETURN
1 1
            REXP = B - B*X
            RETURN
        END
```


## NORMAL SUBROUTINE

FUNCTION RNOR(NULL)
C-RETURNS RANDOM NORMAL VARIABLE, IGNORES ARGUMENT.
DATA AA,B,C,RMAX/12.37586, .4878992, 12.67706, .4656613E-9/
DATA C1,C2,PC,XN/.9689279, 1.301198, .1958303E-1, 2.776994/
REAL V(65)/.3409450, .4573146, .5397792, .6062427, .6631690, +.7136974, .7596124, .8020356, .8417227, .8792102, .9148948, +.9490791, .9820005, 1.013848, 1.044780, 1.074924, 1.104391,

+ 1.133273, 1.161653, 1.189601, 1.217181, 1.244452, 1.271463,
+1.298265, 1.324901, 1.351412, 1.377839, 1.404221, 1.430593,
+1.456991, 1.483452, 1.510012, 1.536706, 1.563571, 1.590645,
+ 1.617968, 1.645579, 1.673525, 1.701850, 1.730604, 1.759842,
+1.789622, 1.820009, 1.851076, 1.882904, 1.915583, 1.949216,
+1.983924, 2.019842, 2.057135, 2.095992, 2.136644, 2.179371,
+ 2.224517, 2.272518, 2.323934, 2.379500, 2.440222, 2.507511,
+2.583466, 2.671391, 2.776994, 2.776994, 2.776994, 2.776994/
C-FAST PART
$\mathrm{I}=\mathrm{IVNI}(0)$
$\mathrm{J}=\mathrm{MOD}(\mathrm{IABS}(\mathrm{I}), 64)+1$
RNOR $=I^{*} \operatorname{RMAX}^{*} \mathrm{~V}(\mathrm{~J}+1)$
IF (ABS(RNOR).LE.V(J)) RETURN
C———SLOW PART; AA IS A*f(0)
$\mathrm{X}=(\mathrm{ABS}(\mathrm{RNOR})-\mathrm{V}(\mathrm{J})) /(\mathrm{V}(\mathrm{J}+1)-\mathrm{V}(\mathrm{J}))$
$\mathrm{Y}=\mathrm{UNI}(0)$
$\mathbf{S}=\mathbf{X}+\mathbf{Y}$
IF (S.GT.C2) GO TO 11
IF (S.LE.C1) RETURN
IF (Y.GT.C-AA*EXP $\left.\left(-.5^{*}\left(\mathrm{~B}-\mathrm{B}^{*} \mathrm{X}\right)^{* *} 2\right)\right)$ GO TO 11
IF (EXP $\left(-.5^{*} \mathrm{~V}(\mathrm{~J}+1)^{* *} 2\right)+\mathrm{Y}^{*} \mathrm{PC} / \mathrm{V}(\mathrm{J}+1)$.LE.EXP(-.5*RNOR $\left.{ }^{* *} 2\right)$ ) RETURN
C—TAIL PART: . 3601016 IS 1./XN
$22 \mathrm{X}=.3601016^{*} \operatorname{ALOG}(\mathrm{UNI}(0))$ IF (-2.*ALOG(UNI(0)).LE.X**2) GO TO 22
33 RNOR = SIGN (XN - X,RNOR) RETURN
11 RNOR = SIGN $\left(B-B^{*} \mathbf{X}\right.$, RNOR $)$
RETURN
END

We have chosen to provide the tables in the subroutines through DATA statements, rather than generate them on first entry to the routine. By doing this we avoid the need to use or even look at the arguments of the functions REXP(NULL) and RNOR(NULL). The integer arguments are ignored in the subroutines, but they must be included, since Fortran conventions require that a function subprogram have at least one argument, used or not.

The values in the tables may be generated separately through recursive use of two double precision values DX and DY. Here are Fortran segments that generate the tables, given the initial value DX , the larger of the two solutions to $x f(x)=1 / n$, and $D Y=f(D X)$.

DOUBLE PRECISION DX/5.940712090024669/,DY/.2630156076110249D-02/
XN = DX
DO $1 \mathrm{I}=1,63$
IF (I.LE.2) $\mathrm{V}(63+\mathrm{I})=\mathrm{XN}$
$\mathrm{DY}=\mathrm{DY}+1 . \mathrm{DO} /\left(64 . \mathrm{DO}{ }^{*} \mathrm{DX}\right)$
DX $=-\mathrm{DLOG}(\mathrm{DY})$
1
$\mathrm{V}(64-\mathrm{I})=\mathrm{DX}$

```
DOUBLE PRECISION DX/2.776994269662875/,DY/.1687976115474328D-1/
XN = DX
DO 2 I= 1,61
    IF (I.LE.4) V (61+I)= XN
    DY = DY + 1.DO/(64.DO*DX)
    DX = DSQRT(-2DO*DLOG(DY/.7978845608028653DO))
    V(62-I) = DX
```

As the above examples show, there is a standard procedure for the set-up and generation parts of the ziggurat method, given a particular density-except for one thing: the tail part. This part of the overall procedure appears to require the user's intervention in what is otherwise an automatic process.

But even this part of the generating procedure can be made systematic, at least for most of the densities encountered in practice, in the following way: given the tail density $c^{\prime} f(x), x \geqq x_{n}$, choose a function $g(t)$ from the class $e^{-\beta t}$ or $(1+b t)^{-\beta}$ such that

$$
f\left(x_{n}+t\right) \leqq f\left(x_{n}\right) g(t), \quad t \geqq 0 .
$$

Then $G(x)=\int_{x}^{\infty} g(t) d t / D$ is easily inverted in terms of standard Fortran functions, where $D=\int_{0}^{\infty} g(t) d t$. To generate $X$ from $c^{\prime} f(x), x \geqq x_{n}$, choose uniform $U_{1}, U_{2}$ until

$$
U_{2} f\left(x_{n}\right) g\left[G^{-1}\left(U_{1}\right)\right] \leqq f\left[x_{n}+G^{-1}\left(U_{1}\right)\right],
$$

then return $X=x_{n}+G^{-1}\left(U_{1}\right)$.
The efficiency of this rejection method is $\int_{x_{n}}^{\infty} f(t) d t /\left[D f\left(x_{n}\right)\right]$, so the parameter(s) in $g(t)=e^{-\beta t}$ or $g(t)=(1+b t)^{-\beta}$ should be chosen to minimize $D$ and still have $g$ dominate $f$.

Examples. The normal tail:

$$
f(x)=c^{\prime} e^{-x^{2} / 2}, \quad x \geqq x_{n}, \quad g(t)=e^{-x_{n} t} .
$$

Tail, Student's $t$ with $d$ degrees of freedom:

$$
\begin{aligned}
& f(x)=c\left(1+x^{2} / d\right)^{-(d+1) / 2}, \quad x \geqq x_{n} \\
& g(t)=(1+b t)^{-d-1}, \quad b=x_{n} /\left(d+x_{n}^{2}\right) .
\end{aligned}
$$

Since most of the densities encountered in practice-normal, exponential, gamma, beta, $F, t$, as well as the stable densities-may be asymptotically, and closely, dominated by a $g$ of the form $e^{-\beta t}$ or $(1+b t)^{-\beta}$, this general method may serve as a uniform procedure for convenient and reasonably fast sampling from tail densities.
6. Timing. Most articles that propose a new method for generating random variables claim that the method is fast, and often specific times are quoted. But many questions arise in assessing such claims: Is the method implemented as a standard subroutine with linkage-convention overhead, or as a faster assembler routine? Are the necessary uniform variates generated within the subroutine or called from separate subroutines with linkage penalties? Is the method for generating uniform variates one of the fast ones, such as multiplicative congruential, or one of the safer, but slower, ones that combine two different methods? If exponential or normal variates are used within the subroutine, how are they generated? What is the effect of the computer used-not only because of possibly faster arithmetic operations and high-speed memory, but the architecture-for example, modular arithmetic for powers of 2 is inherently faster in 2's complement machines.

Some methods are so slow that answers to these questions do not make much difference, but they can make a great difference for methods that approach the limiting speed for a random variable generator.

What is the best possible speed for a method? If it is to be implemented as a standard Fortran subroutine, with linkage-convention overhead, we suggest that the best possible speed on a particular computer can be estimated by timing the subroutine

```
FUNCTION FAST(T)
FAST = UNI(1)
RETURN
END
```

with UNI the name of the uniform generator subroutine.
Such a limiting speed may be estimated by timing the loop

$$
\begin{aligned}
& \text { DO } 2 \mathrm{I}=1,100000 \\
& \mathrm{X}=\mathrm{FAST}(1 .)
\end{aligned}
$$

then subtracting the time for the nugatory loop

$$
\text { DO } 3 \mathrm{I}=1,100000
$$

$$
3 \quad \mathrm{X}=1
$$

(assuming that the compiler is not so smart that it will compress the latter loop).
Two questions still remain, however. Is the subroutine UNI itself a standard Fortran subroutine or a faster assembler routine, and what is the method for producing the uniform variates?

We contend that comparisons between two methods can be accurate only if both methods are implemented on the same computer, in the same way-as standard or as assembler subroutines-and using the same uniform generator.

Using this criterion, we will compare two methods for generating normal and exponential variates: the ziggurat method and the rectangle-wedge-tail method in the McGill package "Super-Duper" [7], chosen because it was the fastest we knew. None of the published methods such as in [1], [2], [4] provided implementations as simple or as fast as the ziggurat method. Readers may wish to compare these methods on their own systems.

Timing was done on an Amdahl V8, a computer with architecture patterned after that of the IBM 360/370. For the Amdahl V8, the limiting speed for a standard Fortran random variable generator was 6 microseconds ( $\mu \mathrm{s}$. ), obtained by timing the above loops, with UNI the assembler routine in the McGill package [7] that generates uniform variates by combining a congruential and a shift-register generator.

The results are in Tables 1 and 2. No comparison could be made between standard Fortran versions, as the rectangle-wedge-tail method was available only as an assembler routine.

TAble 1
Average speed, in microseconds, for the generation of normal and exponential variates using Fortran callable assembler routines, based on the ziggurat method and the rectangle-wedge-tail method in the Super-Duper package [7]. For the Amdahl V8 computer.

|  | Ziggurat |  |  |
| :--- | :---: | :---: | :---: |
|  | $n=64$ | $n=256$ | Super-Duper |
|  | $n$ | 2.74 | 2.34 |
| RNOR | 2.45 | 2.06 | 3.79 |
| REXP |  |  |  |

Table 1 compares the two methods with the fast parts implemented in assembler routines, the uniform variates generated within the subroutine. The slow parts are implemented as standard Fortran subroutines. The ziggurat method is faster and the choice of $n$ has a greater effect than in Table 2.

Table 2 shows the speed, for $n=64$ and 256, of the ziggurat method implemented as a standard Fortan subroutine. The times there, around $9 \mu \mathrm{~s}$, should be compared to $6 \mu \mathrm{~s}$, the limiting speed, on this machine, for generators as standard Fortran subroutines that call the subroutine UNI in the McGill Random Number Package [7].

TAble 2
Average speed, in microseconds, for the generation of normal and exponential variates using the ziggurat method, implemented as a standard Fortran subroutine in the Amdahl V8.

|  | $n=64$ | $n=256$ |
| :--- | :---: | :---: |
|  | $n$ |  |
| RNOR | 9.53 | 9.11 |
| REXP | 9.49 | 9.20 |

Another means to put reported speeds of random variable subroutines into perspective is to compare them with the speeds of built-in Fortran functions for that machine. With the Fortran compiler for our Amdahl V8, the average times for SQRT, ALOG and EXP were 6.7, 7.1 and 8.6 microseconds, respectively, for arguments uniformly spread over $(0,1)$. Such built-in functions are, of course, written in assembly language, and do not have unnecessary linkage convention costs.

Still another measure of the speed for generating exponential variates is to compare REXP with -ALOG (UNI). For the Amdahl V8, the ziggurat speeds are $2.1 \mu \mathrm{~s}$ for REXP partially in assembler, $9.2 \mu \mathrm{~s}$ for REXP as a standard Fortran subroutine and $12 \mu$ s for -ALOG (UNI), with UNI itself a standard Fortran subroutine. If UNI is a fast assembler routine, then -ALOG (UNI) is as fast as the standard Fortran version of the ziggurat REXP, and much more convenient.
7. Summary. For repeated, very rapid sampling from a given decreasing or symmetric unimodal density, the ziggurat method described here is simple and faster than any other we know. If the fast part- $X=x_{i}^{*} \mathrm{UNI}$; if $X<x_{j-1}$ return $X$-is implemented as an assembler routine, with the slower part in Fortran, the composite is nearly twice as fast as the previous fastest methods. If the entire procedure is implemented as a standard Fortran subroutine, to make it machine independent, the result, while slower, still approaches the limiting attainable speed: the time for subroutine linkage conventions plus the time to generate one uniform variate.

The method requires setting up a table of $n+1$ values, which is slow but straightforward. The set-up is easily implemented as part of a Fortran program that accepts the density function and table size as input.

The method is not suited for rapid sampling from a family of densities with shape parameters changing from call to call.

Because of their importance, we think that UNI, RNOR and REXP should be available to Monte Carlo reserchers as very fast, reliable subroutines. These are the bread-and-butter functions for such research, as important to many as the SIN, COS, SQRT, ALOG, EXP functions available-as assembler routines-with every Fortran
compiler. Because of the standardized set-up and generating procedure for the ziggurat method, assembler routines for the fast part, and Fortran routines for the remaining, are easily implemented. We urge serious users to consider doing so.
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# BIDIRECTIONAL SHOOTING: A STRATEGY TO IMPROVE THE RELIABILITY OF SHOOTING METHODS FOR ODE* 
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#### Abstract

A new shooting technique for the numerical treatment of boundary value problems in ordinary differential equations is proposed. It improves the accuracy and robustness of the simple (unidirectional) shooting method by combining the fundamental matrices originating from both endpoints of the interval. The combination is performed such that the smaller singular values of these matrices and the corresponding orthogonal projections are eliminated. The reason for this strategy is that perturbations of a matrix have a much stronger effect on the smaller singular values than on the larger ones.
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1. Introduction. We study shooting methods for boundary value problems in ordinary differential equations from the point of view of how the accuracy and robustness of the basic (simple) shooting procedure can be enhanced. So we shall not deal with segmented shooting methods (multiple shooting), since this is only a repetition of the same argument (see e.g. Keller (1968), (1976), Osborne (1979), Hermann and Berndt (1981)), nor with nonlinear problems, since those generally are reduced to an iteration of linear ones by a linearization technique (see e.g. Roberts and Shipman (1972)).

We consider the boundary value problem

$$
\begin{align*}
& \mathscr{L} \mathbf{x}(t):=\dot{\mathbf{x}}(t)-F(t) \mathbf{x}(t)=\mathbf{0}, \quad a \leqq t \leqq b,  \tag{1.1a}\\
& \mathscr{B} \mathbf{x}(t):=B_{a} \mathbf{x}(a)+B_{b} \mathbf{x}(b)=\boldsymbol{\beta}, \tag{1.1b}
\end{align*}
$$

where $\mathbf{x}(t), \boldsymbol{\beta} \in \mathbb{R}^{n}$ and $F(t), B_{a}, B_{b}$ are $n \times n$ real matrices, and we assume that (1.1) possesses an isolated solution.

We study homogeneous differential equations only, since an inhomogeneous equation

$$
\begin{equation*}
\mathscr{L} \mathbf{y}(t)=\mathbf{f}(t) \tag{1.2}
\end{equation*}
$$

can be reduced to homogeneous form. To this aim, we add a component $y_{n+1}$ to the vector $\mathbf{y}$ and consider the system

$$
\begin{equation*}
\mathscr{L} \mathbf{y}(t)-\mathbf{f}(t) y_{n+1}=\mathbf{0}, \quad \dot{y}_{n+1}=0 \tag{1.3}
\end{equation*}
$$

moreover, to the boundary conditions we add an equation of the form ( $\alpha$ arbitrary)

$$
\begin{equation*}
\alpha y_{n+1}(a)+(1-\alpha) y_{n+1}(b)=1 . \tag{1.4}
\end{equation*}
$$

The idea of shooting for linear problems with nonseparated boundary conditions is to generate the whole solution manifold of the differential equation and to select from it the solution of the boundary value problem by the associated algebraic equation resulting from the boundary conditions (cf. Keller (1968)). Effectively, in the simple

[^38]shooting method we compute from a boundary point, say $a$, the fundamental matrix $X(t ; a)$ such that $X(a ; a)=I$ (=identity) by an initial value problem solver. The solution of the boundary value problem is determined by applying the boundary conditions to $X(t ; a) \mathbf{d}$ and solving the resulting linear system of algebraic equations for $d$ by an appropriate numerical method.

For each $t$ the columns of the fundamental matrix $X(t ; a)$ form a basis for the solution manifold of the differential equation, and theoretically these columns remain independent forever, although the angles between them may become very small. In practice the columns become spoiled by truncation and roundoff errors, the more as $|t-a|$ grows larger or as the differences between the eigenvalues of the matrix $F(t)$ become bigger. Therefore the system of linear algebraic equations by which we select the solution of the boundary value problem may be perturbed so strongly that the approximation of the solution may become very poor. This puts a severe restriction on the length of an interval in which simple shooting is practicable, namely, that the angles between the columns of $X(t ; a)$ not become too small.

Because of the fact that the fundamental matrix is a group with respect to $t$, it is possible to improve the stability of the simple shooting method by combining the fundamental matrices originating from both endpoints of the interval $[a, b]$. Given constant $n \times n$ matrices $M_{a}$ and $M_{b}$, a matrix $Y$ of the form

$$
\begin{equation*}
Y(t):=X(t ; a) M_{a}+X(t ; b) M_{b} \tag{1.5}
\end{equation*}
$$

is again a fundamental matrix, provided $M_{a}$ and $M_{b}$ are chosen such that the rank of $Y$ is maximal. Obviously this leaves much freedom in the choice of $M_{a}$ and $M_{b}$ to minimize the computational errors in $Y(t)$ and to optimize the condition of the resulting system of algebraic equations from which the solution of (1.1) is determined. Our choice of $M_{a}$ and $M_{b}$ is based on the singular value decomposition of $X(b ; a)$ and $X(a ; b)$, namely such that the smaller singular values of these matrices and the corresponding orthogonal projections are eliminated. The reason for this choice is that perturbations of a matrix have a much stronger effect on the smaller singular values than on the larger ones (cf. Lawson and Hanson (1974, Ch. 4-5)). From numerical experiments we can conclude that this technique of "bidirectional shooting" indeed gives better results and is more reliable than simple (unidirectional) shooting. Obviously the improved reliability has to be paid for by a doubling of the computational effort for the integration.

Although bidirectional shooting is more robust than unidirectional shooting, this method is doomed to fail also if the interval length becomes too large. An obvious generalization is then to use it as the basic algorithm in multiple shooting. Certainly the number of intermediate shooting points and hence the order of the resulting algebraic system will be less than when simple shooting is used. Moreover, the spreading of the singular values offers a good criterion for the selection of shooting points.

Finally we remark that shooting in both directions has been proposed earlier, e.g. in Fox (1962, pp. 61-62). However, there the solution manifolds are generated from both sides until they meet somewhere in the middle of the interval, where they are matched. Hence there is no redundant information generated on the solution manifold, from which the better part can be selected.

Outline of the paper. In § 2 of this paper we formulate the basic results on singular value decomposition of a matrix and perturbations thereof. In § 3 we describe precisely the bidirectional shooting method and in $\S 4$ we report on numerical experiments.
2. Perturbations of the singular value decomposition. In this section we study the influence of perturbations of a matrix on its singular values and the corresponding orthogonal factors.

Each $n \times n$ matrix $A$ can be decomposed (cf. Lawson and Hanson (1974, Ch. 4)) into the product $A=U S V^{H}$, where $S:=\operatorname{diag}\left(\sigma_{i}\right)$ is a nonnegative diagonal matrix consisting of the singular values of $A$ and where $U$ and $V$ are orthogonal matrices that diagonalize $A A^{H}\left(=U S^{2} U^{H}\right)$ and $A^{H} A\left(=V S^{2} V^{H}\right)$. Unless explicitly stated otherwise, we shall assume that the singular values in $S$ are ordered in decreasing sense.

A perturbation $E$ of $A$ influences the singular values as follows. Let $\left\{\tilde{\sigma}_{i}\right\}$ denote the singular values of $\tilde{A}:=A+E$. Then

$$
\begin{equation*}
\left|\sigma_{i}-\tilde{\sigma}_{i}\right| \leqq\|E\|, \tag{2.1}
\end{equation*}
$$

where $\|\cdot\|$ denotes the Euclidean norm in $\mathbb{R}^{n}$ and the associated matrix norm; cf. Lawson and Hanson (1974, Ch. 5). The perturbation influences the orthogonal factors $U$ and $V$ too, but, since those matrices are not defined uniquely, the columns of the factors $\tilde{U}$ and $\tilde{V}$ of $\tilde{A}\left(=\tilde{U} \tilde{S} \tilde{V}^{H}\right)$ need not be near to those of $U$ and $V$. Therefore we must formulate those perturbations in terms of the corresponding orthogonal subspaces.

Let us define the $2 n \times 2 n$ matrices $C, W, T$ and $F$ by

$$
C:=\left(\begin{array}{cc}
0 & A \\
A^{H} & 0
\end{array}\right), \quad W:=\frac{1}{\sqrt{2}}\left(\begin{array}{rr}
U & -U \\
V & V
\end{array}\right), \quad T:=\left(\begin{array}{rr}
S & 0 \\
0 & -S
\end{array}\right), \quad F:=\left(\begin{array}{cc}
0 & E \\
E^{H} & 0
\end{array}\right) .
$$

Obviously, the symmetric matrix $C$ satisfies the factorization

$$
\begin{equation*}
C=W T W^{H}, \tag{2.2}
\end{equation*}
$$

where $W$ is orthogonal and where $T$ is a diagonal matrix with $\sigma_{i}$ and $-\sigma_{i}(i=1, \cdots, n)$ on the diagonal. If

$$
\sigma_{k-1}>\sigma_{k} \geqq \cdots \geqq \sigma_{l}>\sigma_{l+1} \quad(\text { with } k \leqq l \leqq n),
$$

then the $k$ th up to the $l$ th columns of $W$ are an orthonormal basis in the joint eigenspace of $C$ corresponding to the eigenvalues $\left\{\sigma_{k}, \cdots, \sigma_{l}\right\}$ of $C$. The orthogonal projection $P$ on this eigenspace is given by

$$
\begin{equation*}
P:=\frac{1}{2 \pi i} \int_{\Gamma}(C-\lambda I)^{-1} d \lambda, \tag{2.3}
\end{equation*}
$$

where $\Gamma$ is a closed contour in the complex plane enclosing $\left\{\sigma_{k} \cdots \sigma_{l}\right\}$ and no other eigenvalues of $C$; cf. Kato (1966, § I 3.5). For the perturbed matrix $\tilde{C}:=C+F$ we define analogously $\tilde{W}, \tilde{T}$ and $\tilde{P}$.

In order to estimate $P-\tilde{P}$ we define $\delta$ by

$$
\delta:=\frac{1}{2} \min \left\{\sigma_{k-1}-\sigma_{k}, \sigma_{l}-\sigma_{l+1}\right\},
$$

which is half of the distance to the rest of the spectrum. We consider the strip $D \subset \mathbb{C}$.

$$
D:=\left\{z \in \mathbb{C}\left|\sigma_{k}+\delta>\operatorname{Re} z>\sigma_{l}-\delta,|\operatorname{Im} z|<R\right\}\right.
$$

which contains $\left\{\sigma_{k} \cdots \sigma_{l}\right\}$. If $\|E\|<\delta$, it contains also the eigenvalues $\left\{\tilde{\sigma}_{k} \cdots \tilde{\sigma}_{l}\right\}$ of the perturbed matrix $\tilde{C}$, according to (2.1). Hence, we can estimate the difference $P-\tilde{P}$
as follows:

$$
\begin{aligned}
& P-\tilde{P}=\frac{1}{2 \pi i} \int_{\partial D}\left\{(C-\lambda)^{-1}-(C+F-\lambda)^{-1}\right\} d \lambda, \\
& \|P-\tilde{P}\| \leqq \frac{1}{2 \pi} \int_{\partial D} \frac{\left\|(C-\lambda)^{-1}\right\|^{2}\|F\|}{1-\left\|(C-\lambda)^{-1}\right\|\|F\|} d \lambda .
\end{aligned}
$$

Since $\|E\|=\|F\|$ and $\left\|(C-\lambda)^{-1}\right\|=\operatorname{dist}(\lambda, \sigma(C))$, the integrals over the horizontal parts of $\partial D$ vanish in the limit for $R \rightarrow \infty$. For the integral on the line $\operatorname{Re} \lambda=\sigma_{l}-\delta$ we find

$$
\int_{\sigma_{l}-\delta-i R}^{\sigma_{l}-\delta+i R}\left\|(C-\lambda)^{-1}\right\|^{2} d \lambda \leqq \int_{-\infty}^{\infty} \frac{d t}{\delta^{2}+t^{2}}=\frac{\pi}{\delta}
$$

and on the line $\operatorname{Re} \lambda=\sigma_{k}+\delta$ we have the same estimate. Hence $P-\tilde{P}$ satisfies

$$
\begin{equation*}
\|P-\tilde{P}\| \leqq \frac{\|E\|}{\delta-\|E\|} \tag{2.4}
\end{equation*}
$$

provided $\|E\|<\delta$.
The orthogonal matrices $W$ and $\tilde{W}$ that diagonalize $C$ and $\tilde{C}$ are not uniquely determined; hence a straightforward estimate of the difference of corresponding columns of $W$ and $\tilde{W}$ is not possible. However, if we denote the $i$ th column of $W$ by $\mathbf{w}_{i}$, we find from (2.4) the result

$$
\begin{equation*}
\left\|\sum_{i=k}^{l}\left(\mathbf{w}_{i} \mathbf{w}_{i}^{T}-\tilde{\mathbf{w}}_{i} \tilde{\mathbf{w}}_{i}^{T}\right) \mathbf{x}\right\| \leqq \frac{\|E\|\|\mathbf{x}\|}{\delta-\|E\|} . \tag{2.5}
\end{equation*}
$$

for all $\mathbf{x} \in \mathbb{R}^{n}$, provided $\|E\|<\delta$. This implies that we do not make a big error in $W$ if we replace the $k$ th up to the $l$ th columns of $W$ by the corresponding columns of $\tilde{W}$, provided the eigenvalues $\left\{\sigma_{k} \cdots \sigma_{l}\right\}$ are well separated from the other ones.

The matrix $W$ defines uniquely the orthogonal factors $U$ and $V$ in the singular value decomposition of $A$. Hence, denoting the $j$ th columns of $U, \tilde{U}, V$ and $\tilde{V}$ by $\mathbf{u}_{i}$, $\tilde{\mathbf{u}}_{i}, \mathbf{v}_{i}$ and $\tilde{\mathbf{v}}_{i}$ respectively, we find from (2.5) the estimate

$$
\begin{equation*}
\left\|\sum_{i=k}^{l}\left(\mathbf{u}_{i} \mathbf{v}_{i}^{T}-\tilde{\mathbf{u}}_{i} \tilde{\mathbf{v}}_{i}^{T}\right) \mathbf{x}\right\| \leqq \frac{\|E\|\|\mathbf{x}\|}{\delta-\|E\|} \tag{2.6}
\end{equation*}
$$

for all $\mathbf{x} \in \mathbb{R}^{n}$. This implies that we do not make a big error, if we replace the $k$ th up to the $l$ th columns of $U$ and $V$ by those of $\tilde{U}$ and $\tilde{V}$, provided $\|E\|$ is small with respect to $\delta$.
3. The bidirectional shooting method. Consider the boundary value problem

$$
\begin{equation*}
\mathscr{L} \mathbf{x}(t)=\mathbf{0}, \quad a \leqq t \leqq b, \quad \mathscr{B} \mathbf{x}(t)=\boldsymbol{\beta} . \tag{1.1}
\end{equation*}
$$

Define the fundamental matrix $X\left(t ; t_{0}\right)$ as the ( $n \times n$ matrix) solution of the initial value problem

$$
\begin{equation*}
\mathscr{L} X=0, \quad X\left(t_{0} ; t_{0}\right)=I . \tag{3.1}
\end{equation*}
$$

This fundamental matrix satisfies the group properties

$$
\begin{align*}
& X\left(t_{1} ; t_{2}\right) X\left(t_{2} ; t_{3}\right)=X\left(t_{1} ; t_{3}\right) \quad \text { and }  \tag{3.2}\\
& X\left(t_{1} ; t_{2}\right)=X\left(t_{2} ; t_{1}\right)^{-1} \tag{i}
\end{align*}
$$

provided $X(t ; \tau)$ is nonsingular for all $t$ and $\tau$. Given constant $n \times n$ matrices $M_{a}$ and
$M_{b}$, each constant vector $\mathbf{c} \in \mathbb{R}^{n}$ generates a solution of (1.1a) of the form

$$
\begin{equation*}
\mathbf{x}(t)=\left[X(t ; a) M_{a}+X(t ; b) M_{b}\right] \mathbf{c}, \tag{3.3}
\end{equation*}
$$

provided $X(b ; a) M_{a}+M_{b}$ (or equivalent $\left.M_{a}+X(a ; b) M_{b}\right)$ is nonsingular. Moreover, each solution of (1.1a) can be represented in this way.

We select the solution of the differential equations which also satisfies the boundary conditions (1.1b) by inserting (3.3) into (1.1b) and by solving the resulting equation

$$
\begin{equation*}
\left[B_{a}\left(M_{a}+X(a ; b) M_{b}\right)+B_{b}\left(X(b ; a) M_{a}+M_{b}\right)\right] \mathbf{c}=\boldsymbol{\beta} . \tag{3.4}
\end{equation*}
$$

From the analytic point of view $\boldsymbol{M}_{a}$ and $\boldsymbol{M}_{b}$ can be chosen arbitrarily if only the nonsingularity condition is satisfied. Numerically the choice influences the condition of the system of equations (3.4) drastically. In practice the matrices $X(b ; a)$ and $X(a ; b)$, which we shall abbreviate from now on by

$$
\begin{equation*}
X_{a}:=X(b ; a) \quad \text { and } \quad X_{b}:=X(a ; b)=X_{a}^{-1}, \tag{3.5}
\end{equation*}
$$

are computed numerically and are perturbed by discretization and roundoff errors. If their singular values differ strongly in magnitude, the analysis of the previous section implies that the smaller ones and the corresponding orthogonal projections are approximated very poorly while the larger ones and their projections are still well determined. This motivates us to choose $M_{a}$ and $M_{b}$ such that they eliminate the parts of $X_{a}$ and $X_{b}$ in (3.4) corresponding to the smaller singular values.

Let $X_{a}=U S V^{H}$ be the singular value decomposition of $X_{a}$, where $U$ and $V$ are orthogonal matrices and $S$ is a positive diagonal matrix, and let us assume that the singular values of $S$ are ordered in decreasing sense; from (3.2) we find $X_{b}=V S^{-1} U^{H}$. Inserting this into (3.4) we get

$$
\begin{equation*}
\left[B_{a}\left(M_{a}+V S^{-1} U^{H} M_{b}\right)+B_{b}\left(U S V^{H} M_{a}+M_{b}\right)\right] \mathbf{c}=\boldsymbol{\beta} . \tag{3.6}
\end{equation*}
$$

In the product $S V^{H} M_{a}$ we can eliminate the smaller singular values of $S$ if we set $V^{H} M_{a}$ equal to a diagonal matrix with zeros on the corresponding diagonal places; in $S^{-1} U^{H} M_{b}$ we can do the same.

Let us now assume that we want to select with the aid of $M_{a}$ the $k$ larger singular values of $S$ and to eliminate the others and to do the complementary for $S^{-1}$ with the aid of $\boldsymbol{M}_{b}$. Then we can choose

$$
V^{H} M_{a}=\mu P, \quad U^{H} M_{b}=\nu(I-P), \quad P:=\left(\begin{array}{cc}
I_{k} & 0  \tag{3.7}\\
0 & 0
\end{array}\right)
$$

where $I_{k}$ is the identity in $\mathbb{R}^{k}$ and $\mu, \nu \in \mathbb{R}$. Inserting (3.7) into (3.6) we find

$$
\begin{equation*}
\left[B_{a} V\left(\mu P+\nu S^{-1}(I-P)\right)+B_{b} U(\mu S P+\nu(I-P))\right] \mathbf{c}=\boldsymbol{\beta} . \tag{3.8}
\end{equation*}
$$

This choice of $M_{a}$ and $M_{b}$ implies that $\mu P+\nu S^{-1}(I-P)$ is invertible and that ( $\mu P+$ $\left.\nu S^{-1}(I-P)\right)^{-1}(\mu S P+\nu(I-P))=S$. Hence, the left-hand side of (3.8) is equal to

$$
\begin{equation*}
\left(B_{a}+B_{b} X_{a}\right)\left[\left(\mu P+\nu S^{-1}(I-P)\right)^{-1} V^{H}\right]^{-1} \mathbf{c} . \tag{3.9}
\end{equation*}
$$

From the assumption about the unique solvability of (1.1), which implies that $B_{a}+B_{b} X_{a}$ is nonsingular, it follows that (3.8) is uniquely solvable with the choices (3.7) of $M_{a}$ and $M_{b}$.

We remark that proper choices of $\mu$ and $\nu$ can improve the condition of the system (3.8) if the singular values of $X_{a}$ differ largely in magnitude. They should be
chosen such that the elements of the diagonal matrices

$$
\mu P+\nu S^{-1}(I-P) \quad \text { and } \quad \mu S P+\nu(I-P)
$$

in (3.8) have the same orders of magnitude.
Let us now assume that the $k$ largest singular values of $X_{a}$ are well separated from the other ones, and hence that the $n-k$ largest singular values of $X_{b}=X_{a}^{-1}$ are, too. Moreover, assume that we have computed approximations $\bar{X}_{a}$ and $\bar{X}_{b}$ and that the perturbations $\left\|\bar{X}_{a}-X_{a}\right\|$ and $\left\|\bar{X}_{b}-X_{b}\right\|$ are small with respect to this separation. According to the result (2.6) of the previous section, the corresponding projections are well determined. From these computed matrices we have to determine the unknown vector $\mathbf{c}$ in (3.4), and we can do this via the procedure stated above, which is designed to suppress the bad parts of $\bar{X}_{a}$ and $\bar{X}_{b}$.
4. Numerical examples. In this section we describe some numerical experiments in which we compare the performance of bidirectional shooting with unidirectional methods (Examples 1-5). All computations were executed on a CDC 170/750 computer in single precision arithmetic carrying a mantissa of 14 significant digits. For the singular value decomposition and the solution of the linear algebraic systems we used routines from the NAG-library.

For the integration we employed standard ODE solvers for nonstiff problems: in experiments $1,2,4$ and 5 , it was a routine from the NAG-library using a variablestepsize and variable-order Adams method; in experiment 3 we used an extrapolation algorithm based on the midpoint rule with a stabilization proposed by Gragg (see e.g. Hermann and Berndt (1981)). A specialized stiff ODE solver might possibly enhance the results somewhat (following our opinion in the favour of bidirectional shooting). We used the same computed fundamental matrices in the evaluation of both the bidirectional and the unidirectional solutions. Hence, the experimental data give a fair comparison of both methods.

The equations as they are written in the examples are not implemented as such. We transformed them into first order systems, and we reduced inhomogeneous equations into homogeneous ones by using formulae (1.3)-(1.4). Moreover, we mixed the three uncoupled equations in experiments 4 and 5 by a linear transformation in order to simulate a coupling, at least numerically.

Our implementation of the bidirectional shooting method described in the previous section is as follows. Compute approximations $\bar{X}_{a}$ and $\bar{X}_{b}$ (cf. (3.5)) by an initial value problem solver (and store intermediate values). Make their singular value decompositions $\bar{X}_{a}=\bar{U}_{a} \bar{S}_{a} \bar{V}_{a}^{H}$ and $\bar{X}_{b}=\bar{V}_{b} \bar{S}_{b} \bar{U}_{b}^{H}$ such that the singular values of $\bar{S}_{a}$ are ordered decreasingly and those of $\bar{S}_{b}$ increasingly.

Select the index $k$ used in the choice of $M_{a}$ and $M_{b}$ in (3.7) by the simplistic algorithm

$$
\begin{aligned}
& k:=2 ; l:=n-1 ; \\
& \text { while } k \leqq l \text { do } \\
& \qquad \text { if } \frac{a_{k}}{a_{1}}>\frac{b_{l}}{b_{n}} \text { then } k:=k+1 \text { else } l:=l-1 ;
\end{aligned}
$$

where $\left\{a_{k}\right\}$ and $\left\{b_{k}\right\}$ denote the singular values of $\bar{X}_{a}$ and $\bar{X}_{b}$ respectively. This algorithm does not care about clusters of neighboring singular values. However, since in our experiments the singular values appeared to lie far apart, it worked appropriately. Furthermore, we have chosen $\mu=\nu=1$ in (3.7). This we inserted into (3.8) and solved this system for $\mathbf{c}$. Finally, from the matrices $M_{a}$ and $M_{b}$, the vector $\mathbf{c}$ and the
stored intermediate fundamental matrices we computed the approximated solution by (3.3) in a number of points $t_{k} \in[a, b]$. We have tabulated the max-norm of the errors at those points in the column under head BD (bidirectional shooting). For comparison we give in the columns LR and RL the corresponding errors of the simple shooting from left to right and vice versa. At the end we give also the results of an experiment in which we have added random perturbations to the fundamental matrices $\bar{X}_{a}$ and $\bar{X}_{b}$ in order to demonstrate the better robustness of bidirectional shooting once more in a different manner.

Example 1 (see Table 1).
ODE: $\varepsilon x^{\prime \prime}-(1+\varepsilon \lambda) x^{\prime}+\lambda x=0$.
$\mathrm{BC}: \quad x(0)=1, x(1)=1$.
Solution:

$$
x(t)=\frac{e^{t / \varepsilon}\left(1+e^{\lambda}\right)-e^{\lambda t}\left(1+e^{1 / \varepsilon}\right)}{e^{\lambda}-e^{1 / \varepsilon}}
$$

Transformation into first order system: $y_{1}=x, y_{2}=x^{\prime}$.
Table 1
Numerical results for Example 1.

| $\lambda$ | $\frac{1}{\varepsilon}$ | Exact solution: norm of $y_{2}$ | Absolute error in $y_{2}$ of shooting method |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | BD | LR | RL |
| 10 | -10 | 1.0 E 1 | $3.2 \mathrm{E}-10$ | 7.2E-6 | 7.2E-6 |
| 50 | -50 | 5.0E1 | $2.2 \mathrm{E}-9$ | 1.1 E 13 | 1.1 E 13 |
| 100 | -100 | 1.0 E 2 | $1.7 \mathrm{E}-9$ | 4.5E34 | 4.5 E 34 |
| 50 | 2 | 4.0E2 | 7.9E-7 | 6.7 E 7 | $9.0 \mathrm{E}-7$ |
| -50 | -2 | 4.0 E 2 | $7.9 \mathrm{E}-7$ | $9.0 \mathrm{E}-7$ | 6.7 E 7 |
| 2 | 100 | 8.2E2 | $1.5 \mathrm{E}-5$ | 3.2 E 29 | $1.4 \mathrm{E}-5$ |

Example 2 (see Table 2).
ODE: $\varepsilon x^{\prime \prime}-(1+\varepsilon \lambda) x^{\prime}+\lambda x=e^{\eta(t-1 / 2)}(\varepsilon \eta-1)(\eta-\lambda)$.
$\mathrm{BC}: \quad x(0)=1, x(1)=-1$,
Solution:
$x(t)=\frac{\left[\left(1-e^{-\eta / 2}\right) e^{\lambda}+\left(1-e^{\eta / 2}\right)\right] e^{t / \varepsilon}-\left[\left(1+e^{\eta / 2}\right)+\left(1-e^{-\eta / 2}\right) e^{1 / \varepsilon}\right] e^{\lambda t}}{e^{\lambda}-e^{1 / \varepsilon}}+e^{\eta(t-1 / 2)}$.
Transformation into first order system: $y_{1}=x, y_{2}=x^{\prime}$.

Table 2
Numerical results for Example 2

| $\lambda$ | 1 | $\eta$ | Exact solution: norm of $y_{2}$ | Absolute error in $y_{2}$ of shooting method |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | BD | LR | RL |
| 2 | . 5 | 0 | 4.9E0 | $6.9 \mathrm{E}-13$ | $9.7 \mathrm{E}-13$ | $1.6 \mathrm{E}-12$ |
| 10 | 5 | 0 | 2.0 E 1 | $1.1 \mathrm{E}-10$ | 4.6E-9 | $9.7 \mathrm{E}-11$ |
| 20 | 10 | 0 | 4.0E1 | $1.6 \mathrm{E}-8$ | $6.9 \mathrm{E}-5$ | $1.3 \mathrm{E}-8$ |
| 40 | 10 | 7 | 6.4 E 5 | 8.0E-7 | 1.3E5 | $1.5 \mathrm{E}-6$ |
| -40 | -10 | 5 | 8.7E6 | $2.8 \mathrm{E}-4$ | $4.8 \mathrm{E}-5$ | 3.2E6 |
| -40 | 10 | 5 | 7.1E1 | $8.7 \mathrm{E}-10$ | $3.8 \mathrm{E}-9$ | 2.6 E 5 |

Example 3 (Mattheij and Staarink (1981) (see Table 3).
ODE:

$$
\frac{d \mathbf{y}}{d t}=\left[\begin{array}{ccc}
1-\lambda \cos 2 t & 0 & 1+\lambda \sin 2 t \\
0 & \lambda & 0 \\
-1+\lambda \sin 2 t & 0 & 1+\lambda \cos 2 t
\end{array}\right] \mathbf{y}(t)-\left[\begin{array}{c}
2+\lambda(\sin 2 t-\cos 2 t) \\
\lambda \\
\lambda(\sin 2 t+\cos 2 t)
\end{array}\right]
$$

BC:

$$
\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right] \mathbf{y}(0)+\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right] \mathbf{y}(\boldsymbol{\pi})=\left[\begin{array}{l}
2 \\
2 \\
2
\end{array}\right] .
$$

Solution:

$$
\mathbf{y}(t)=[1,1,1]^{T} .
$$

Table 3
Numerical results for Example 3.

|  |  | Absolute error in $y_{1}$ of shooting method |  |  |
| ---: | :---: | :---: | :---: | :---: |
| $\lambda$ | Exact solution: <br> norm of $y_{1}$ | BD | LR | RL |
| 5 | 1.0 E 0 | $9.4 \mathrm{E}-9$ | $5.0 \mathrm{E}-7$ | $1.0 \mathrm{E}-9$ |
| 6 | 1.0 E 0 | $5.5 \mathrm{E}-8$ | $1.1 \mathrm{E}-5$ | $6.0 \mathrm{E}-8$ |
| 7 | 1.0 E 0 | $2.5 \mathrm{E}-6$ | $3.1 \mathrm{E}-5$ | $9.5 \mathrm{E}-7$ |
| 8 | 1.0 E 0 | $1.3 \mathrm{E}-5$ | $1.7 \mathrm{E}-3$ | $3.0 \mathrm{E}-5$ |
| 9 | 1.0 E 0 | $7.3 \mathrm{E}-5$ | $3.5 \mathrm{E}-2$ | $4.9 \mathrm{E}-4$ |
| 10 | 1.0 E 0 | $6.8 \mathrm{E}-3$ | 1.0 E 0 | $1.6 \mathrm{E}-2$ |

Example 4 (see Table 4).
ODE:

$$
u^{\prime \prime}-\alpha^{2} u=-\delta\left(\alpha^{2}+\eta^{2}\right) \cos \eta t+\delta \alpha^{2} \cos \eta, \quad v^{\prime \prime}+2 t \beta^{2} v^{\prime}=0, \quad w^{\prime}-\gamma w=0
$$

BC:

$$
u(1)=1, \quad u(-1)=-1, \quad v(1)=1, \quad v(-1)=-1, \quad w(1)+w(-1)=1 .
$$

## Solution:

$$
u(t)=\frac{\sinh \alpha t}{\sinh \alpha}+\delta(\cos \eta t-\cos \eta), \quad v(t)=\frac{\operatorname{erf} \beta t}{\operatorname{erf} \beta}, \quad w(t)=\frac{1}{2} \frac{e^{\gamma t}}{\cosh \gamma}
$$

## Transformation into first order system:

$$
\begin{array}{ll}
y_{1}=u+v+w, \quad y_{2}=u+v-w, \quad & y_{3}=u-v-w, \quad y_{4}=u^{\prime}+v^{\prime}, \quad y_{5}=u^{\prime}-v^{\prime} \\
& \text { TABLE } 4
\end{array}
$$

Numerical results for Example 4.

| $\alpha$ | $\beta$ | $\gamma$ | $\delta$ | $\eta$ | Exact solution: norm of $y_{1}$ | Absolute error in $g_{1}$ of shooting method |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | BD | LR | RL |
| 5 | 3 | 20 | 1 | 10 | 3.0 E 0 | $1.1 \mathrm{E}-8$ | 2.1 E 5 | $4.8 \mathrm{E}-7$ |
| 10 | 1 | 20 | 1 | 20 | 3.0 E 0 | $2.4 \mathrm{E}-3$ | 5.7E5 | $1.4 \mathrm{E}-2$ |
| 10 | 1 | 20 | 1 | 1 | 3.0 E 0 | $2.9 \mathrm{E}-3$ | 1.1E6 | $7.0 \mathrm{E}-3$ |
| 5 | -3 | -20 | 2 | -5 | 3.7 E 0 | $4.6 \mathrm{E}-9$ | $1.1 \mathrm{E}-6$ | 3.4 E 2 |
| 5 | -3 | -30 | 2 | -5 | 3.7 E 0 | $9.0 \mathrm{E}-9$ | $1.4 \mathrm{E}-6$ | 2.0 E 11 |
| 2 | -1 | -32 | 1 | -2 | 2.0 E 0 | $3.4 \mathrm{E}-10$ | $1.6 \mathrm{E}-9$ | 2.3 E 13 |

Example 5 (see Tables 5a, 5b).
ODE:

$$
u^{\prime \prime}-\alpha^{2} u=0, \quad v^{\prime \prime}+2 \beta^{2} t v^{\prime}=0, \quad w^{\prime \prime}+\gamma\left\{4 t w^{\prime}+\left(4 \gamma t^{2}+2\right) w\right\}=0 .
$$

BC:

$$
\begin{array}{ll}
u(1)=1, & u(-1)=-1, \\
w(1)=0, & w(-1)=1 .
\end{array}
$$

## Solution:

$$
u(t)=\frac{\sinh \alpha t}{\sinh \alpha}, \quad v(t)=\frac{\operatorname{erf} \beta t}{\operatorname{erf} \beta}, \quad w(t)=\frac{1}{2}(1-t) e^{\gamma\left(1-t^{2}\right)}
$$

Transformation into first order system:

$$
\begin{array}{ll}
y_{1}=u+v+w, & y_{2}=u+v-w, \\
y_{3}=u-v-w \\
y_{4}=u^{\prime}+w^{\prime}, & y_{5}=v^{\prime}+u^{\prime},
\end{array} y_{6}=w^{\prime}+v^{\prime} .
$$

Table 5a
Numerical results for Example 5

|  |  |  |  | Absolute error in $y_{1}$ of shooting method |  |  |
| ---: | ---: | ---: | ---: | :--- | :--- | :--- |
| $\alpha$ | $\beta$ | $\gamma$ | Exact solution: <br> norm of $y_{1}$ | BD |  | LR |

Table 5b
Numerical results for Example 5 in which the entries of $\bar{X}_{a}$ and $\bar{X}_{b}$ are perturbed by adding a small number $\varepsilon$ multiplied by the largest singular value and by a random number equally distributed in $[-1,1]$.

| $\alpha$ | $\beta$ | $\gamma$ | Exact solution: norm of $y_{1}$ | $\varepsilon$ | Absolute error in $y_{1}$ of shooting method |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | BD | LR | RL |
| 10 | 5 | 10 | 1.1 E 4 | 0 | $1.2 \mathrm{E}-1$ | 1.1 E 1 | 2.9E0 |
|  |  |  |  | $1.0 \mathrm{E}-11$ | 8.9 E 1 | 3.1 E 4 | 1.3 E 3 |
|  |  |  |  | $1.0 \mathrm{E}-10$ | 8.0 E 2 | 7.9E4 | 2.9 E 4 |
| 10 | 2 | 15 | 1.6E6 | 0 | 3.8 E 0 | 3.6E1 | 3.5E0 |
|  |  |  |  | $1.0 \mathrm{E}-10$ | 4.7 E 2 | 1.1E6 | 3.2E4 |
|  |  |  |  | $1.0 \mathrm{E}-9$ | 2.1 E 4 | 3.9 E 6 | 6.0 E 5 |
| 8 | 4 | 8 | 1.5 E 3 |  |  |  | $2.8 \mathrm{E}-4$ |
|  |  |  |  | $1.0 \mathrm{E}-10$ | $3.6 \mathrm{E}-2$ | $2.9 \mathrm{E} 0$ | $9.6 \mathrm{E}-1$ |
|  |  |  |  | $1.0 \mathrm{E}-9$ | $3.4 \mathrm{E}-1$ | 1.0 E 2 | 5.1 E 0 |
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# NUMERICAL SIMULATION OF TIME-DEPENDENT CONTACT AND FRICTION PROBLEMS IN RIGID BODY MECHANICS* 

PER LÖTSTEDT ${ }^{\dagger}$


#### Abstract

A numerical method is given for the solution of a system of ordinary differential equations and algebraic, unilateral constraints. The equations govern the motion of a mechanical system of rigid bodies, where contacts between the bodies are created and disappear in the time interval of interest. The ordinary differential equations are discretized by linear multistep methods. In order to satisfy the constraints, a quadratic programming problem is solved at each time step. The fact that the variation of the objective function is small from step to step is utilized to save computing time. A discrete friction model, based on Coulomb's law of friction and suitable for efficient computation, is proposed for planar problems where dry friction cannot be neglected. The normal forces and the friction forces are the optimal solution to a quadratic programming problem. The methods are tested on four model problems. A data structure and possible generalizations are discussed.


Key words. ordinary differential equations, numerical methods, mechanical systems, rigid body, contact problems, Coulomb friction

1. Introduction. In many engineering applications there is an interest in the simulation on computers of the large-scale motion of mechanical systems. These systems are often well approximated by a number of rigid bodies interacting with each other. The bodies may be interconnected by different kinds of joints, e.g. ball-and-socket joints or hinge joints, or they may be in contact with each other at a point, along a curve, or on a surface. The reason to choose a rigid body model instead of a more elaborate and perhaps more accurate elastic or elastic-plastic model is that the governing equations are a system of ordinary differential equations and the number of degrees of freedom is much lower after discretization. Examples of areas of application where rigid body systems have been simulated are
(i) mechanisms and machinery [33], [34], [38],
(ii) satellites [12], [37],
(iii) biomechanics: the human body represented by $10-15$ rigid bodies in sports activities [36], vehicle crash simulations [20],
(iv) vehicles on the road [11] and on rails [24],
(v) rock mechanics: the motion of assemblages of rock blocks [7],
(vi) building construction, the collapse of a concrete building [28]. In the first four examples the joints between the bodies are assumed to be permanent during the time interval of interest. Friction is usually ignored in the first three categories. These systems are simulated in both two and three space dimensions. In examples (v) and (vi) it is of importance to use a realistic model for the creation and disappearance of contacts between the bodies and the friction between bodies sliding on each other. Due to the complicated geometry of the bodies in three space dimensions these systems have so far only been treated as planar systems.

The standard numerical methods for the solution of ordinary differential equations can often be applied directly to the systems in (i)-(iv), possibly with a modification to allow for algebraic constraints (Gear [15, p. 226]). There are methods in analytical mechanics to reduce the dimension of the system of ordinary differential equations

[^39]to the degree of freedom of the mechanical system; see Paul [34]. This technique is used in Sheth and Uicker [38], while in Orlandea and Calahan [33] extra variables, Lagrange multipliers, and associated algebraic constraints are introduced. For problems where the number of contacts is small, say $1-3$, it is possible to reduce the size of the differential equation system as described above and to reformulate the system at each time a new contact is established or an old contact disappears. For mechanical systems with several contacts and dry friction, the Lagrange multiplier approach is much more flexible and efficient. Furthermore, the multipliers are directly proportional to the contact and friction forces.

Coulomb's law is a simple and common model for dry friction between sliding bodies. In this paper we develop a numerical method for the simulation of timedependent contact and Coulomb friction problems for rigid body systems based on a Lagrange multiplier approach. The method was outlined in Lötstedt [27]. An improved version is here analyzed and tested on model problems inspired by rock mechanical applications. Cundall [7], in his simulation of rock blocks, introduces springs and dampers at the points of contact to prevent the blocks from penetrating each other. In our method the Lagrange multipliers serve the same purpose.

Cundall's idea is related to the penalty function method in nonlinear optimization and is analyzed by Lötstedt [26]. The analysis of two deformable bodies in contact is reviewed in Kalker [21] and methods of solution are indicated in Cottle [6]. Numerical methods for the elastostatical contact problem have been devised e.g. by Haug, Chand and Pan [19] for many bodies without friction and by Fredriksson [14] for two bodies with friction.

In the next section the system of equations and inequalities satisfied by the coordinates of the bodies and the Lagrange multipliers is formulated. Friction-free contact problems are treated in $\S 3$. The system of ordinary differential equations is solved by a linear multistep method and the Lagrange multipliers are the optimal solution to a quadratic programming (QP) problem. A discrete interpretation of Coulomb's law of friction is made in $\S 4$. The friction forces are also the solution to a QP problem. The performance of the method described in $\S 3$ and $\S 4$ is illustrated in four examples. In $\S 5$ a data structure for the representation of the mechanical system in the computer is proposed. Possible generalizations are discussed in the final section.
2. The governing equations. The governing equations for planar contact and Coulomb friction problems are derived in Lötstedt [29], [30]. The equations are stated and explained here for completeness and the notation used throughout the paper is introduced. The necessary modifications in three space dimensions are discussed in § 6 .

The system of ordinary differential equations satisfied by $q(t) \in \mathbb{R}^{m}$, the vector of the coordinates of the bodies, is for $t \geqq 0$

$$
\begin{equation*}
M \ddot{q}=f(q, \dot{q}, t)+G(q) \lambda(t) . \tag{2.1}
\end{equation*}
$$

The position of a body is represented in $q$ by the Cartesian coordinates $(x, y)$ of its center of gravity and an angle of direction $\psi . M \in \mathbb{R}^{m \times m}$ is the mass matrix, a constant, diagonal matrix with positive diagonal elements. $M$ has the factorization

$$
\begin{equation*}
M=D^{T} D \tag{2.2}
\end{equation*}
$$

$f \in \mathbb{R}^{m}$ contains the explicity given driving forces and $G \lambda$ represents the contribution of the contact and friction forces to the equations of motion. $\lambda$ is the Lagrange multiplier vector which is determined such that certain algebraic constraints and inequalities are fulfilled.

Let the components of $\phi(q) \in \mathbb{R}^{p}$ be the holonomic, unilateral constraint functions. $\phi_{j}$ may e.g. be the perpendicular distance between the corner of one body and the edge of another body. The unilateral algebraic constraints in the mechanical system are

$$
\begin{equation*}
\phi(q) \geqq 0 . \tag{2.3}
\end{equation*}
$$

To simplify the presentation, only holonomic constraints are discussed here. In the computational procedures in $\S 3$ holonomic and nonholonomic constraints are given equal treatment. Let $g_{N i}=\partial \phi_{i} / \partial q$ and let the transposition of the vector or matrix $C$ be denoted by $C^{T}$. If $\phi_{j}$ is the distance between a corner and an edge then $d \phi_{j} / d t=g_{N j}^{T} \dot{q}$ is the relative velocity between the same corner and edge in a direction normal to the edge. $\lambda_{N i}$ is the nonnegative Lagrange multiplier associated with $\phi_{i}$. Define $\delta_{N}$ as follows:

$$
\begin{equation*}
\delta_{N i}=\frac{d^{2} \phi_{i}}{d t^{2}}=g_{N i}^{T} \ddot{q}+\dot{g}_{N i}^{T} \dot{q} . \tag{2.4}
\end{equation*}
$$

Introduce the time-dependent, active constraint set $J_{N}$

$$
\begin{equation*}
J_{N}=\left\{i \mid \phi_{i}=0\right\} . \tag{2.5}
\end{equation*}
$$

The complementarity relations satisfied by $\phi_{i}, g_{N i}^{T} \dot{q}, \delta_{N i}$ and $\lambda_{N i}$ are

$$
\begin{align*}
& \phi_{i} \geqq 0, \quad \lambda_{N i} \geqq 0, \quad \lambda_{N i} \phi_{i}=0,  \tag{2.6a}\\
& \text { if } i \in J_{N} \text { then } g_{N i}^{T} \dot{q} \geqq 0, \lambda_{N i} g_{N i}^{T} \dot{q}=0,  \tag{2.6b}\\
& \text { if } g_{N i}^{T} \dot{q}=0 \text { then } \delta_{N i} \geqq 0, \lambda_{N i} \delta_{N i}=0 . \tag{2.6c}
\end{align*}
$$

Since $\phi_{i}$ and $\lambda_{N i}$ are nonnegative, the conditions $\lambda_{N i} \phi_{i}=0, i=1,2, \cdots, p$, are equivalent to $\lambda_{N}^{T} \phi=0$. The physical interpretation of (2.6a) is that if there is no contact between the corner and the edge then $\phi_{j}>0$, and the multiplier proportional to the normal force at the point of contact $\lambda_{N j}$ has vanished. If $\lambda_{N j}>0$ then we have a contact, $\phi_{j}=0$.

The vectors $g_{F i} \in \mathbb{R}^{m}, i=1,2, \cdots, k \leqq p$, are determined such that $g_{F i}^{T} \dot{q}$ is the relative velocity in the transverse direction between two bodies in contact at a point or along two edges. Let $\lambda_{F i}$ be the associated Lagrange multiplier proportional to the friction force acting on the bodies. $\delta_{F}$ has the definition

$$
\begin{equation*}
\delta_{F i}=\frac{d\left(g_{F i}^{T} \dot{q}\right)}{d t}=g_{F i}^{T} \ddot{q}+\dot{g}_{F i}^{T} \dot{q} . \tag{2.7}
\end{equation*}
$$

To each friction multiplier $\lambda_{F i}$ there is a corresponding normal multiplier $\lambda_{N i}$. Introduce three index sets

$$
\begin{equation*}
J_{F 0}=\left\{i \mid i \in J_{N}, g_{F i}^{T} \dot{q}=0\right\}, \quad J_{F W}=\left\{i \mid i \in J_{N}, g_{F i}^{T} \dot{q} \neq 0\right\}, \quad J_{F}=\left(J_{F W} \cup J_{F 0}\right) \subset J_{N .} . \tag{2.8}
\end{equation*}
$$

All the sets in (2.8) are time-dependent and are altered at discrete time points. If $i \in J_{F 0}$ then no sliding takes place at this particular contact. According to Coulomb's law of friction the following relations are satisfied by $g_{F i}^{T} \dot{q}, \delta_{F i}, \lambda_{N i}$ and $\lambda_{F i}$ :

$$
\begin{align*}
& \text { if } i \in J_{F} \text { then }\left|\lambda_{F i}\right| \leqq \mu \lambda_{N i},  \tag{2.9a}\\
& \text { if } i \in J_{F W} \text { then }\left|\lambda_{F i}\right|=\mu \lambda_{N i}, \lambda_{F i} g_{F i}^{T} \dot{q} \leqq 0,  \tag{2.9b}\\
& \text { if } i \in J_{F 0} \text { then }\left(\mu \lambda_{N i}-\left|\lambda_{F i}\right|\right) \delta_{F i}=0, \lambda_{F i} \delta_{F i} \leqq 0 . \tag{2.9c}
\end{align*}
$$

The friction coefficient is $\mu, \mu \geqq 0$. The condition (2.9b) expresses the fact that if two bodies slide upon each other, then the friction force has the direction opposite to the
relative velocity. It follows from (2.9c) that when there is no sliding then $\delta_{F i}=0$ and $\left|\lambda_{F i}\right| \leqq \mu \lambda_{N i}$, but when the sliding has just begun then $\delta_{F i} \neq 0$ and $\left|\lambda_{F i}\right|=\mu \lambda_{N i}$.

The columns of $G$ in (2.1) are at least those vectors $g_{N i}$ and $g_{F i}$ for which $i \in J_{N}$ at a given time point. The elements in $\lambda$ in (2.1) are the corresponding normal and friction multipliers $\lambda_{N i}$ and $\lambda_{F i}$.

If $i \in J_{F W}$ then $\lambda_{F i}$ can be written in terms of $\lambda_{N i}, \mu$ and $s_{i}= \pm 1$ :

$$
\begin{equation*}
\lambda_{F i}=s_{i} \mu \lambda_{N i} . \tag{2.10}
\end{equation*}
$$

For friction problems it is convenient to split $G$ into two parts, $G_{1}$ and $H$. Let $\lambda_{1}$ contain the normal multipliers $\lambda_{N i}$ and the friction multipliers $\lambda_{F j}, j \in J_{F 0}$. Moreover, let the columns of $G_{1}$ consist of those $g_{N i}$ and $g_{F j}$ corresponding to the components in $\lambda_{1}$ and collect the remaining vectors $g_{F j}, j \in J_{F W}$, in $H$. By (2.10) there exists a matrix $U$ such that

$$
\begin{equation*}
\sum_{i \in J_{F W}} g_{F i} \lambda_{F i}=\sum_{i \in J_{F W}} g_{F i} s_{i} \mu \lambda_{N i}=H U \lambda_{1} . \tag{2.11}
\end{equation*}
$$

The contribution of the working friction forces to the equations of motion (2.1) is (2.11). Thus, with the new notation, (2.1) is equivalent to

$$
\begin{equation*}
M \ddot{q}=f+\left(G_{1}+H U\right) \lambda_{1}, \quad t \geqq 0 . \tag{2.12}
\end{equation*}
$$

Suppose that a new constraint $j$ becomes active at $t_{*}$. Then $J_{N}\left(t \geqq t_{*}\right)=$ $J_{N}\left(t<t_{*}\right) \cup\{j\}$ and $\phi_{j}(t)>0, t<t_{*}$, but $\phi_{j}(t)=0, t \geqq t_{*}$. In general, there is an impulse $\Lambda$ in the system at $t_{*}$ and $\dot{q}$ is discontinuous. Let $\dot{q}_{+}$and $\dot{q}_{-}$denote $\dot{q}(t+0)$ and $\dot{q}(t-0)$, respectively. $F$ is the vector of external impulses. Then one relation between $\dot{q}_{+}, \dot{q}_{-}$and $\Lambda$ is

$$
\begin{equation*}
M\left(\dot{q}_{+}-\dot{q}_{-}\right)=F+G(q) \Lambda \tag{2.13}
\end{equation*}
$$

$G$ consists of the columns $g_{N i}$ and $g_{F i}$ such that $i \in J_{N}\left(t_{*}+0\right)$. A component $\Lambda_{N i}$ of $\Lambda$ corresponds to a contact constraint $\phi_{i}$ and $\Lambda_{F j}$ to a friction constraint $g_{F j}^{T} \dot{q}$. The complementarity relations for $\dot{q}_{+}$and $\Lambda$ depend on the material in the colliding bodies and on the impulse friction model. Here the collision is assumed to be inelastic and $\Lambda$ is the optimal solution to the QP problem

$$
\begin{align*}
& \min \frac{1}{2} \Lambda^{T} G^{T} M^{-1} G \Lambda+\Lambda^{T} G^{T}\left(\dot{q}_{-}+M^{-1} F\right), \\
& \Lambda_{N i} \geqq 0, \quad-\mu_{I} \Lambda_{N i} \leqq \Lambda_{F i} \leqq \mu_{I} \Lambda_{N i} . \tag{2.14}
\end{align*}
$$

The impulse friction coefficient is $\mu_{I}, \mu_{I} \geqq 0$. For a friction-free system $\mu_{I}=0$ and $\Lambda_{F i}=0$. By (2.13) and the Kuhn-Tucker conditions [13, p. 51] at the optimum of (2.14) we have

$$
\begin{equation*}
g_{N i}^{T} \dot{q}_{+} \geqq 0, \quad \Lambda_{N i} \geqq 0, \quad \Lambda_{N i} g_{N i}^{T} \dot{q}_{+}=0 . \tag{2.15}
\end{equation*}
$$

The implications of (2.14) on $\Lambda_{F i}$ and $g_{F i}^{T} \dot{q}_{+}$when $\mu_{I}>0$ are discussed in $\S$ 4.3.
Another source of discontinuities is when a friction constraint $j$ is transferred from $J_{F W}$ to $J_{F 0}$, i.e. when $g_{F j}^{T} \dot{q} \rightarrow 0$. Then $\ddot{q}$ and $\lambda$ are in general discontinuous. The time derivatives $\ddot{q}$ and $\dot{\lambda}$ are usually discontinuous when $\lambda_{N j}$ reaches its lower bound 0 and $j$ is removed from $J_{N}$, and when $\left|\lambda_{F j}\right|$ attains its upper bound $\mu \lambda_{N j}$ and $j$ is transferred from $J_{F 0}$ to $J_{F W}$.

In order to solve (2.1) or (2.12) in combination with the relations (2.6) and (2.9), the problem is discretized by two linear multistep methods (Gear [15]). An approximation $\left(q_{i}, \dot{q}_{i}\right)$ to $\left(q\left(t_{i}\right), \dot{q}\left(t_{i}\right)\right)$ is determined at $t=t_{i}, i=0,1, \cdots$, where $t_{0}=0$ and $t_{i+1}=t_{i}+h_{i+1}$. Assume that $\left(q_{i}, \dot{q}_{i}\right), i=0,1, \cdots, n-1$, are known. Then the formulas
for computation of $\left(q_{n}, \dot{q}_{n}\right)$ with a constant step size $h_{i}=h$ and two $r$-step methods are

$$
\begin{align*}
& \sum_{i=0}^{r} \alpha_{i}^{1} q_{n-i}=h \sum_{i=0}^{r} \beta_{i}^{1} \dot{q}_{n-i}  \tag{2.16a}\\
& \sum_{i=0}^{r} \alpha_{i}^{2} \dot{q}_{n-i}=h \sum_{i=0}^{r} \beta_{i}^{2} M^{-1}\left(f_{n-i}+G_{n-i} \lambda_{n-i}\right), \tag{2.16b}
\end{align*}
$$

where $f_{n-i}=f\left(q_{n-i}, \dot{q}_{n-i}, t_{n-i}\right), G_{n-i}=G\left(q_{n-i}\right)$ and the coefficients $\alpha_{i}^{j}, \beta_{i}^{j}, j=1,2$, are constant. Sum all the quantities in (2.16a) and (2.16b) that are known from previous steps in $b_{n}^{1}$ and $b_{n}^{2}$, respectively, so that $q_{n}$ and $\dot{q}_{n}$ are the solutions to the nonlinear equations

$$
\begin{equation*}
q_{n}=\frac{1}{\alpha_{0}^{1}}\left(h \beta_{0}^{1} \dot{q}_{n}+b_{n}^{1}\right), \quad \dot{q}_{n}=\frac{1}{\alpha_{0}^{2}}\left(h \beta_{0}^{2} M^{-1}\left(f_{n}+G_{n} \lambda_{n}\right)+b_{n}^{2}\right) . \tag{2.17}
\end{equation*}
$$

In a friction free problem, $\mu=0, q_{n}$ and $\lambda_{n}$ satisfy in addition to (2.17) the discrete version of (2.6a)

$$
\begin{equation*}
\phi\left(q_{n}\right) \geqq 0, \quad \lambda_{n} \geqq 0, \quad \lambda_{n}^{T} \phi\left(q_{n}\right)=0 . \tag{2.18}
\end{equation*}
$$

The system (2.17), (2.18) is referred to as a nonlinear complementarity problem (NLCP) in Cottle [6]. The prospects of having to solve an NLCP at each time step are not so encouraging. Therefore, in the next section, by a suitable choice of linear multistep methods in (2.16) and by replacing the condition (2.6a) by (2.6b), we arrive at a linear complementarity (LCP) problem whose solution is calculated with a QP algorithm.

The norm $\|\cdot\|$ in the sequel always denotes the Euclidean vector norm or the subordinate, spectral matrix norm. The weighted norm $\|x\|_{M}$ of the vector $x$ has the definition

$$
\begin{equation*}
\|x\|_{M}^{2}=x^{T} M x=\|D x\|^{2} . \tag{2.19}
\end{equation*}
$$

3. Contact problems. The difference equations for friction-free contact problems fulfilled by $\left(q_{n}, \dot{q}_{n}\right)$ are chosen in this section. A numerical procedure for obtaining $\lambda_{n}$ is suggested for time points $t_{n}$ where the active constraint set is constant, $J_{N}\left(t_{n-1}\right)=$ $J_{N}\left(t_{n}\right)$, and when contacts disappear, $J_{N}\left(t_{n-1}\right) \supset J_{N}\left(t_{n}\right), \phi_{j}\left(t_{n-1}\right)=0$, but $\phi_{j}\left(t_{n}\right)>0$ for some $j$. When a new contact is established at $t_{*}$, the impulse in the system and the jump in $\dot{q}$ satisfy (2.13) and (2.14). The section is concluded by two examples.
3.1. Advancing the solution in time. The coefficients $\alpha_{i}^{1}, \beta_{i}^{1}$ in (2.16a) are determined by a member of the Adams-Bashforth family of explicit formulas denoted by AB-r [15, p. 104]. The method in (2.16b) is a backward difference formula [15, p. 217] with $\beta_{0}^{2}=1, \beta_{j}^{2}=0, j=1,2, \cdots, r$, abbreviated BDF-r. Replace (2.18) by the condition (2.6b) in intervals where $J_{N}$ is constant or indices are dropped from $J_{N}$. Let $g_{N i}, i \in J_{N}$, form $G$. Since $\beta_{0}^{1}=0$, we have by (2.17) and (2.6b) that $q_{n}$ and $\dot{q}_{n}$ are the solution to the system

$$
\begin{align*}
& q_{n}=\frac{1}{\alpha_{0}^{1}} b_{n}^{1},  \tag{3.1a}\\
& \dot{q}_{n}=\frac{1}{\alpha_{0}^{2}}\left(h_{n} M^{-1}\left(f_{n}+G_{n} \lambda_{n}\right)+b_{n}^{2}\right),  \tag{3.1b}\\
& G_{n}^{T} \dot{q}_{n} \geqq 0, \quad \lambda_{n} \geqq 0, \quad \lambda_{n}^{T} G_{n}^{T} \dot{q}_{n}=0 . \tag{3.1c}
\end{align*}
$$

First compute $q_{n}$ in (3.1a). If we let $c_{n}$ denote $b_{n}^{2}+h_{n} M^{-1} f_{n}$ and temporarily assume that $f=f(q, t)$, then ((3.1b), (3.1c)) is a linear complementarity problem. The system ( $(3.1 \mathrm{~b}),(3.1 \mathrm{c})$ ) is equivalent to the QP problem (Cottle [6])

$$
\begin{equation*}
\min \frac{1}{2} \lambda_{n}^{T} G_{n}^{T} M^{-1} G_{n} \lambda_{n}+h_{n}^{-1} \lambda_{n}^{T} G_{n}^{T} c_{n}, \quad \lambda_{n} \geqq 0 . \tag{3.2}
\end{equation*}
$$

Since

$$
c_{n}=h_{n} M^{-1} f_{n}-\sum_{i=1}^{r} \alpha_{i}^{2} \dot{q}_{n-i}
$$

we have $\left\|G_{n}^{T} c_{n}\right\|=O\left(h_{n}\right)$ if $h_{i}$ varies smoothly and $\left\|\lambda_{n}\right\|=O(1)$ in (3.2). The dual problem to (3.2) is

$$
\begin{equation*}
\min \frac{1}{2} v_{n}^{T} G_{n}^{T} M^{-1} G_{n} v_{n}, \quad h_{n} G_{n}^{T} M^{-1} G_{n} v_{n}+G_{n}^{T} c_{n} \geqq 0 \tag{3.3}
\end{equation*}
$$

where $G_{n} \lambda_{n}=G_{n} v_{n}$ (see Dorn [10]). Substitute

$$
G_{n} \lambda_{n}=h_{n}^{-1} M\left(\alpha_{0}^{2} \dot{q}_{n}-c_{n}\right)
$$

in (3.3) and after dropping unnecessary constants in the objective function and the constraints we have

$$
\begin{equation*}
\min \left\|\sum_{i=0}^{r} \alpha_{i}^{2} \dot{q}_{n-i}-h_{n} M^{-1} f_{n}\right\|_{M}, \quad G_{n}^{T} \dot{q}_{n} \geqq 0 \tag{3.4}
\end{equation*}
$$

There are two advantages to using the complementarity condition on the derivative of the constraint (2.6b) or (3.1c) instead of (2.6a) or (2.18). The nilpotency of the system (3.1) is lower (see Petzold [35] for a treatment of these matters) and the constraint function $G^{T} \dot{q}$ is linear in $\dot{q}$. The disadvantage is that $\phi_{i}(q)=0, i \in J_{N}$, is not satisfied exactly. A possible remedy is the stabilization procedure developed by Baumgarte [1].

How to compute $\lambda_{n}$ is treated in $\S 3.2$. Here we shall continue with a discussion of the properties of the time discretization. In most steps from $t_{n-1}$ to $t_{n}$ the active constraint set $J_{N}$ remains unaltered. Then the constraint on $\dot{q}_{n}$ in (3.1c) is an equality constraint, $G_{n}^{\boldsymbol{T}} \dot{q}_{n}=0$. It is shown in [27] that the global accuracy in $q_{n}, \dot{q}_{n}, \lambda_{n}$ and $\phi\left(q_{n}\right)$ for a constant step size $h$ is $O\left(h^{r}\right)$ when $G_{n}^{T} \dot{q}_{n}=0$. The recursion in (3.1) is restarted using the first order method (AB-1, BDF-1) for two steps after a discontinuity in $\dot{q}$ or $\ddot{q}$. In order to simplify the solution process, the discontinuities in $\ddot{q}$ stemming from the removal of a constraint from $J_{N}$ are ignored. Errors proportional to $h^{3}$ and $h^{2}$ are introduced in $q_{n}$ and $\dot{q}_{n}$, respectively. It does not pay to use methods of higher order than two, $r=2$, if the order of the global error is to be the same at points when $J_{N}$ is constant and when constraints are dropped from $J_{N}$. We assume that the alterations of $J_{N}$ are independent of $h$. Since these take place at discrete points, the global accuracy of $O\left(h^{2}\right)$ in $\dot{q}_{n}$ is maintained.

The stepsize $h_{n}$ is chosen such that a weighted norm of the local error $l_{n}$ in $q_{n}$ per unit step is less than a prescribed tolerance $\varepsilon$,

$$
\begin{equation*}
\left\|l_{n}\right\|_{M} \leqq h_{n} \varepsilon \tag{3.5}
\end{equation*}
$$

The reason for choosing this error condition is that we can allow certain errors in $\dot{q}_{n}$ to be dealt with later to be of $O(\varepsilon)$. The local error at $t_{n}$ in AB-1 (the forward Euler method) is proportional to $h_{n}^{2} \ddot{q}_{n}$ and in AB-2 to $h_{n}^{3} \ddot{q}_{n-1}=h_{n}^{2}\left(\ddot{q}_{n-1}-\ddot{q}_{n-2}\right)+O\left(h_{n}^{4}\right)$ if $h_{n}=h_{n-1}$. The estimate of $\dddot{q}_{n-1}$ is less accurate when a constraint is dropped from $J_{N}$, but is for simplicity used there also.

The stability of the compound methods (AB-1, BDF-1) and (AB-2, BDF-2) is studied by means of the scalar test equation

$$
\begin{equation*}
\ddot{u}+d \dot{u}+k u=0 \tag{3.6}
\end{equation*}
$$

in [27]. This spring-and-damper equation has stable solutions if and only if $k>0$, $d \geqq 0$ or $d>0, k \geqq 0$. The stability regions for the first and second order methods are depicted in Fig. 1.



Fig. 1. Stability regions for the methods (AB-1, BDF-1) and (AB-2, BDF-2) applied to the test equation (3.6) are plotted in pictures I and II. The methods are stable in the unshaded areas except for the corners where the difference equation has a double root $\zeta_{1}=\zeta_{2},\left|\zeta_{1}\right|=1$.

Suppose that $\phi_{j}\left(t_{n-1}\right)>0$ but $\phi_{j}\left(t_{n}\right) \leqq 0$ for some $j$. Then a collision has occurred at $t_{*}, \phi_{j}\left(t_{*}\right)=0, t_{n-1}<t_{*} \leqq t_{n}$, where $\dot{q}$ is discontinuous. The point $t_{*}$ is determined by inverse linear interpolation between $\phi_{j}\left(t_{n-1}\right)$ and $\phi_{i}\left(t_{n}\right)$. The error introduced by this approximate computation of $t_{*}$ is of $O\left(h_{n}^{2}\right)$. An example where $\ddot{q}$ is discontinuous is when one body in contact with another body slides off the support of the other body. Another reason for a jump in $\ddot{q}$ is when $f$ is discontinuous. The crucial point $t_{*}$ is also here determined by inverse linear interpolation.

The assumption $f=f(q, t)$ is not always satisfied. A linear damper gives rise to an external force proportional to $\dot{q}, f=f(q, \dot{q}, t)$. Sufficient conditions for the existence of a unique solution to ((3.1b), (3.1c)) when $f$ is velocity dependent are stated below.

Proposition 1. Let f be continuously differentiable in $\dot{q}$ and let $\boldsymbol{A}$ be defined by

$$
A(\dot{q})=M-\frac{h_{n}}{\alpha_{0}^{2}} \frac{\partial f}{\partial \dot{q}}\left(q_{n}, \dot{q}, t_{n}\right) .
$$

Assume that $A$ is invertible in a sufficiently large neighborhood $Q$ of $\dot{q}_{n-1}$ and let

$$
B(\dot{q})=G_{n}^{T} A^{-1} G_{n} .
$$

If

$$
\begin{equation*}
x^{T} B x \geqq \kappa x^{T} x, \quad \kappa>0, \quad \dot{q} \in Q, \tag{3.7}
\end{equation*}
$$

then there is a unique solution $\left(\dot{q}_{n}, \lambda_{n}\right)$ to ((3.1b), (3.1c)).
Proof. Since $A^{-1}$ exists when $\dot{q} \in Q, \dot{q}_{n}$ in (3.1b) can be expressed uniquely as $\dot{q}_{n}=u_{n}\left(\lambda_{n}\right),[9$, Thm. 10.2.2].

Furthermore,

$$
\frac{\partial \dot{q}_{n}}{\partial \lambda_{n}}=\frac{h_{n}}{\alpha_{0}^{2}} A^{-1}\left(u_{n}\left(\lambda_{n}\right)\right) G_{n}=\frac{h_{n}}{\alpha_{0}^{2}} A_{n}^{-1} G_{n} .
$$

Consider the NLCP

$$
\begin{equation*}
\lambda_{n} \geqq 0, \quad G_{n}^{T} \dot{q}_{n}=G_{n}^{T} u_{n}\left(\lambda_{n}\right) \geqq 0, \quad \lambda_{n}^{T} G_{n}^{T} u_{n}=0 . \tag{3.8}
\end{equation*}
$$

We find that

$$
\frac{\partial}{\partial \lambda_{n}} G_{n}^{T} \dot{q}_{n}=\frac{h_{n}}{\alpha_{0}^{2}} G_{n}^{T} A_{n}^{-1} G_{n}=\frac{h_{n}}{\alpha_{0}^{2}} B .
$$

If $B$ has the property (3.7), then there exists a unique $\lambda_{n}$ solving (3.8) according to [22, Thm. 3.2]. Hence, $\dot{q}_{n}$ is also unique.

Remark. Assume that $G_{n}$ has full column rank. If $h_{n}$ is sufficiently small then $A^{-1}=M^{-1}+h_{n} C,\|C\|=O(1), x^{T} G_{n}^{T} M^{-1} G_{n} x \geqq \kappa_{0} x^{T} x, \kappa_{0}>0$, and (3.7) is satisfied. It can be shown that if $\partial f / \partial \dot{q}$ is symmetric and the eigenvalues $\lambda_{i}$ of $D^{-T} \partial f / \partial \dot{q} D^{-1}$ satisfy $1>\kappa_{1} \geqq h_{n} \lambda_{i} / \alpha_{0}^{2}$, then the sufficient conditions in the proposition are fulfilled.

The proposed solution process for ((3.1b), (3.1c)) when $f=f(q, \dot{q}, t)$ is based on functional iteration. The value $\dot{q}_{n}^{(0)}$ is predicted by $\dot{q}_{n-1}$, the AB-1 or the AB-2 formula depending on the number of $\dot{q}_{i}$ available with sufficient continuity. Then $\dot{q}_{n}^{(j)}, j=1,2, \cdots$, is determined by the corrector equation

$$
\begin{gather*}
\dot{q}_{n}^{(j)}=\frac{1}{\alpha_{0}^{2}}\left(h_{n} M^{-1}\left(f\left(q_{n}, \dot{q}_{n}^{(j-1)}, t_{n}\right)+G_{n} \lambda_{n}^{(j)}\right)+b_{n}^{2}\right), \quad G_{n}^{T} \dot{q}_{n}^{(j)} \geqq 0, \quad \lambda_{n}^{(j)} \geqq 0,  \tag{3.9}\\
\lambda_{n}^{(j)} G_{n}^{T} \dot{q}^{(j)}=0 .
\end{gather*}
$$

The criterion for interruption of the iteration is discussed after the following proposition.

Proposition 2. Let $f_{n}=f\left(q_{n}, \dot{q}, t_{n}\right)$ be continuous and differentiable in $\dot{q}$. Let $c_{1}$ and $c_{2}$ be constants such that $\left\|M^{-1} \partial f_{n} / \partial \dot{q}\right\|_{M} \leqq c_{1}$ in $\left\|\dot{q}-\dot{q}_{n}^{(0)}\right\|_{M}<c_{2}$. If $h_{n}$ is so small that $h_{n} c_{1} / \alpha_{0}^{2} \leqq 1$ and $\left\|\dot{q}_{n}^{(1)}-\dot{q}_{n}^{(0)}\right\|_{M}<c_{2}\left(1-h_{n} c_{1} / \alpha_{0}^{2}\right)$, then the proposed iterative process (3.9) converges to the unique solution $\dot{q}_{n}$ of ((3.1b), (3.1c)).

Proof. Define $F_{0}$ and $F_{1}$ by

$$
F_{0}(y)=\frac{1}{2} \alpha_{0}^{2} y^{T} M y-h_{n} y^{T} f_{n}^{0}-y^{T} M b_{n}^{2}, \quad F_{1}(y)=\frac{1}{2} \alpha_{0}^{2} y^{T} M y-h_{n} y^{T} f_{n}^{1}-y^{T} M b_{n}^{2},
$$

where $f_{n}^{i}=f\left(q_{n}, x_{i}, t_{n}\right)$. Define the minimization problems

$$
\begin{array}{ll}
\min F_{0}(y), & G_{n}^{T} y \geqq 0, \\
\min F_{1}(y), & G_{n}^{T} y \geqq 0 . \tag{3.10b}
\end{array}
$$

Let $y_{0}$ be the solution to (3.10a) and $y_{1}=y_{0}+\delta y$ the solution to (3.10b). It is shown in $[31,(3.5)-(3.7)]$ that $y_{0}$ and $y_{1}$ satisfy

$$
\begin{equation*}
\delta y^{T}\left(\nabla F_{1}\left(y_{1}\right)-\nabla F_{1}\left(y_{0}\right)\right) \leqq \delta y^{T}\left(\nabla F_{0}\left(y_{0}\right)-\nabla F_{1}\left(y_{0}\right)\right), \tag{3.11}
\end{equation*}
$$

where $\nabla F_{i}, i=1,2$, denotes the gradient of $F_{i}$. Then

$$
\|\delta y\|_{M}^{2} \leqq h_{n} \delta y^{T}\left(f_{n}^{1}-f_{n}^{0}\right) / \alpha_{0}^{2}=h_{n}(D \delta y)^{T} D M^{-1}\left(f_{n}^{1}-f_{n}^{0}\right) / \alpha_{0}^{2}
$$

Therefore, by (2.19)

$$
\|\delta y\|_{M} \leqq h_{n}\left\|M^{-1}\left(f_{n}^{1}-f_{n}^{0}\right)\right\|_{M} / \alpha_{0}^{2}
$$

It follows from [9, 8.5.4] that if $\left\|x_{0}-\dot{q}_{n}^{(0)}\right\|_{M}<c_{2}$ and $\left\|x_{1}-\dot{q}_{n}^{(0)}\right\|_{M}<c_{2}$, then

$$
\begin{equation*}
\left\|y_{1}-y_{0}\right\|_{M} \leqq h_{n} c_{1}\left\|x_{1}-x_{0}\right\|_{M} / \alpha_{0}^{2}<\left\|x_{1}-x_{0}\right\|_{M} . \tag{3.12}
\end{equation*}
$$

If $x_{i}=\dot{q}_{n}^{(j-1+i)}$ then by (3.4) $\dot{q}_{n}^{(j)}=y_{i}$ in the iteration process (3.9). The fixed point theorems [9, Thms. 10.1.1 and 10.1.2] and (3.12) prove the convergence of the procedure (3.9) to the unique solution of ((3.1b), (3.1c)).

Using the suggested predictor methods, it can be shown that for the difference between the predictor $\dot{q}_{n}^{(0)}$ and the first corrector solution $\dot{q}_{n}^{(1)}$ we have

$$
\left\|\dot{q}_{n}^{(1)}-\dot{q}_{n}^{(0)}\right\|_{M}=O\left(h_{n}^{k}\right), \quad k \geqq 1 .
$$

The sufficient conditions in the proposition can always be met by choosing $h_{n}$ small enough. However, for problems where $c_{1}$ is large the step size $h_{n}$ may be intolerably short. The conditions are the same in a problem without the constraints $G^{T} \dot{q} \geqq 0$ (cf. Gear [15, p. 114]).

The error $\left\|\dot{q}_{n}-\dot{q}_{n}^{(s)}\right\|_{M}$ in the accepted solution $\dot{q}_{n}^{(s)}$ of (3.9) is allowed to be at most $0.1 \varepsilon$. This error is multiplied by $\beta_{1}^{1} h$ in the computation of $q_{n+1}$. The factor 0.1 is chosen in order to make $0.1 \beta_{1}^{1} h_{n+1} \varepsilon$ small in comparison with the local error (3.5) in $q_{n+1}$. Let the error $G_{n} \delta \lambda_{n}^{(j)}$ in $G_{n} \lambda_{n}^{(j)}$ satisfy

$$
\begin{equation*}
\left\|D^{-T} G_{n} \delta \lambda_{n}^{(j)}\right\|=\left\|M^{-1} G_{n} \delta \lambda_{n}^{(j)}\right\|_{M} \leqq \varepsilon_{0} . \tag{3.13}
\end{equation*}
$$

The iterative error in $\dot{q}_{n}^{(j)}$ is estimated by

$$
\begin{equation*}
\left\|\dot{q}_{n}-\dot{q}_{n}^{(j)}\right\|_{M}<\frac{\rho\left\|\dot{q}_{n}^{(j)}-\dot{q}_{n}^{(j-1)}\right\|_{M}+\varepsilon_{0}}{1-\rho}, \tag{3.14}
\end{equation*}
$$

Dahlquist and Björck [8, p. 239]. An approximate rate of convergence $\rho \approx h_{n} c_{1} / \alpha_{0}^{2}$ is determined during the iteration. When the error bound in (3.14) is less than $0.1 \varepsilon$ for $j=s$, then the iteration is terminated. If $f$ is dependent on the velocity $\dot{q}$, then $\varepsilon_{0}=0.01 \varepsilon$. Otherwise, $\dot{q}_{n}$ is computed directly in (3.1b), and the required accuracy $\varepsilon_{0}$ in $G_{n} \lambda_{n}$ is $0.1 \varepsilon$.

In conclusion, we give the algorithm for advancing the solution one step from $t_{n-1}$ to $t_{n}$.

## Algorithm 1.

1. Compute $q_{n}$ by AB-1 or $\mathrm{AB}-2$ with a step length $h_{n}$ such that the local error satisfies (3.5).
2. If necessary, predict the value $\dot{q}_{n}^{(0)}$ and then compute $f_{n}^{(0)}=f_{n}\left(q_{n}, \dot{q}_{n}^{(0)}, t_{n}\right)$. Determine $G_{n} \lambda_{n}$ to the prescribed accuracy $\varepsilon_{0}$ and calculate $\ddot{q}_{n}=$ $M^{-1}\left(f_{n}+G_{n} \lambda_{n}\right)$ and $\dot{q}_{n}$ by BDF-1 or BDF-2. If $f$ is a function of $\dot{q}$, this step is performed iteratively (3.9).
3. Test whether
(i) $\dot{q}$ is discontinuous between $t_{n-1}$ and $t_{n}$ because there is an external impulse $F \neq 0$ in (2.13), or a new constraint becomes active, i.e. $\phi_{j}\left(t_{n-1}\right)>0$, but $\phi_{j}\left(t_{n}\right) \leqq 0$ for some $j ;$
(ii) $\ddot{q}$ is discontinuous between $t_{n-1}$ and $t_{n}$ because $f$ or $G \lambda$ is discontinuous, e.g. due to the loss of support of a body.

If (i) or (ii) has occurred, then the time $t_{*}$ where $\dot{q}$ or $\ddot{q}$ is discontinuous is computed by inverse linear interpolation. If there are several detected jumps in $\dot{q}$ or $\ddot{q}$ in the interval at $t_{*}^{1}, t_{*}^{2}, \cdots, t_{*}^{j}$, then $t_{*}=\min \left(t_{*}^{1}, \cdots, t_{*}^{j}\right)$. After a discontinuity in $\dot{q}$ the new velocity $\dot{q}_{+}$in (2.13) is first determined. Then restart the integration at Step 1 by AB-1 with $q\left(t_{*}\right), \dot{q}\left(t_{*}+0\right)$ and the new active constraint set $J_{N}\left(t_{*}+0\right)$.
4. Test whether there are any elements $\lambda_{n j}$ in $\lambda_{n}$ such that $\lambda_{n j}=0$ and the corresponding $\Delta_{n j}$ in

$$
\Delta_{n}=G_{n}^{T} \dot{q}_{n}
$$

satisfies $\Delta_{n j}>\varepsilon$. If that is the case then remove $j$ from $J_{N}$.
5. End of algorithm.

Initially, $J_{N}$ at $t=0$ is defined by $\phi(q(0))$ and $G^{\boldsymbol{T}} \dot{q}(0)$ as follows:

$$
J_{N}=\left\{\mid \phi_{i}=0 \text { and } g_{i}^{T} \dot{q}=0 \text { at } t=0\right\} .
$$

We exclude the possibility of a $j$ such that $\phi_{j}(q(0))<0$, i.e. the initial conditions are compatible with the constraints. It may be necessary to introduce an impulse in the system at $t=0$ so that $g_{j}^{T} \dot{q} \geqq 0$ for every $j$ with $\phi_{j}=0$. In the restart step $\ddot{q}_{n-1}$ is not available for the local error estimate. The first step size $h_{n}$ in Step 1 is instead taken to be $h_{n-1}$, the old step size, and when Step 2 has been completed, the local error in $q_{n}$ is estimated using $\ddot{q}_{n}$. If (3.5) is not satisfied, then Steps 1 and 2 are repeated with a new step size. The threshold value $\varepsilon$ in Step 4 is chosen to avoid unnecessary zigzagging; i.e., a constraint that left $J_{N}$ at $t_{n-1}$ is reintroduced in $J_{N}$ between $t_{n-1}$ and $t_{n}$ (cf. nonlinear optimization in Fletcher [13, p. 113]). If $\Delta_{n j} \sim \varepsilon$, then $\lambda_{n j}=0$ and $\lambda_{n j}$ does not affect the equations of motion, even if $j$ is not dropped from $J_{N}$.
3.2. The quadratic programming problem. The velocity $\dot{q}_{n}$ can be calculated directly as the solution to (3.4) without introducing $\lambda_{n}$. It is, however, advantageous to solve (3.2) for $\lambda_{n}$ first and then insert the result into (3.1b) to obtain $\dot{q}_{n}$. The merits of (3.2) in comparison with (3.4) are

1. An initial, feasible $\lambda_{n}^{0}$ in an active set algorithm for QP problems is easily found.
2. The QP problem for friction-free systems is a special case of the QP problem for systems with Coulomb friction.
3. The multiplier vector $\lambda_{n}$ is sometimes of interest itself, e.g. in friction problems.

It is well known from classical mechanics that in time-independent problems, the contact forces cannot be uniquely determined due to the fact that the columns of $G$ are linearly dependent ("statical indeterminacy"). This can of course also be the case in dynamical problems. In Lötstedt [30] it is shown that $G \lambda$ in (2.1) is always unique even if $G$ does not have full column rank.

We shall consider a slightly generalized QP problem (3.2) and study the uniqueness of the solution and the sensitivity to perturbations. The generalization is motivated by our Coulomb friction model in $\S 4$. The new QP problem is

$$
\begin{gather*}
\min \frac{1}{2} x^{T} A^{T} A x+x^{T} A^{T} d, \quad a_{i} \leqq x_{i} \leqq b_{i}, \quad i=1,2, \cdots, l, \\
a_{i} \leqq x_{i}, i=l+1, l+2, \cdots, k, \tag{3.15}
\end{gather*}
$$

where $A \in \mathbb{R}^{m \times k}, d \in \mathbb{R}^{m}, a, x \in \mathbb{R}^{k}$ and $b \in \mathbb{R}^{l}$. If the objective function in (3.15) is replaced by $\|A x+d\|$, we have transformed (3.15) to a linear least squares problem with the same solution $x_{*}$. If $x_{*}$ is not unique then on the manifold of solutions choose $x_{*}$ satisfying

$$
\begin{equation*}
\min \frac{1}{2} x^{T} x, \quad x \text { solves (3.15). } \tag{3.16}
\end{equation*}
$$

In the perturbed problem ((3.15), (3.16)), denoted by ((3.15) $)_{\delta}$, (3.16) $)_{\delta}$, the quantities $A, d, a$ and $b$ are perturbed by $\delta A, \delta d, \delta a$ and $\delta b$. The next proposition characterizes the solution to ((3.15), (3.16)) and ((3.15) $\left.)_{\delta},(3.16)_{\delta}\right)$. In order to state the proposition we need some notation. $R(B)$ denotes the range and $N(B)$ the null space of the matrix $B . P_{X}$ is the orthogonal projector on the subspace $X$. Furthermore, let $S$ and $S_{\delta}$ denote the sets of constraints on $x_{N} \in N(A)$ that must be satisfied as equalities at the solutions $x_{*}$ and $x_{*}+\delta x_{*}$ to (3.15) and (3.15) $\delta_{\delta}$, respectively. Let us consider an example. Suppose that $l=0, n=2, a^{T}=(0,0), x_{*}^{T}=(0,0)$,

$$
\begin{equation*}
R\left(A^{T}\right)=\binom{1}{1} z_{1} \quad \text { and } \quad N(A)=\binom{1}{-1} z_{2} \tag{3.17}
\end{equation*}
$$

where $z_{1}$ and $z_{2}$ are arbitrary. Then $S=\{1,2\}$. Conversely, if the definitions of $R\left(A^{\boldsymbol{T}}\right)$ and $N(A)$ in (3.17) are interchanged, then $S=\varnothing$. If $N(A)=\varnothing$ then of course $S=\varnothing$.

Proposition 3. A solution $x_{*}$ to (3.15) always exists and $P_{R\left(A^{T}\right)} x_{*}$ and $A x_{*}$ are unique. If $A$ has full column rank or if $x_{*}$ also satisfies (3.16), then $x_{*}$ is unique. Define $\eta=\max \{\|\delta A\|,\|\delta d\|,\|\delta a\|,\|\delta b\|\}$. Assume that

$$
\operatorname{rank}(A)=\operatorname{rank}(A+\delta A)
$$

$a_{i}<b_{i}, i=1,2, \cdots, l$, and $S=S_{\delta}$. Then there exist positive $c$ and $\eta_{0}$ such that if $\eta \leqq \eta_{0}$ then

$$
\begin{equation*}
\left\|\delta x_{*}\right\| \leqq c \eta \tag{3.18}
\end{equation*}
$$

Proof. The existence and uniqueness results follow from [31, Thm. 1]. The conditions of [31, Thm. 3(i) and (iii)] are satisfied and the perturbation bound (3.18) is a consequence of the theorem.

The proposition is directly applicable to (3.2) with $A=D^{-T} G_{n}, x=\lambda_{n}, d=D c_{n} / h_{n}$, $l=0$ and $a=0$. In contact problems where we are not explicitly interested in a unique $\lambda_{n}$, it is sufficient to compute the unique $G_{n} \lambda_{n}$.

The QP problem (3.2) is solved by an algorithm exploiting the fact that the objective function does not vary much from step to step. The active set method by Gill and Murray [18] is modified to handle a positive semidefinite $A^{T} A$ in the step where a new search direction is calculated.

An algorithm similar to that in [18] is described by Lawson and Hanson [25]. The procedure for solving (3.15) with $a=0$ and $l=0$ is presented below. The algorithm is justified and a comparison is made in a separate paper (Lötstedt [32]). The index of a variable belongs to one of the sets $F, X$, or $P$. The restriction $A_{F}$ consists of the columns of $A$ corresponding to an index in $F$.
$F$ is the set of free variables, $x_{i} \geqq 0$, such that a QR decomposition of $A_{F}$ with a nonsingular $R$ is available. $X$ is the index set of the fixed variables $x_{i}=0$, and $P$, the passive set, contains the rest of the indices. The parameter $\varepsilon_{1}$ is an error tolerance.

## Algorithm 2.

## Initialization.

1. If necessary compute a QR decomposition of the maximal number of linearly independent columns in $A$. Let $F$ contain the indices of the columns represented by the QR decomposition and $P$ the remaining indices.
2. Compute the residual $r=A x+d$.

Main iteration loop.
3. If $F \neq \varnothing$ then compute a new descent direction $p$ by solving

$$
\begin{equation*}
A_{F}^{T} A_{F} p+A_{F}^{T} r=0 \tag{3.19}
\end{equation*}
$$

Otherwise go to 7.
4. Let $\theta p, 0 \leqq \theta \leqq 1$, be the maximal step possible in the direction $p$ without violating any constraints. $\theta$ satisfies

$$
\tau_{i}=-\frac{x_{i}}{p_{i}}, \quad i \in F_{*}=\left\{j \mid j \in F, p_{j}<0\right\}, \quad \theta=\min \left(\min _{i \in F_{*}} \tau_{i}, 1\right)
$$

5. Update $x$ and $r$

$$
x_{i}:=x_{i}+\theta p_{i}, \quad i \in F, \quad r:=r+\theta A_{F} p .
$$

6. If $\tau_{i}>1, i \in F_{*}$, in Step 4 then go to 7. For each $x_{j}$ reaching its lower bound in this step, transfer $j$ from $F$ to $X$ and remove the corresponding column in the QR decomposition of $\boldsymbol{A}_{F}$.
Go to 3 .
7. Compute the gradient of the objective function

$$
\Delta=A^{T} r=A^{T} A x+A^{T} d
$$

8. Find

$$
\gamma=\max \left(-\min _{i \in X} \Delta_{i}, \max _{i \in P}\left|\Delta_{i}\right|\right) .
$$

and an index $j$ such that $\gamma=-\Delta_{j}, j \in X$, or $\gamma=\left|\Delta_{j}\right|, j \in P$. If $\gamma>\varepsilon_{1}$ then the objective function can be decreased further if $x_{j}$ becomes a free variable. Transfer $j$ from $X$ or $P$ to $F$ and add the corresponding column to the QR decomposition. Go to 3 . If $\gamma \leqq \varepsilon_{1}$ then an approximate optimum has been found.
9. End of algorithm.

On termination of the algorithm for the problem (3.2) we have

$$
r=D^{-T} G_{n} \lambda_{n}+h_{n}^{-1} D c_{n} .
$$

Thus,

$$
\dot{q}_{n}=h_{n} D^{-1} r / \alpha_{0}^{2} \quad \text { and } \quad G_{n}^{T} \dot{q}_{n}=h_{n} \Delta / \alpha_{0}^{2} .
$$

The algorithm is initialized with $x=\lambda_{n-1}$, the feasible solution from the previous step. Another possibility is to use polynomial extrapolation to obtain a start value. At most time points $t_{n}$, the optimum is found after the computation of one descent direction in (3.19). Only in exceptional steps is the lower bound on a variable $x_{i}$ attained and more than one system (3.19) has to be solved.

The matrix $A=D^{-T} G_{n}$ varies continuously in time and not very much from step to step. Therefore, $A_{F}$ is not factorized at each step, but the old $R$-matrix is used to accelerate a conjugate gradient algorithm for solution of (3.19) as described by Björck and Elfving [3, p. 156]. The convergence rate for $A_{F} R^{-1}$ in (3.19) is superior to that of $A_{F}$ if $R$ is part of a recent factorization. The old QR decomposition is updated in Steps 6 and 8 . The column added in Step 8 is a fresh column of $A$ computed at $t_{n}$. If $j \in X$ at Step 9, then the corresponding constraint $\phi_{j}$ is most likely dropped from $J_{N}$ at Step 4 in Algorithm 1. The QR decomposition is already prepared in Algorithm 2 for this change in $J_{N}$. The factorization of $A$ is obtained by Householder transformations (Businger and Golub [4]), and the determination of its rank is based on Karasalo [23]. Methods for updating the decomposition are described in Gill et al. [16].

The criterion for computing a new factorization is derived as follows. Denote by $T$ the total number of calls of Algorithm 2, i.e. the number of steps taken, the cost in floating point operations of a factorization by $C_{\mathrm{QR}}$ and the total number of
decompositions performed by $n$. Assume that the cost due to the iterative solution of (3.19) is $C_{0}+C_{\mathrm{IT}} \cdot s^{r}, C_{0}, C_{\mathrm{IT}}, r>0$, where $s$ is the number of steps since the last decomposition and $s^{r}$ is the number of $c g$-iterations per step. This is a reasonable assumption if (3.19) is solved only once per step. In a steady-state situation, we have that the cost $C_{c}$ in one cycle from one factorization up to the next is

$$
C_{c} \approx C_{\mathrm{QR}}+\int_{0}^{T / n}\left(C_{0}+C_{\mathrm{IT}} \cdot s^{r}\right) d s
$$

Thus, the total cost is

$$
C(n) \approx C_{\mathrm{QR}} n+C_{0} T+\frac{C_{\mathrm{IT}} T^{r+1} n^{-r}}{r+1}
$$

The optimal number of steps per cycle is

$$
\frac{T}{n} \approx\left(\frac{r+1}{r} \frac{C_{\mathrm{QR}}}{C_{\mathrm{IT}}}\right)^{1 /(r+1)}
$$

rendering $C(n)$ a minimum. Here we also assume that $r=1$. A new QR decomposition is computed when the number of iterations in the $c g$-algorithm exceeds $\left(2 C_{\mathrm{QR}} / C_{\mathrm{IT}}\right)^{1 / 2}$.

The conjugate gradient iterations are terminated when the residual $v=$ $A_{F}^{T} A_{F} p+A_{F}^{T} r$ in (3.19) is sufficiently small. The error $\delta p$ in $p$ satisfies

$$
R \delta p \approx R^{-T} A_{F}^{T} A_{F} \delta p=-R^{-T} v
$$

If the loop in Algorithm 2 is repeated only once, then

$$
\begin{equation*}
\left\|M^{-1} G_{n} \delta \lambda_{n}\right\|_{M}=\left\|D^{-T} G_{n} \delta \lambda_{n}\right\|=\left\|A_{F} \delta p\right\| \approx\|\mathrm{QR} \delta p\| \leqq\|v\|\left\|R^{-1}\right\| . \tag{3.20}
\end{equation*}
$$

Hence, if $\|v\|$ in (3.20) is less than $\varepsilon_{0} /\left\|R^{-1}\right\|$ then the accuracy requirements in (3.13) are satisfied. $\left\|R^{-1}\right\|$ is estimated according to Cline et al. [5]. The parameter $\varepsilon_{1}$ in Step 8 is taken to be $\varepsilon_{0} /\left\|R^{-1}\right\|$.

If the number of active constraints is always small, say $1-3$, there is of course the straightforward method to compute $\lambda_{n}$ by guessing which of the components will attain 0 and then solving a system of linear equations for the remaining multipliers. If the complementarity conditions (3.1c) are not satisfied, then we try another probable combination. This approach can be very slow for larger problems without more information on which multipliers we can expect to reach 0 .
3.3. Computation of impulses. The treatment of the friction-free impulse problem is almost equal to the treatment of the time-dependent contact problem. The QP problem (2.14) with $\mu_{I}=0$ corresponds to (3.2), and (2.13) to (3.1b). An impulse $\Lambda$ is computed in Step 3 of Algorithm 1 at each time the external impulse vector $F \neq 0$ or a constraint $j$ is included in $J_{N}$. A modification of Algorithm 2 that can handle the constraints in (2.14), when $\mu_{I}>0$, is used to determine $\Lambda$ (Gill and Murray [18]). This modified version is for $\mu_{I}=0$, equivalent to Algorithm 2. The algorithm always works with the exact QR decomposition. A constraint $j$ is dropped from $J_{N}$ if $g_{N j}^{T} \dot{q}_{+}>\varepsilon$, the same $\varepsilon$ as in (3.5).
3.4. Examples. The proposed Algorithms 1 and 2 have been tested on two friction-free model problems. More details about the implementation are given in § 5 . In the figures the $x$-axis is horizontal and $x$ increases to the right. The $y$-axis is vertical and $y$ is increasing upwards. In the first example in Fig. 2, the boxes are of dimension $1.5 \times 1$ and their density is 1 . Since the only external force is the gravity force, $f$ in (2.1) is constant. The bodies have no initial velocities except for body 2 where


Fig. 2. The motion of five boxes piled on each other is simulated when the initial velocity of box 2 is 2.0 in the horizontal $x$-direction, $\mu=\mu_{I}=0, \varepsilon=0.001$.
$\dot{x}(0)=2$. The numbers below each picture indicate the time passed from the initial state. When the simulation was interrupted, body 1 moved slowly to the right and the bodies 4 and 5, slowly to the left. In Fig. 3, a homogeneous hexagon is suspended in a linear spring and damper. Its shortest side is 1.5 and its mass is 7.5 . The spring and damper constants (cf. (3.6)) are both 6. The external forces are the gravity force and the spring and damper force, $f=f(q, \dot{q})$. The body has no initial velocity. On the ground the hexagon oscillates back and forth until all kinetic energy has been dissipated by the damper. The velocity in the $x$-direction at $t=4.60$ is 0.69 . The error tolerance $\varepsilon$ was 0.001 in both examples.
4. Coulomb friction problems. Coulomb's friction model for the transverse force at a contact between two rigid bodies has several undesirable properties (Lötstedt [29]). The existence of a solution to (2.1), (2.6) and (2.9) cannot be guaranteed, and if a solution exists it is not always unique even if the columns of $G$ are linearly independent. A solution may also be very sensitive to small perturbations in the data. We shall here develop a numerical friction model based on Coulomb's law. The equations in our model always possess a unique solution which is reasonably insensitive to small perturbations. The Lagrange multipliers are determined by a QP problem




Fig. 3. The motion of a hexagon is studied. The body is suspended in a linear spring and damper with one end fixed in the inertial frame, $\mu=\mu_{I}=0, \varepsilon=0.001$.
such that the friction-free problem is a special case of the friction problem. A model for friction impulses is also presented. Two examples illustrate the method.
4.1. Advancing the solution in time. The discretization methods for the numerical solution of the system of ordinary differential equations are the same as those selected in §3. Apply AB-r and BDF-r, $r=1,2$, to (2.12) to obtain

$$
\begin{align*}
& q_{n}=\frac{1}{\alpha_{0}^{1}} b_{n}^{1},  \tag{4.1a}\\
& \dot{q}_{n}=\frac{1}{\alpha_{0}^{2}}\left(h_{n} M^{-1}\left(f_{n}+\left(G_{1 n}+H_{n} U_{n}\right) \lambda_{1 n}\right)+b_{n}^{2}\right) . \tag{4.1b}
\end{align*}
$$

where $b_{n}^{i}, i=1,2$, are defined as in (2.17). The discrete equations (4.1) and the relations (2.6) and (2.9) suffer from the same inconsistencies as the analytical equations (2.12) and the relations (2.6), (2.9), i.e. nonexistence and nonuniqueness of solutions and sensitivity to small perturbations. The sufficient conditions in [29] for existence and uniqueness are not always satisfied by physical systems.

In order to circumvent the difficulties, the computation of $\left(G_{1 n}+H_{n} U_{n}\right) \lambda_{1 n}$ is split into two parts.

The first part, $G_{1 n} \lambda_{1 n}$, is the contribution to the equations of motion of the contact forces and the friction forces at contacts where no sliding takes place. We describe how $G_{1 n} \lambda_{1 n}$ is determined by a QP algorithm in $\S 4.2$. The second part, $H_{n} U_{n} \lambda_{1 n}$, is the term of the working friction forces in the equations of motion. In the step from $t_{n-1}$ to $t_{n}$ the columns of $H_{n}$ are those $g_{F j}\left(t_{n}\right)$ for which $j \in J_{F W}$ at $t_{n-1}$. The signs $s_{i}$ in (2.10) are such that (2.9b) is satisfied at $t_{n-1}$. It follows from (2.10) and (2.11) that the only components of $\lambda_{1 n}$ involved in the computation of $H_{n} U_{n} \lambda_{1 n}$ are those normal multipliers associated with a sliding contact. They are computed by polynomial extrapolation. If $\ddot{q}$ is continuous then $\lambda$ can be chosen continuous [30]. Let $\lambda_{1 j}^{i}$ denote the approximate value of $\lambda_{N i}\left(t_{j}\right), i \in J_{F}$, solving the QP problem at $t_{j}$. If $\ddot{q}$ is not
discontinuous between $t_{n-1}$ and $t_{n}$ and $\lambda_{1, n-1}^{i}$, and if $\lambda_{l, n-2}^{i}$ are available, then $\lambda_{1 n}^{i}$ is approximated by $\lambda_{* n}^{i}$ in

$$
\begin{equation*}
\lambda_{* n}^{i}=\lambda_{1, n-1}^{i}+\frac{h_{n}\left(\lambda_{1, n-1}^{i}-\lambda_{1, n-2}^{i}\right)}{h_{n-1}} . \tag{4.2}
\end{equation*}
$$

If only $\lambda_{1, n-1}^{i}$ is available due to a restart of the integration algorithm at $t_{n-2}$ (see Algorithm 2), then

$$
\begin{equation*}
\lambda_{* n}^{i}=\lambda_{1, n-1}^{i} . \tag{4.3}
\end{equation*}
$$

In the very first step or in the first step after a restart because of a discontinuity in $\dot{q}$, the procedure to obtain $\lambda_{* n}^{i}$ is as follows:

1. Compute approximate positions at $t_{n}$ of the bodies involved in sliding contacts, ignoring the contact constraints, by the formula:

$$
q_{*}=q_{n-1}+h_{n} \dot{q}_{n-1}+0.5 h_{n}^{2} f_{n-1} .
$$

2. Compute the corresponding constraint functions $\phi_{i}\left(q_{*}\right)$ at $t_{n}$.

We have for $\phi_{i}\left(q_{*}\right)$ that

$$
\phi_{i}\left(q_{*}\right)=\phi_{i}+h_{n} g_{N i}^{T} \dot{q}_{n-1}+0.5 h_{n}^{2} g_{N i}^{T} f_{n-1}+0.5 h_{n}^{2} \partial^{2} g_{N i} / \partial q^{2} \dot{q}_{n-1} \dot{q}_{n-1}+O\left(h_{n}^{3}\right),
$$

where $\phi_{i}, g_{N i}$ and $\partial^{2} g_{N i} / \partial q^{2}$ are evaluated at $q_{n-1}$. Since $\phi_{i}=0$ and $g_{N i}^{T} \dot{q}_{n-1}=0$, the third term in the expression for $q_{*}$ is necessary to include all terms of $O\left(h_{n}^{2}\right)$ in $\phi_{i}\left(q_{*}\right)$. Then let $\lambda_{* n}^{i}$ be the force from a spring and damper at the point of contact

$$
\begin{equation*}
\lambda_{* n}^{i}=\max \left\{0,-\left(d g_{N i}^{T}\left(q_{*}\right) \dot{q}_{n-1}+k \phi_{i}\left(q_{*}\right)\right)\right\} \tag{4.4}
\end{equation*}
$$

with suitably chosen spring and damper constants $k$ and $d$. After a jump in $\ddot{q}$, (4.3) is used. Now that we have $\lambda_{* n}^{i}$ from (4.2), (4.3) or (4.4), substitute

$$
\sum_{i \in J_{F W}} g_{F i}\left(q_{n}\right) s_{i} \mu \lambda_{* n}^{i}, \quad s_{i}=-\operatorname{sign}\left(g_{F i}^{T} \dot{q}\left(t_{n-1}\right)\right),
$$

for $H_{n} U_{n} \lambda_{1 n}$ in (4.1b). If this term from the working friction forces is included in the sum of the terms explicitly given by the previous time steps $b_{n}^{2}$, then (4.1b) has the same form as (3.1b):

$$
\begin{equation*}
\dot{q}_{n}=\frac{1}{\alpha_{0}^{2}}\left(h_{n} M^{-1}\left(f_{n}+G_{1 n} \lambda_{1 n}\right)+b_{n}^{2}\right) . \tag{4.5}
\end{equation*}
$$

Assuming that $\lambda_{1}(t)$ and $\lambda_{1 n}$ are uniquely determined by (2.12), (4.1), (2.6) and (2.9) initially or after a discontinuity, we shall examine the errors introduced by replacing $\lambda_{1 n}$ by $\lambda_{* n}^{i}, i=1,2, \cdots$. Observe that if both $\lambda_{1}(t)$ and $\lambda_{2}(t)$ fulfill (2.12), (2.6) and (2.9) and $\lambda_{1}-\lambda_{2} \notin N\left(G_{1}+H U\right)$, then there are two different solutions $q_{1}$ and $q_{2}$ to (2.12). If $\dddot{q}$ and $\dot{\lambda}$ are continuous, then the additional local errors in $\dot{q}_{n}$ caused by $\lambda_{* n}^{i}$ in (4.2) are of $O\left(h_{n}^{3}\right)$ when the quotient $h_{n-1} / h_{n}$ is of $O(1)$. The additional local error in $\dot{q}_{n}$ is of $O\left(h_{n}^{2}\right)$ when (4.3) is used or when (4.2) is used and $\dot{\lambda}$ is discontinuous. The order of the local error due to the discretization methods employed in combination with (4.2) or (4.3) is the same as the order of the local error due to the approximations (4.2) or (4.3). Hence, the order of the local and global errors in $\dot{q}_{n}$ and $q_{n}$ is not altered. The local errors introduced in $\dot{q}_{n}$ immediately after a discontinuity in $\dot{q}$ or $\ddot{q}$ are of $O\left(h_{n}\right)$. The inconsistencies in the analytical problem exemplified in [29] occurred after a discontinuity in $\dot{q}$. Since the solution may fail to exist after such an event, it is not always meaningful to discuss rates of convergence for the numerical solution there.

The time $t_{*}, t_{*} \leqq t_{n}$, such that $g_{F j}^{T} \dot{q}\left(t_{n-1}\right) \neq 0, j \in J_{F W}\left(t_{n-1}\right)$, and $g_{F j}^{T} \dot{q}\left(t_{*}\right)=0$, $j \in J_{F 0}\left(t_{*}\right)$, is calculated by inverse linear interpolation. Since $\ddot{q}$ in general has a jump at $t_{*}$, the integration algorithm is restarted from that point. The additions to Algorithm 1 in Steps 3 and 4 motivated by the friction algorithm are:
3. Test whether
(ii)' $\ddot{q}$ is discontinuous between $t_{n-1}$ and $t_{n}$ because $g_{F \dot{q}}^{T} \dot{q}$ has reached 0 in the interval.
If (ii)' has occurred then update $J_{F W}$ and $J_{F 0}$.
4. Test whether there is a multiplier $\lambda_{F j}$ in $\lambda_{1 n}$ such that $j \in J_{F 0}\left(t_{n-1}\right)$, but $\left|\lambda_{F j}\right|=\mu \lambda_{N j}$ and $\left|g_{F j}^{T} \dot{q}_{n}\right|>\varepsilon$. If that is the case then transfer $j$ from $J_{F 0}$ to $J_{F W}$.
4.2. The quadratic programming problem. The remaining task in the timemarching algorithm is to show how to compute $G_{1 n} \lambda_{1 n}$ in (4.5). Since we wish the friction-free algorithm to be a special case of the friction algorithm, we accept $\lambda_{1 n}$ as the solution to

$$
\begin{gather*}
\min \frac{1}{2} \lambda^{T} G_{1 n}^{T} M^{-1} G_{1 n} \lambda+h_{n}^{-1} \lambda^{T} G_{1 n}^{T} c_{n},  \tag{4.6}\\
\lambda_{N i} \geqq 0, \quad i \in J_{N}\left(t_{n-1}\right), \quad-a_{i} \leqq \lambda_{F i} \leqq a_{i}, \quad i \in J_{F 0}\left(t_{n-1}\right) .
\end{gather*}
$$

The bound on $\left|\lambda_{F i}\right|$ is $a_{i}=\mu \lambda_{* n}^{i}$. The Kuhn-Tucker conditions [13] satisfied at the optimum of (4.6) are

$$
\begin{gather*}
\lambda_{N i} \geqq 0, \quad g_{N i}^{T} \dot{q}_{n} \geqq 0, \quad \lambda_{N i} g_{N i}^{T} \dot{q}_{n}=0, \quad\left|\lambda_{F i}\right| \leqq a_{i}, \quad \lambda_{F i} g_{F i}^{T} \dot{q}_{n} \leqq 0, \\
\left(a_{i}-\left|\lambda_{F i}\right|\right) g_{F i}^{T} \dot{q}_{n}=0 . \tag{4.7}
\end{gather*}
$$

These conditions on the friction multipliers are the same as those imposed by Coulomb's law in (2.9b) and (2.9c) except for the approximate upper bound on $\left|\lambda_{F i}\right|$.

It follows from Proposition 3 that if $\lambda_{1 n}$ solves (4.6) then $G_{1 n} \lambda_{1 n}$ is unique. Unfortunately, if $G_{1 n}$ does not have full column rank then the components $\lambda_{N j}$ of $\lambda_{1 n}$ are not necessarily unique. Any solution $\lambda_{2 n}$, satisfying the constraints and such that $\lambda_{1 n}-\lambda_{2 n} \in N\left(G_{1 n}\right)$, is a possible minimizer. Thus, by (4.2) and (4.3), $a_{i}$ in (4.6) and the substitution for $H_{n} U_{n} \lambda_{1 n}$ are not necessarily unique. As a remedy we introduce the principle of choosing the $\lambda_{1 n}$ among the solutions of (4.6) rendering $\lambda_{1 n}^{T} \lambda_{1 n}$ a minimum. The actual computation is performed in two stages. Firstly, a $\lambda_{*}$ solving (4.6) is determined by Algorithm 2 modified in Steps 4, 6 and 8 to allow for upper and lower bounds on the variables (see Gill and Murray [17]). Secondly, with $\lambda_{*}$ as the initial feasible starting point, $\lambda^{T} \lambda$ is minimized by reducing the component of $\lambda_{*}$ in $N\left(G_{1 n}\right)$. This is achieved by the following method.

Compute the QR decomposition of $G_{1 n}^{T}$ by Householder transformations [4]. Let $G_{1 n}$ have the dimension $m \times l$ and $r=\operatorname{rank}\left(G_{1 n}\right)$. If $r<l$ then $Q$ can be partitioned $Q=\left(Q_{1}, Q_{2}\right), Q_{1} \in \mathbb{R}^{l \times r}, Q_{2} \in \mathbb{R}^{l \times(l-r)}$, where $Q_{2}$ spans $N\left(G_{1 n}\right)[18]$. Let $Q_{2} z=P_{N\left(G_{1 n}\right)} \lambda$ and $\lambda_{R}=P_{R\left(G_{1 n}^{r}\right)}^{T} \lambda_{*}$. The projection $\lambda_{R}$ is unique according to Proposition 3. Then seek the optimum of

$$
\begin{align*}
& \min \frac{1}{2} z^{T} Q_{2}^{T} Q_{2} z=\frac{1}{2} z^{T} z \\
& \lambda=Q_{2} z+\lambda_{R} \text { satisfies the constraints in (4.6). } \tag{4.8}
\end{align*}
$$

The problem (4.8) is a QP problem in $z$ termed the "least-distance programming problem" [25, p. 159]. The solution $z_{*}$ is calculated by Gill and Murray's method [18] adapted to the special properties of the problem. Note that the initial $z=Q_{2}^{T} \lambda_{*}$ is consistent with the constraints. The final solution $\lambda_{1 n}$ to (4.6) and (4.8) is obtained directly from (4.8) as $Q_{2} z_{*}+\lambda_{R}$. The quantities $G_{1 n} \lambda_{1 n}$ and $\dot{q}_{n}$ in (4.5) are results
available on termination of the algorithm for solving (4.6); cf. the friction-free case. The formulation (4.8) of the problem of minimizing $\lambda^{T} \lambda$ requires one QR decomposition per time step. A method where old decompositions are utilized to accelerate a conjugate gradient procedure for the problem, is described and compared with the approach in (4.8) in Lötstedt [32].

If $f=f(q, \dot{q}, t)$ in (4.5), then an iterative procedure for solution of (4.5) and (4.6) corresponding to (3.9) in the friction free case converges to the unique solution $\dot{q}_{n}$ of (4.5) under the assumptions of Proposition 2. We shall only sketch the proof of this assertion here. Let $y_{0}, y_{1}=y_{0}+\delta y, f_{n}^{0}$, and $f_{n}^{1}=f_{n}^{0}+\delta f$ be defined by

$$
y_{i}=\frac{1}{\alpha_{0}^{2}}\left(h_{n} M^{-1}\left(f_{n}^{i}+G_{1 n} \lambda_{1 n}^{i}\right)+b_{n}^{2}\right), \quad f_{n}^{i}=f\left(q_{n}, x_{i}, t_{n}\right), \quad i=0,1,
$$

where $\lambda_{1 n}^{0}$ and $\lambda_{1 n}^{1}=\lambda_{1 n}^{0}+\delta \lambda$ solve the associated problems (4.6). Then apply (3.11) to (4.6) to obtain

$$
\left(D^{-T} G_{1 n} \delta \lambda\right)^{T}\left(D^{-T} G_{1 n} \delta \lambda\right) \leqq-\left(D^{-T} G_{1 n} \delta \lambda\right)^{T} D^{-T} \delta f
$$

It follows from the definition of $\delta y$ and the above inequality that

$$
\|\delta y\|_{M} \leqq h_{n}\left\|M^{-1} \delta f\right\|_{M} / \alpha_{0}^{2} .
$$

Hence, (3.12) holds true and the rest of the proof is identical to the last part of the proof of Proposition 2.

The conclusion from Proposition 3 applied to (4.6) and (4.8) is that under reasonable assumptions, the solution $\lambda_{1 n}$ is well behaved when the data is subject to small perturbations. It is clear from the definition of $\lambda_{* n}^{i}$ in (4.4) after a discontinuity in $\dot{q}$ at $t_{*}$, (4.6) and (4.8) that the solution $\dot{q}_{n}$ at $t_{n}=t_{*}+h_{n}$ does not blow up as $h_{n} \rightarrow 0$ even if the analytical solution fails to exist for $t>t_{*}$. Finally, it should be pointed out that the algorithm presented above for computation of time-dependent systems obeying Coulomb's law is not the only possible modification of the law.
4.3. Computation of impulses. The model for friction impulses is defined by the QP problem (2.14). By [31, Thm. 1] $G \Lambda$ and $\dot{q}_{+}$in (2.13) are unique. The problem (2.14) is solved by the modified version of Algorithm 2 mentioned in §3.3.

We shall study the optimal solution of (2.14) by means of the Kuhn-Tucker conditions when $\mu_{I} \geqq 0$. Suppose that $J_{N}=\{1,2, \cdots, n\}$ and $J_{F}=\{1,2, \cdots, k\}, k \leqq n$. Let the variables $\Lambda_{N i}, \Lambda_{F i}$ be ordered in $\Lambda$ such that

$$
\Lambda^{T}=\left(\Lambda_{N 1}, \Lambda_{N 2}, \cdots, \Lambda_{N n}, \Lambda_{F 1}, \Lambda_{F 2}, \cdots, \Lambda_{F k}\right)
$$

Then the constraints in (2.14) can be written in matrix form,

$$
W \Lambda \geqq 0, \quad W=\left(\begin{array}{cc}
I_{1} & 0 \\
\mu_{I} E & -I_{2} \\
\mu_{I} E & I_{2}
\end{array}\right),
$$

where $I_{1}$ and $I_{2}$ are the $n \times n$ and $k \times k$ identity matrices and $E \in \mathbb{R}^{k \times n}, E_{i j}=\delta_{i j}$, the Kronecker delta. The dual problem to (2.14) is (Dorn [10]),

$$
\begin{equation*}
\min \frac{1}{2} u^{T} G^{T} M^{-1} G u, \quad W^{T} v=G^{T} M^{-1} G u+G^{T} \dot{q}_{-}+G^{T} M^{-1} F, \quad v \geqq 0 . \tag{4.9}
\end{equation*}
$$

Since $G u=G \Lambda$ by [10], (4.9) is equivalent to

$$
\begin{equation*}
\min \frac{1}{2}\left(\dot{q}_{+}-\left(\dot{q}_{-}+M^{-1} F\right)\right)^{T} M\left(\dot{q}_{+}-\left(\dot{q}_{-}+M^{-1} F\right)\right) \tag{4.10a}
\end{equation*}
$$

$$
\begin{equation*}
W^{T} v=G^{T} \dot{q}_{+}, \quad v \geqq 0 \tag{4.10b,c}
\end{equation*}
$$

By virtue of (4.10b) and the Kuhn-Tucker conditions [13], $\Lambda$ and $\dot{q}_{+}$fulfill

$$
\begin{equation*}
v^{T} W \Lambda=\Lambda^{T} G^{T} \dot{q}_{+}=0 . \tag{4.11}
\end{equation*}
$$

Let us interpret (4.10b) and (4.11) for the individual contacts. For $i=k+1, k+$ $2, \cdots, n$, the relations (2.15) are obtained.

For $i \leqq k, \Lambda_{N i}>0$ and $\left|\Lambda_{F i}\right|<\mu_{I} \Lambda_{N i}$, we have $v_{i}=v_{n+i}=v_{n+k+i}=0$ and $g_{N i}^{T} \dot{q}_{+}=$ $g_{F i}^{T} \dot{q}_{+}=0$. If $\Lambda_{N i}=0$ then $v_{i} \geqq 0$ and $g_{N i}^{T} \dot{q}_{+} \geqq 0$. The case that differs from the friction force case in $\S 4.2$ is when $\left|\Lambda_{F i}\right|=\mu_{I} \Lambda_{N i}>0$. If $\Lambda_{F i}=\mu_{I} \Lambda_{N i}$ then $v_{i}=v_{n+k+i}=0, v_{n+i} \geqq 0$, and $g_{F i}^{T} \dot{q}_{+}=-v_{n+i} \leqq 0, g_{N i}^{T} \dot{q}_{+}=\mu_{I} v_{n+i} \geqq 0$. If $\Lambda_{F i}=-\mu_{I} \Lambda_{N i}$ then $v_{i}=v_{n+i}=0, v_{n+k+i} \geqq$ 0 , and $g_{F i}^{T} \dot{q}_{+}=v_{n+k+i} \geqq 0, g_{N i}^{T} \dot{q}_{+}=\mu_{I} v_{n+k+i} \geqq 0$. Hence, if $\mu_{I}>0$ and the relative velocity in the tangential direction between the bodies involved in a contact is nonzero after the collision, then the contact disappears immediately. The bodies merely "bounce" on each other. The effect on the kinetic energy $T=\frac{1}{2} \dot{q}^{T} M \dot{q}$ before and after the collision is, taking (4.11) into account,

$$
\begin{align*}
2 \Delta T & =2\left(T_{+}-T_{-}\right)=\dot{q}_{+}^{T} M \dot{q}_{+}-\dot{q}_{-}^{T} M \dot{q}_{-}=\left(\dot{q}_{+}+\dot{q}_{-}\right)^{T} M\left(\dot{q}_{+}-\dot{q}_{-}\right) \\
& =\left(\dot{q}_{+}+\dot{q}_{-}\right)^{T}(F+G \Lambda)  \tag{4.12}\\
& =\dot{q}_{-}^{T} G \Lambda+\left(\dot{q}_{+}+\dot{q}_{-}\right)^{T} F=\sum_{i \in J_{N}} \Lambda_{N i} g_{N i}^{T} \dot{q}_{-}+\sum_{i \in J_{F}} \Lambda_{F i} g_{F i}^{T} \dot{q}_{-}+\left(\dot{q}_{+}+\dot{q}_{-}\right)^{T} F .
\end{align*}
$$

The first term in the resulting expression for $2 \Delta T$ in (4.12) is always nonpositive since $\Lambda_{N i} \geqq 0, g_{N i}^{T} \dot{q}_{-} \leqq 0, i \in J_{N}$. The second term can be positive if there is a $j$ such that $g_{F j}^{T} \dot{q}_{-} \neq 0$ and $\operatorname{sign}\left(g_{F j}^{T} \dot{q}_{-}\right)=\operatorname{sign}\left(\Lambda_{F j}\right)$, e.g. if $\operatorname{sign}\left(g_{F j}^{T} \dot{q}_{+}\right)=-\operatorname{sign}\left(g_{F j}^{T} \dot{q}_{-}\right)$. However, if $g_{F i}^{T} \dot{q}_{-}=0$ or $\operatorname{sign}\left(g_{F i}^{T} \dot{q}_{-}\right)=-\operatorname{sign}\left(\Lambda_{F i}\right), i \in J_{F}$, and $F=0$ then $\Delta T \leqq 0$.

This friction impulse model was chosen for reasons of simplicity and consistency with the other contact and friction models in $\$ \S 3.2,3.3$ and 4.2. It depends on the particular application if it is acceptable or not. The choice of model here is important since the difference in $\dot{q}_{+}$for different models is of $O(1)$.
4.4. Examples. The method for systems obeying Coulomb's friction law has been tested on two model problems. The dimension of the boxes in Fig. 4 is $3 \times 1$ and their density is 1 . The friction coefficient $\mu=0.5$ and there is no friction impulse $\mu_{I}=0$. The gravity is the only external force in both Figs. 4 and 5. Initially, an external impulse $F_{1}^{T}=\left(F_{1 x}, F_{1 y}, F_{1 \psi}\right)=(10,0,-10)$ is applied to body 1 simulating a push in the positive $x$-direction in the upper left corner. The bodies were at rest in the final picture in Fig. 4. The system at $t=2.0073$ is statically indeterminate, since the $G$-matrix has 9 rows (three coordinates per body) and 11 columns (two multipliers per point contact and three per edge-to-edge contact; see $\S 5$ ). The configurations in the first and the last pictures of Fig. 5 are also indeterminate: $G$ does not have full column rank. The dimension of the boxes is $2 \times 1$ and their density is 1 . The values of the friction coefficients are $\mu=0.5$ and $\mu_{I}=0.8$. The initial velocity of body 2 is $\dot{x}(0)=4$. All other initial velocities are zero. The system is at rest in the last picture in Fig. 5. The error tolerance $\varepsilon$ was 0.001 in both examples. The first example was also run with $\mu_{I}=0.8$. With this choice of $\mu_{I}$ more zigzagging was observed due to the effects of the friction impulse model explained in $\S$ 4.3.
5. Practical considerations. In this section we shall discuss two details of general interest in the program that produced Figs. 2, 3, 4 and 5. The first issue is how the constraint functions $\phi_{i}$ and $g_{F i}^{T} \dot{q}$ are defined. Then the data structure is described for the system of rigid bodies subject to contact and friction constraints.

Suppose that the number of corners of each body is $k$. Since there are $k$ edges on each body, there are $k^{2}$ potential point contacts corner-to-edge for each body with
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FIG. 4. The motion of three boxes colliding with each other is simulated when body 1 is given an initial push in the upper left corner, $\mu=0.5, \mu_{I}=0, \varepsilon=0.001$.


Fig. 5. Body 2 has the initial velocity 4.0 in the horizontal $x$-direction. The motion of the system is simulated with $\mu=0.5, \mu_{I}=0.8$ and $\varepsilon=0.001$.
respect to every other body. In a system with $n$ bodies, there are $k^{2} n(n-1)$ possible constraint functions $\phi_{i}$ between the bodies and then there are $k n$ possible $\phi_{i}$ between the bodies and the ground. Therefore, the introduction of a constraint in the program must be done with selection. Initially, one constraint function $\phi_{i}$ is defined for each point of contact between a corner and an edge. A contact between an edge of one body and an edge of another body is consequently described by $\phi_{i}$ at the corner in one end of the line of contact and by $\phi_{i+1}$ at the other corner. The user is monitoring the progress of the simulation interactively on a graphics terminal and introduces a new constraint $\phi_{i}>0$ by a simple command when he discovers a collision risk. A constraint $j$ is removed only when $\phi_{j}$ passes a positive threshold value. The bookkeeping of the constraints is done automatically in Cundall [7]. In order to register a collision a corner must hit the line defining an edge within the two ends of the edge. Observe that the condition $\phi_{j}\left(t_{*}\right)=0$ is only a necessary condition for collision. If $\mu>0$ and two bodies have collided at $t_{*}, \phi_{j}(t)>0$ for $t<t_{*}$ but $\phi_{j}\left(t_{*}\right)=0$, then the corresponding friction
constraint function $g_{F j}^{T} \dot{q}$ is introduced by the program at $t_{*}$. In an edge-to-edge contact the friction constraint $j$ is associated with two contact constraints $\phi_{j}=\phi_{j+1}=0$. The upper bound $a_{j}$ for $\left|\lambda_{F j}\right|$ in (4.6) is $\mu\left(\lambda_{N j}+\lambda_{N, i+1}\right)$.

The data structure for rigid body systems such as those in the examples must contain easily accessible information on the properties of the bodies, the properties of the active constraints and relations between the bodies and the constraints. It should also be flexible enough to allow for simple creation and deletion of active constraints. From this data the discretized equations of motion (3.1) and (4.1) are assembled at each step. The data structure for a simple system is displayed in Fig. 6. Each body and each active constraint are represented by a vertex in a directed graph. The ground is a separate vertex. The arcs in the graph correspond to connections between the bodies and the constraints. The vertex $A$ is the first vertex in the linked list of body vertices. Similarly, the vertex $B$ is the head of the list of active constraints. For every constraint vertex there is a Lagrange multiplier to compute in (3.1) or (4.1). Constraints belonging to the same contact are connected by arcs. There are two arcs from a constraint to the two bodies involved in the constraint. It is a simple task to update the data structure when constraints are to be inserted or deleted. The program was implemented in SIMULA [2]. SIMULA is a general purpose language where graph structures are manipulated conveniently. With the class concept it is natural to represent the bodies and the constraints as instances of different classes. Each vertex in Fig. 6 contains information on the body (geometry, mass, moment of inertia, etc.) or the constraint (geometry of the contact, sign of $\mu$, etc.). The arcs are implemented as reference variables.


Fig. 6. The data structure in the lower half of the figure represents the mechanical system in the upper half. The constraints are numbered by roman numerals. The contact constraints are denoted by $N$ and the friction constraints by $F$.
6. Generalizations. The numerical procedure developed in $\S \S 3$ and 4 was tested on two-dimensional rigid body systems where the bodies had polyhedral boundary. It is a straightforward generalization to introduce wheels into the systems. Then the constraint function $\phi_{i}$ denotes the shortest distance between the periphery of the wheel and a corner or an edge of a polyhedral body or the periphery of another wheel. The friction constraint function $g_{F}^{T} \dot{q}$ is the relative velocity in the direction tangential to the periphery of the wheel between the points of contact on the wheel and the other body. Extensions to arbitrary bodies are of course possible, but from a computational point of view, bodies with a simple geometry of their boundary are preferred.

Other kinds of constraints are possible in the framework of $\S \S 3$ and 4 . Since the holonomic constraint function $\phi_{i}$ never appears explicitly in the numerical formulation (3.1), we can obtain solutions to systems with nonholonomic constraint functions $g_{i}^{T}(q) \dot{q}$ by the same method. There are no upper or lower bounds on the Lagrange multipliers $\lambda_{i}$ corresponding to bilateral constraints $\phi_{i}=g_{i}^{T} \dot{q}=0, t \geqq 0$. In the simple plasticity model for reinforcement steel bars in [28], there is only an upper bound on the Lagrange multiplier proportional to the force in the bar. After a few minor modifications of the algorithms in $\S \S 3.2$ and 4.2 , the last two examples of constraints can also be treated. The third space dimension is essential in many applications. In three dimensions, $M$ in (2.1) is still symmetric and positive definite almost everywhere but not constant, $M=M(q)$. The algorithms in $\S 3$ rely, not on $M$ being constant and diagonal, but on the existence of a factorization (2.2). Wittenburg [39] has developed a computational method for assembling $M$ and $f$ in (2.1) such that multipliers corresponding to bilateral constraints are eliminated. The method can be extended to include also systems with unilateral constraints. The constraint functions $\phi_{i}$ are defined in a way similar to the planar case, but the geometry of the bodies in three dimensions is more complex. An example of such a mechanical system is the human body; see $\S 1$. The angles between the upper arm and the forearm and between the thigh and the lower part of the leg belong to the interval $[0, \pi)$, and the chin cannot penetrate the chest. Another potential area is the simulation of industrial robots. Coulomb friction in three space dimensions requires a nontrivial extension of Algorithm 2. The natural way to generalize (2.9) is to introduce $\lambda_{F i}=\left(\lambda_{F i}^{1}, \lambda_{F i}^{2}\right) \in \mathbb{R}^{2}$. $\lambda_{F i}^{1}$ and $\lambda_{F i}^{2}$ are proportional to the two orthogonal components of the friction force on the slip surface. The condition on the modulus of $\lambda_{F i}$ that is reduced to (2.9a) in two dimensions is

$$
\begin{equation*}
\left(\lambda_{F i}^{1}\right)^{2}+\left(\lambda_{F i}^{2}\right)^{2} \leqq \mu^{2} \lambda_{N i}^{2} . \tag{6.1}
\end{equation*}
$$

The constraint (6.1) on $\lambda_{F i}$ is quadratic, whereas the constraints in (4.6) are linear. In special cases, the structure of the problem is such that the introduction of quadratic constraints on the multipliers is not necessary.

Finally, we wish to mention another area of engineering where the governing equations resemble the equations and relations (2.1) and (2.6): the simulation of electrical networks. As an example, a simple model for a diode is considered. Suppose that in a branch of a network we have a diode, a resistor $R$ and an inductance $L$. The branch voltage is $v$ and $i$ is the branch current. Then $i$ satisfies

$$
\begin{equation*}
L \frac{d i}{d t}+R i=v+\lambda, \quad i \geqq 0, \quad \lambda \geqq 0, \quad \lambda i=0 . \tag{6.2}
\end{equation*}
$$

The Lagrange multiplier $\lambda$ can be regarded as the voltage drop over the diode. Electrical networks, whose components have this and similar behavior, can be
simulated by the methods in $\S \S 3$ and 4 . In (6.2) the complementarity condition is particularly simple.
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# A GENERAL UPDATING ALGORITHM FOR CONSTRAINED LINEAR LEAST SQUARES PROBLEMS* 

ÅKE BJÖRCK*


#### Abstract

Linear least squares problems which are sparse except for a small subset of dense equations can be efficiently solved by an updating method. Often the least squares solution is also required to satisfy a set of linear constraints, which again can be divided into sparse and dense subsets. This paper develops an updating algorithm for the solution of such problems. The algorithm is completely general in that no restrictive assumption on the rank of any subset of equations or constraints is made.
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1. Introduction. Updating algorithms for adjusting a least squares solution when new equations are added have a long history and date back to Gauss, see [4]. Recently there has been a renewed interest in such algorithms for applications to certain sparse east squares problems.

Consider the linear least squares problem

$$
\begin{equation*}
\min _{x}\|b-A x\|_{2}, \tag{1.1}
\end{equation*}
$$

where $A$ is a sparse $m \times n$ matrix. The Cholesky factor $R$ defined by $A^{T} A=R^{T} R$ is essentially unique (apart from row multipliers of modulus one). In particular, the sparsity structure of $R$ is unique. Therefore the performance of both the method of normal equations and methods which compute $R$ by orthogonal transformations, e.g., [5], depends on the sparsity of $R$.

A realistic assumption is that $R+R^{T}$ is at least as full as $A^{T} A$, see [1] and [5]. If $A$ contains some nonsparse rows, then from

$$
A^{T} A=\sum_{i=1}^{m} a_{i} a_{i}^{T}, \quad a_{i}=i \text { th row of } A
$$

it is seen that these rows will cause catastrophic fill in $A^{T} A$ and thus also in $R$. This is a fundamental difficulty in the solution of sparse least squares problems. A corresponding complete loss of sparsity does not take place when solving a sparse system of linear equations $A x=b$ with a few dense rows.

To solve (1.1) when $A$ has a few rows with a relatively large number of nonzeros it is desirable initially to withhold the nonsparse rows, and then update the solution taking the omitted rows into effect. Note that in this context it is essential that only the solution and not the factorization be updated.

Sometimes, e.g., due to theoretically known relationships among the variables, the solution $x$ is subject to a set of linear constraints. We then have a problem of the form

$$
\begin{equation*}
\min _{x}\|b-A x\|_{2}, \quad \text { subject to } C x=d . \tag{1.2}
\end{equation*}
$$

Again we wish to be able to cope with the situation where some of the constraints are sparse and some dense. Then we also withhold initially the processing of the set of dense constraints.

[^40]In [5] an updating algorithm is derived for unconstrained problems, where the sparse subproblem has full rank. In [6] several other cases are treated, e.g., updating of an unconstrained sparse problem of full rank when both equations and constraints are added. A more general updating algorithm is described in [2], where both sparse and dense constraints are allowed and where the sparse subproblem may have rank less than $n$. However, this algorithm is developed using the Peters-Wilkinson algorithm as the basic method and is therefore more complicated than otherwise necessary. Also, even this algorithm is not completely general in that the constraints are assumed to be consistent.

In this paper we will develop a completely general updating algorithm for the constrained linear least squares problem, based on the use of the $Q R$ decomposition and direct elimination (see e.g. [7, Chap. 21]). Such full generality is perhaps not often required and no attempt has yet been made to implement the algorithm. However, motivation enough is that updating algorithms for any desired special case can easily be derived in a uniform way from the general algorithm given here. The number of such special cases of practical interest is large-there are four sets of equations (corresponding to the classifications sparse/dense and equation/constraint), some of which may be empty, restrictive assumptions about rank and consistency may be made, etc. As an example, several of the six algorithms given in [6] can be derived in this way.
2. Processing the sparse subsystem. A robust algorithm for the constrained least squares problem (1.2) should include a check on the consistency of the constraints $C x=d$. Therefore it is more practical to allow inconsistency in the problem formulation. We reformulate the problem (1.2) as suggested in [8] as a hierarchical set of minimization problems

$$
\begin{gather*}
\min _{x \in S}\|b-A x\|_{2}, \quad S=\left\{x ; \text { minimizing }\|d-C x\|_{2}\right\}, \\
A m \times n, \quad C p \times n, \quad r=\operatorname{rank}\binom{C}{A} . \tag{2.1}
\end{gather*}
$$

If $r=n$, then (2.1) has a unique solution. In the case when $r<n$, there is a unique solution which minimizes $\|x\|_{2}$. For many practical purposes it suffices to compute a (nonunique) basic solution, i.e., one with a minimum number of nonzero components.

In the following we refer to $A x=b$ as "the equations" and $C x=d$ as "the constraints." We now split the equations and constraints into sparse and dense parts
where the subscripts $s$ and $d$ stand for sparse and dense respectively. We assume in the following that the dimensions $m_{2}$ and $p_{2}$ are small enough so that dense problems of size $\left(m_{2}+p_{2}\right) \times n$ can be readily solved by standard algorithms.

We now describe the processing of the sparse subsystems. Our basic approach is to use a sequence of elementary orthogonal and elimination transformations.

Step 1.1. Processing of the sparse constraints. Transform the sparse constraints by a sequence of orthogonal transformations and column interchanges into upper trapezoidal form,

$$
Q_{1} C_{s} P_{1}=\left(\begin{array}{cc}
R_{s 1} & S_{s 1}  \tag{2.3}\\
0 & 0
\end{array}\right)^{\} p_{1}^{\prime}}, \quad Q_{1} d_{s}-\binom{c_{1 s}}{c_{2 s}},
$$

where

$$
p_{1}^{\prime}=\operatorname{rank}\left(C_{s}\right), \quad R_{s 1} \text { upper triangular } p_{1}^{\prime} \times p_{1}^{\prime} .
$$

If the dense constraints are consistent with the first $p_{1}^{\prime}$ transformed constraints in (2.3), then we can proceed to step 1.3. In general we must first determine the residual of the transformed sparse constraints before processing the sparse equations. We put

$$
u_{1}=c_{1 s}-\left(\begin{array}{ll}
\boldsymbol{R}_{s 1} & S_{s 1} \tag{2.4}
\end{array}\right)\binom{x_{1}}{x_{2}},
$$

where we have partitioned the solution $x$ consistently with (2.3).
Step 1.2. Computing the residuals of the sparse constraints. Combining (2.4) and the dense constraints we have

$$
\left(\begin{array}{lll}
I & R_{s 1} & S_{s 1} \\
0 & C_{d 1} & C_{d 2}
\end{array}\right)\left(\begin{array}{l}
u_{1} \\
x_{1} \\
x_{2}
\end{array}\right)=\binom{c_{1 s}}{d_{d}} .
$$

We now zero the block $C_{d 1}$ in the system above by a sequence of elimination transformations. The dense constraints are then transformed into

$$
\left(\begin{array}{ll}
\tilde{C}_{d 0} & \tilde{C}_{d 2}
\end{array}\right)\binom{u_{1}}{x_{2}}=\tilde{d}_{d}, \quad p_{2}^{\prime}=\operatorname{rank}\left(\tilde{C}_{d 2}\right)
$$

We next transform this system by a sequence of orthogonal transformations from the left, without any column interchanges, into

$$
\left.\left(\begin{array}{cc}
E_{d 1} & B_{d}  \tag{2.5}\\
E_{d 2} & 0
\end{array}\right)\binom{u_{1}}{x_{2}}=\binom{e_{1 d}}{e_{2 d}}\right\} p_{2}^{\prime}
$$

where $B_{d}$ is $p_{2}^{\prime} \times\left(n-p_{1}^{\prime}\right)$ and has full row rank. We now see that $x_{2}$ can always be chosen so that the first $p_{2}^{\prime}$ constraints in (2.5) are exactly satisfied. Moreover, since orthogonal transformations were used in step 1.1 and in the reduction to (2.5) we have

$$
\|d-C x\|_{2}^{2}=\left\|\binom{u_{1}}{c_{2 s}}\right\|_{2}^{2}+\left\|e_{2 d}-E_{d 2} u_{1}\right\|_{2}^{2}
$$

It follows that $\|d-C x\|_{2}$ is minimized, when $u_{1}$ is the solution to the least squares problem

$$
\begin{equation*}
\min _{u_{1}}\left\|\binom{e_{2 d}}{0}-\binom{E_{d 2}}{I} u_{1}\right\|_{2} . \tag{2.6}
\end{equation*}
$$

The solution of this problem can be expressed in terms of the SVD of the small dense matrix $E_{d 2}$. We now compute modified right-hand sides for the reduced constraints (2.4) and (2.5)

$$
\left(\begin{array}{ll}
R_{s 1} & S_{s 1} \tag{2.7}
\end{array}\right)\binom{x_{1}}{x_{2}}=c_{1 s}^{\prime}, \quad c_{1 s}^{\prime}=c_{1 s}-u_{1}
$$

and

$$
\begin{equation*}
B_{d} x_{2}=e_{d 1}^{\prime}, \quad e_{d 1}^{\prime}=e_{d 1}-E_{d 1} u_{1} \tag{2.8}
\end{equation*}
$$

Step 1.3. Processing of the sparse equations. We first apply the permutations from step 1.1 to $A_{s}$ and partition conformally with $P_{1}^{T} x=\left(x_{1} x_{2}\right)^{T}$ to get

$$
\left(\begin{array}{ll}
A_{s 1} & A_{s 2}
\end{array}\right)\binom{x_{1}}{x_{2}}=b_{s}
$$

Combining this with the reduced sparse constraints (2.7), we have

$$
\left(\begin{array}{cc}
R_{s 1} & S_{s 1} \\
A_{s 1} & A_{s 2}
\end{array}\right)\binom{x_{1}}{x_{2}}=\binom{c_{1 s}^{\prime}}{b_{s}} .
$$

We now zero the block $A_{s 1}$ in the system above by a sequence of elimination transformations, which transform the sparse equations into

$$
\tilde{A}_{s 2} x_{2}=\tilde{b_{s}}, \quad \tilde{A}_{s 2} \quad m_{1} \times\left(n-p_{1}^{\prime}\right) .
$$

We next reduce $\tilde{A}_{s 2}$ to upper trapezoidal form by a sequence of orthogonal transformations and column interchanges to get

$$
Q_{2} \tilde{A}_{s 2} P_{2}=\left(\begin{array}{cc}
R_{s 2} & S_{s 2}  \tag{2.9}\\
0 & 0
\end{array}\right)^{\} m_{1}^{\prime}}, \quad Q_{2} \tilde{b}_{s}=\binom{c_{3 s}}{c_{4 s}}
$$

where

$$
m_{1}^{\prime}=r_{1}-p_{1}^{\prime}, \quad \text { and } \quad r_{1}=\operatorname{rank}\binom{C_{s}}{A_{s}}
$$

is the rank of the sparse subsystem. The permutations $P_{2}$ are applied also to $S_{s 1}$ and $x_{2}$, and we put

$$
\begin{equation*}
S_{s 1}^{\prime}=S_{s 1} P_{2}, \quad P_{2}^{T} x_{2}=\binom{x_{21}}{x_{22}} . \tag{2.10}
\end{equation*}
$$

After steps 1.1 and 1.3 the sparse subsystem has been reduced to the form shown in Fig. 1.


Fig. 1. Reduced sparse subsystem after steps 1.1, 1.3.
An efficient way to perform the transformations of the sparse subsystem in steps 1.1 and 1.3 is to process the rows of $C_{s}$ and $A_{s}$ sequentially one by one, using Givens rotations and elementary eliminations. For sparse systems of full rank and without constraints, such an algorithm has been developed by George and Heath [5]. For rank
deficient sparse systems, column interchanges may be needed to get the upper triangular form of the reduced system (see Fig. 1). Such interchanges would destroy the fixed data structure essential for this method. However, Heath [6] has recently shown an ingenious way to avoid the column interchanges. This applies in a straightforward way also to the constrained problem considered here. The rows of $C_{s}$ and $A_{s}$ are processed one by one in that order. Let $j$ be the subscript of the first nonzero component of the row being processed. If row $j$ of the data structure is still vacant, then the row is placed into row $j$ of the data structure. Otherwise, row $j$ is used to annihilate the first nonzero. For this elimination a Givens rotation is used, except when row $j$ is a constraint and the row being processed is an equation; then an elementary elimination is used.

If the above method of Heath is used, then the sparse subsystem will not be reduced to the exact form in Fig. 1. Instead, it will have a structure schematically depicted in Fig. 2. The transformed constraints will now not necessarily be located at the top of the triangle, but may be scattered. Also the $\left(n-r_{1}\right)$ zero rows are in general not at the bottom. However, this does not present any real complications in the updating algorithm we derive. It is sufficient to keep the indices of the three different groups of rows corresponding to constraints, equations and zero rows, respectively. For simplicity, we therefore continue to assume that the reduced system has the form in Fig. 1.


Fig. 2
3. Processing the dense subsystem. In step 1.3 the sparse equations were reduced to the form (2.9). We now introduce the residual vector

$$
u_{2}=c_{3 s}-\left(\begin{array}{ll}
R_{s 2} & S_{s 2} \tag{3.1}
\end{array}\right)\binom{x_{21}}{x_{22}}^{\beta m_{1}^{\prime}}
$$

of the $m_{1}^{\prime}$ first of these equations. The dense constraints were transformed in step 1.2 to the system (2.8), which we now write

$$
\left(\begin{array}{ll}
B_{d 1} & B_{d 2} \tag{3.2}
\end{array}\right)\binom{x_{21}}{x_{22}}=e_{d 1}^{\prime}
$$

Step 2.1. Reduction of dense constraints. Combining (3.1) and (3.2) we have

$$
\left(\begin{array}{ccc}
I & R_{s 2} & S_{s 2} \\
0 & B_{d 1} & B_{d 2}
\end{array}\right)\left(\begin{array}{c}
u_{2} \\
x_{21} \\
x_{22}
\end{array}\right)=\binom{c_{3 s}}{e_{d 1}^{\prime}} .
$$

We now zero the block $B_{d 1}$ by a sequence of elimination transformations. The dense constraints are then transformed into

$$
\left(\begin{array}{ll}
\tilde{B}_{d 0} & \tilde{B}_{d 2} \tag{3.3}
\end{array}\right)\binom{u_{2}}{x_{22}}=\tilde{e}_{d 1} .
$$

We now reduce this system further by a sequence of orthogonal transformations from the left:
(i) Reduce the block $\tilde{B}_{d 0}$ to upper trapezoidal form, using column interchanges only within that block.
(ii) Continue the reduction of the block $\tilde{B}_{d 2}$, transforming the lower part of that block into upper trapezoidal form, using column interchanges only within that block.

After these two steps the reduced system (3.3) has the following form (for simplicity we suppress here and in the following the above column permutations from our notations):

$$
\left(\begin{array}{cc}
T_{d 1} & S_{d 1}  \tag{3.4}\\
0 & T_{d 2}
\end{array}\right)\binom{u_{2}}{x_{22}}=\binom{f_{1}}{f_{2}}^{\} p_{2}^{\prime \prime}}, \quad p_{2}^{\prime \prime}=\operatorname{rank}\left(\tilde{B}_{d 0}\right),
$$

where $T_{d 1}$ and $T_{d 2}$ are upper trapezoidal matrices.
The next step in the algorithm is the transformation of the dense equations $A_{d} x=b_{d}$, which we want to express in the variables $u_{2}$ and $x_{22}$.

Step 2.2. Transformation of the dense equations. This step is similar to the first part of step 1.2 and the first part of step 1.3. For notational convenience we describe the transformation as two separate steps. Combining (2.7) and the dense equations we have

$$
\left(\begin{array}{cc}
R_{s 1} & S_{s 1} \\
A_{d 1} & A_{d 2}
\end{array}\right)\binom{x_{1}}{x_{2}}=\binom{c_{1}^{\prime}}{b_{d}} .
$$

By a sequence of elimination transformations, we zero block $A_{d 1}$ and partition and permute the resulting transformed block $A_{d 2}$ to get

$$
\left(\begin{array}{ll}
\boldsymbol{A}_{d 1}^{\prime} & A_{d 2}^{\prime}
\end{array}\right)\binom{x_{21}}{x_{22}}=b_{d}^{\prime}
$$

We adjoin this system to (3.1) to get

$$
\left(\begin{array}{ccc}
I & R_{s 2} & S_{s 2} \\
0 & A_{d 1}^{\prime} & A_{d 2}^{\prime}
\end{array}\right)\left(\begin{array}{c}
u_{2} \\
x_{21} \\
x_{22}
\end{array}\right)=\binom{c_{3 s}}{b_{d}^{\prime}},
$$

and continue to eliminate the block $A_{d 1}^{\prime}$. We finally get the transformed dense equations

$$
\left(\begin{array}{ll}
\tilde{A}_{d 0} & \tilde{A}_{d 2} \tag{3.5}
\end{array}\right)\binom{u_{2}}{x_{22}}=\tilde{b_{d}}
$$

The form of the dense subsystems after the transformation made in steps 2.1 and 2.2 is depicted in Fig. 3.
4. The updating algorithm. We now formulate the original constrained least squares problem (2.1) in terms of the transformed system. Since orthogonal transformations were used in the last part of step 1.3, we have

$$
\begin{equation*}
\left\|b_{s}-A_{s} x\right\|_{2}^{2}=\left\|u_{2}\right\|_{2}^{2}+\left\|c_{4 s}\right\|_{2}^{2}, \tag{4.1}
\end{equation*}
$$



Fig. 3. Reduced dense subsystem after steps 2.1, 2.2.
where $u_{2}$ is defined by (3.1). The residuals of the dense equations $r_{d}=b_{d}-\boldsymbol{A}_{d} x$ are by (3.5)

$$
r_{d}=\tilde{b}_{d}-\left(\begin{array}{ll}
\tilde{A}_{d 0} & \tilde{A}_{d 2} \tag{4.2}
\end{array}\right)\binom{u_{2}}{x_{22}} .
$$

Finally, to constrain the solution to minimize $\|d-C x\|_{2}$, the equations (3.4) must be satisfied.

Now, assume that $x_{22}$ is known. Then it follows that $\nu_{2}$ must be a solution to the following problem:

$$
\operatorname{minimize}\left\|\binom{r_{d}}{u_{2}}\right\|_{2} \text { subject to }
$$

$$
\left(\begin{array}{cc}
I & \tilde{A}_{d 0}  \tag{4.3}\\
0 & T_{d 1}
\end{array}\right)\binom{r_{d}}{u_{2}}=\binom{\tilde{b}_{d}-\tilde{A}_{d 2} x_{22}}{f_{1}-S_{d 1} x_{22}}_{\} p_{2}^{\prime \prime}}^{\} m_{2}} .
$$

This problem is a minimum norm problem, where the matrix in the constraints (4.3) has full row rank. Therefore this problem has a unique solution $\left(r_{d}, u_{2}\right)^{T}$, which can be computed from the orthogonal factorization of a matrix with $\left(m_{2}+p_{2}^{\prime \prime}\right)$ rows

$$
\left(\begin{array}{cc}
I & \tilde{A}_{d 0}  \tag{4.4}\\
0 & T_{d 1}
\end{array}\right) Q_{3}=\left(\begin{array}{ll}
L & 0
\end{array}\right)
$$

where $Q_{3}$ is orthogonal and $L$ is lower triangular, nonsingular and of dimension ( $m_{2}+p_{2}^{\prime \prime}$ ). Using (4.4) the solution becomes

$$
\begin{equation*}
\binom{r_{d}}{u_{2}}=Q_{3}\binom{I}{0} L^{-1}\binom{\tilde{b}_{d}-\tilde{A}_{d 2} x_{22}}{f_{1}-S_{d 1} x_{22}} \tag{4.5}
\end{equation*}
$$

and its norm as a function of $x_{22}$ is

$$
\begin{equation*}
\left\|\binom{r_{d}}{u_{2}}\right\|_{2}=\left\|L^{-1}\binom{\tilde{b}_{d}}{f_{1}}-L^{-1}\binom{\tilde{A}_{d 2}}{S_{d 1}} x_{22}\right\|_{2} . \tag{4.6}
\end{equation*}
$$

We should now choose $x_{22}$ to minimize (4.6), and thus $x_{22}$ can be computed as a solution to the following constrained least squares problem of dimension ( $m_{2}+p_{2}^{\prime \prime}$ ) $\times$ $\left(n-r_{1}\right)$ :

$$
\begin{equation*}
\min _{x_{22}}\left\|g-F x_{22}\right\|_{2}, \quad \text { subject to } T_{d 2} x_{22}=f_{2} \tag{4.7}
\end{equation*}
$$

where

$$
\begin{equation*}
F=L^{-1}\binom{\tilde{A_{d 2}}}{S_{d 1}}, \quad g=L^{-1}\binom{\tilde{b_{d}}}{f_{1}} \tag{4.8}
\end{equation*}
$$

and the constraints in (4.7) come from (3.4). This small dense problem can be solved by direct elimination and orthogonal factorization.

We remark that we must expect to get $x_{22}$, the free variables of the sparse problem, as the solution of a constrained least squares problem. Note that in the special case when the sparse subsystem is void (we have made no assumptions about the rank of $A_{s}$ and $C_{s}!$, then we have

$$
L=I, \quad F=A_{d}, \quad g=b_{d},
$$

and the constraints $T_{d 2} x_{22}=f_{2}$ are reduced to $C_{d} x=d_{d}$. Thus, in this case our proposed algorithm simplifies in the natural way.

When the problem (4.7)-(4.8) has been solved, we get $r_{d}$ and $u_{2}$ from (4.5), which also can be written

$$
\begin{equation*}
\binom{r_{d}}{u_{2}}=Q_{3}^{T}\binom{s_{2}}{0}, \quad s_{2}=g-F x_{22} . \tag{4.9}
\end{equation*}
$$

We finally compute $x_{21}$ and $x_{1}$ by backsubstitution in (3.1) and (2.7) respectively,

$$
\begin{align*}
& R_{s 2} x_{21}=c_{3 s}-u_{2}-S_{s 2} x_{22}, \\
& R_{s 1} x_{1}=c_{1 s}^{\prime}-S_{s 1} x_{2}, \quad x_{2}=P_{2}\binom{x_{21}}{x_{22}} . \tag{4.10}
\end{align*}
$$

The solution $x_{22}$ of the problem (4.7) may not be unique. In that case a minimum norm solution $x$ to (2.1) may be computed by solving another small least squares problem of dimension $n \times(n-r)$.

We remark that the given algorithm is an updating algorithm in its pure sense only when the constraints $C x=d$ are consistent. In that case $c_{1 s}^{\prime}=c_{1 s}$, and the solution of the sparse subproblem is given by (4.10) with $u_{2}=0$ and $x_{22}$ arbitrary.
5. Conclusions. We have derived a completely general updating algorithm for constrained least squares problems, without any restricting assumptions about rank or consistency. Algorithms for special cases are easily derived by specialization. These algorithms may also be of interest for applications in computational statistics.

An implementation aspect, which we have not discussed here, is that in almost all steps of the algorithm the numerical rank of certain submatrices has to be estimated. As pointed out in [6], although this in general is a delicate problem, heuristic rules provide adequate answers in most contexts. We also refer to the discussion of rank determination in [3]. However, it is important to stress that an updating algorithm cannot be expected to be stable in all cases. Stability will be a problem whenever the sparse subproblem is much more ill-conditioned than the full problem. However such a situation can be detected during the solution.

We finally point out another possible stability problem, which may occur if the sparse subproblem is reduced by the method of George and Heath to the form shown in Fig. 2. This scheme avoids any column interchanges during the reduction. However, one can show that in general column interchanges are needed when equations of greatly different weights or constraints are present.
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#### Abstract

At some point in many applications a decision must be made about the rank of a matrix. The decision is frequently complicated by the fact that the matrix in question is contaminated with errors. This paper surveys some of the more commonly used methods for approximating rank, with particular attention being paid to the effects of errors.
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1. Introduction. The problem treated in this paper is the following. Let $X$ be an $n \times p$ matrix that satisfies

$$
k \equiv \operatorname{rank}(X) \leqq p \leqq n
$$

Suppose further that $X$ itself cannot be observed; rather we are given a perturbed matrix

$$
\begin{equation*}
\tilde{X}=X+E, \tag{1.1}
\end{equation*}
$$

where $E$ represents a matrix of errors. From the matrix $\tilde{X}$ we wish to

1. determine $k$
and
2. find an approximation $\hat{X}$ to $X$ that is of rank $k$.

There are at least two reasons for considering this problem. First, if $k<p$ the attempt to use $\tilde{X}$ instead of $X$ in a computational procedure may result in violently inaccurate results. For example, regression coefficients calculated from $\tilde{X}$ may be inaccurate owing to the discontinuity of the pseudo-inverse around a rank deficient matrix [13]. If, however, one can determine $k$, the use of a rank deficient approximation $\hat{X}$ may restore the lost accuracy. Thus one reason for solving the problem is to obtain a regularization procedure for certain ill-posed problems.

The second application occurs in areas, such as bifurcation theory, where the matrix $X$ depends on a parameter $\lambda$. In computations for such problems, the normal state of affairs is that $X$ is of full rank $p$. However, at certain critical values of $\lambda$ the rank drops below $p$, and special computational action must be taken, action that usually involves, at least implicitly, a rank degenerate approximation $\hat{X}$ (e.g. see [10]).

It is important to realize that the problem as stated may be unsolvable, even when a fair amount is known about the matrix $E$. For example, suppose that the elements of $E$ are known to be bounded by $10^{-2}$ and consider the following two decompositions of the form (1.1):

$$
\begin{aligned}
& {\left[\begin{array}{rr}
1.010 & -0.005 \\
0.005 & 0.005
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right]+\left[\begin{array}{rr}
0.010 & -0.005 \\
0.005 & 0.005
\end{array}\right],} \\
& {\left[\begin{array}{rr}
1.010 & -0.005 \\
0.005 & 0.005
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
0 & 0.01
\end{array}\right]+\left[\begin{array}{ll}
0.010 & -0.005 \\
0.005 & -0.005
\end{array}\right] .}
\end{aligned}
$$

In both cases the matrix $\tilde{X}$ is the same and the elements of $E$ are bounded by $10^{-2}$.

[^41]However, in the first case $k=1$, whereas in the second $k=2$. On the other hand if

$$
\tilde{X}=\left[\begin{array}{ll}
1.010 & 0.005 \\
0.005 & 0.100
\end{array}\right]
$$

then under the assumption that the elements of $E$ are bounded by $10^{-2}$ we can say definitely that $k=2$.

There are two conclusions to be drawn from these examples. First, we must know something about $E$ to say anything at all. Second, unless we have very precise information about $E$, we can only obtain lower bounds on $k$, usually by showing that $\tilde{X}$ could have come from a matrix $X$ whose rank is equal to the lower bound. The decision to accept this lower bound as a "numerical rank" must be made by considering its consequences for the specific problem being solved. The failure to appreciate this simple fact has, in the author's opinion, resulted in many misguided attempts to determine rank automatically, perhaps the most notorious examples being pseudoinverse programs with built-in tolerances that are invisible to the user.

Because of the difficulties introduced by the matrix $E$, the next four sections of this paper will be devoted to describing how to compute indicators of possible rank deficiency. Throughout these sections, we shall use the terms like "sufficiently small" without specifying precisely what we mean. Only in the last section will an attempt be made to say how small is small.

Throughout this paper we shall let $\|\cdot\|_{2}$ denote the ordinary Euclidean vector norm defined by

$$
\|x\|_{2}^{2}=x^{T} x
$$

or the spectral matrix norm defined by

$$
\|X\|_{2}=\max _{\|x\|_{2}=1}\|X x\|_{2}
$$

The symbol $\|\cdot\|_{F}$ will denote the Frobenius matrix norm defined by

$$
\|X\|_{F}^{2}=\sum x_{i j}^{2}=\operatorname{trace}\left(X^{T} X\right)
$$

For more on matrix and vector norms see [12].
2. The singular value decomposition. Perhaps the most widely recommended tool for detecting rank degeneracies is the singular value decomposition. It can be shown (e.g. see [12]) that there are orthogonal matrices $U$ and $V$ such that ${ }^{1}$

$$
U^{T} X V=\left[\begin{array}{l}
\Psi  \tag{2.1a}\\
0
\end{array}\right]
$$

where

$$
\begin{equation*}
\Psi=\operatorname{diag}\left(\psi_{1}, \psi_{2}, \cdots, \psi_{p}\right) \tag{2.1b}
\end{equation*}
$$

with

$$
\begin{equation*}
\psi_{1} \geqq \psi_{2} \geqq \cdots \geqq \psi_{p} \geqq 0 \tag{2.1c}
\end{equation*}
$$

It is sometimes more convenient to write the decomposition in the factored form

$$
\begin{equation*}
X=U_{X} \Psi V^{T} \tag{2.2}
\end{equation*}
$$

[^42]where $U_{X}$ comes from the partition
\[

U=\left($$
\begin{array}{ll}
U_{X} & U_{P} \tag{2.3}
\end{array}
$$\right)
\]

with $U_{X}$ having $p$ columns.
The singular value decomposition is closely related to the spectral decomposition of the cross-product matrix

$$
\begin{equation*}
A=X^{T} X . \tag{2.4}
\end{equation*}
$$

Specifically, from (2.2) and the fact that $U_{X}^{T} U_{X}=I$ it follows that

$$
\begin{equation*}
A=V \Psi^{2} V^{T} \tag{2.5}
\end{equation*}
$$

Since $A$ is symmetric and $V$ is orthogonal, the squares of the singular values of $X$ are the eigenvalues of $A$. The eigenvectors are the corresponding columns of $V$.

From (2.1) and (2.2) it follows that $\operatorname{rank}(X)=\operatorname{rank}(\Psi)$. Consequently if $\psi_{k+1}$, $\psi_{k+2}, \cdots, \psi_{p}$ are sufficiently small and $\psi_{k}$ is sufficiently large, it is natural to accept a rank $k$ approximation to $X$. The best such approximation may be obtained as follows. Let

$$
\hat{\Psi}=\operatorname{diag}\left(\psi_{1}, \psi_{2}, \cdots, \psi_{k}, 0, \cdots, 0\right)
$$

and in analogy with (2.2) let

$$
\begin{equation*}
\hat{X}=U_{X} \Psi \hat{V}^{T} \tag{2.6}
\end{equation*}
$$

Then a classical result of Eckart and Young [8] states that

$$
\psi_{k+1}^{2}+\cdots+\psi_{p}^{2}=\|X-\hat{X}\|_{F}^{2}=\min _{\operatorname{rank}(\bar{X}) \leqq k}\|X-\bar{X}\|_{F}^{2}
$$

Mirsky [9] has proved the corresponding result for the spectral norm:

$$
\psi_{k+1}=\|\boldsymbol{X}-\hat{X}\|_{2}=\min _{\operatorname{rank}(\bar{X}) \leqq k}\|\boldsymbol{X}-\bar{X}\| .
$$

In applications one must compute the singular value decomposition of $\tilde{X}$ not $X$. Even if $X$ is exactly rank degenerate, $\tilde{X}$ will not be, and the sizes of the singular values of $\tilde{X}$ corresponding to the zero singular values of $X$ will depend on the properties of $E$ (e.g., none of them can be larger than $\|E\|_{2}$ ). Thus something must be known about $E$ before we can decide which singular values of $\tilde{X}$ to ignore.

Once a decision has been made about the rank of $X$, that is, once one has decided on a value of $k$, one can work with the approximation $\hat{X}$ in (2.6). In practice it is important to remember that $\hat{X}$ will be the best approximation to $\tilde{X}$, from which it has been computed, not to $X$, which is unobserved. Nonetheless, this approximation may be good enough in many cases.

In most problems it will be unnecessary to compute $\hat{X}$ explicitly; rather it can be manipulated in the factored form (2.6), with considerable savings in computations.
3. The QR decomposition. A second very effective tool for detecting rank degeneracy is the QR decomposition. Specifically, it can be shown [12] that given any permutation matrix $J$, there is an orthogonal matrix $Q$ such that

$$
Q^{T} X J=\left[\begin{array}{l}
R \\
0
\end{array}\right]
$$

where $R$ is an upper triangular matrix with nonnegative diagonal elements. Moreover,
$J$ may be chosen by the method of column pivoting [3] so that

$$
\begin{equation*}
r_{i j}^{2} \geqq \sum_{i+1}^{k} r_{i k}^{2} \quad(k=j, j+1, \cdots, p) \tag{3.1}
\end{equation*}
$$

As with the singular decomposition, the QR decomposition can be written in a factored form

$$
\begin{equation*}
X J=Q_{X} R \tag{3.2}
\end{equation*}
$$

where $Q_{X}$ is taken from the partition

$$
Q=\left(\begin{array}{ll}
Q_{X} & Q_{P}
\end{array}\right)
$$

with $Q_{X}$ having the same dimensions as $X$.
The QR decomposition can also be related to the cross-product matrix $A$ in (2.4). Specifically, from (3.2), it follows that

$$
\begin{equation*}
J^{T} A J=R^{T} R \tag{3.3}
\end{equation*}
$$

Since $R$ is upper triangular, $R^{T} R$ is the Cholesky factorization [12] of $A$ with its rows and columns symmetrically permuted according to $J$.

The application of the QR decomposition to the problem of detecting rank degeneracy goes as follows. Let $R$ be partitioned in the form

$$
R=\left[\begin{array}{cc}
R_{11} & R_{12} \\
0 & R_{22}
\end{array}\right],
$$

where $R_{11}$ is $k \times k$. If $r_{k+1, k+1}$ is negligible, then (3.1) assures us that each column of $\boldsymbol{R}_{22}$ also has negligible norm; indeed

$$
\begin{equation*}
\rho \equiv\left\|R_{22}\right\|_{F} \leqq(p-k)^{1 / 2} r_{k+1, k+1} \tag{3.4}
\end{equation*}
$$

Moreover, if $r_{k k} \neq 0$ and we set

$$
\hat{R}=\left[\begin{array}{cc}
R_{11} & R_{12}  \tag{3.5a}\\
0 & 0
\end{array}\right]
$$

then

$$
\begin{equation*}
\hat{X}=Q_{X} \hat{R} J^{T} \tag{3.5b}
\end{equation*}
$$

is an approximation to $X$ that has the following properties [15]:

1. $\hat{X}$ is of rank $k$.
2. $\|X-\hat{X}\|_{F}=\left\|R_{22}\right\|_{F}$.
3. $X J$ and $\hat{X} J$ differ only in their last $p-k$ columns.
4. If $\bar{X}$ is any matrix satisfying 1 and 3 , then $\|X-\bar{X}\|_{F} \geqq\left\|R_{22}\right\|_{F}$.

According to the fourth property, which is an analogue of the Eckart-YoungMirsky result, the rank degenerate approximation (3.5) is the best that can be obtained by altering only the last $p-k$ columns of $X$. When $k=p-1$, the number $\rho$ in (3.4) has a particularly nice interpretation: it is the norm of the smallest perturbation of the last column of $X J$ that will make $X$ exactly degenerate. By computing $\rho=r_{p p}$ for a sequence of permutations $J$ that moves each column of $X$ to the last, one obtains a set of numbers

$$
\begin{equation*}
\left\{\rho_{1}, \rho_{2}, \cdots, \rho_{p}\right\} \tag{3.6}
\end{equation*}
$$

corresponding to the columns of $X$, which tell how much each column must be altered to make $X$ degenerate. These numbers can be efficiently computed from the upper triangular factor of the QR factorization of $X$ by means of the LINPACK subroutine SCHEX [3].

It is unfortunate that there seems to be no simple, sharp relation between the number $\rho$ in (3.4) for the QR decomposition with column pivoting and the last $p-k$ singular values of $\tilde{X}$. When $k=p-1$, there is empirical evidence that will be of the same order of magnitude as $\psi_{p}$ [14]. Moreover, it can be shown that

$$
\begin{equation*}
\psi_{p} \leqq \min \rho_{i} \leqq p \psi_{p} \tag{3.7}
\end{equation*}
$$

where the $\rho_{i}$ are the numbers appearing in (3.6). The general folklore says that the QR decomposition with column pivoting is about as good as the singular value decomposition.

The practical considerations that arise in using the QR decomposition are similar to the ones discussed in the section on the singular value decomposition. There is, however, one additional point. It frequently happens that once a value of $k$ for which $\rho$ is negligible has been determined, the problem can be recast entirely in terms of the first $k$ columns of $X J$, with a potentially large saving in work.
4. The inverse cross-product matrix. We have seen [cf. (2.5) and (3.3)] that the singular value decomposition and the QR decomposition are intimately related to the cross-product matrix $A=X^{T} X$. Since many procedures for solving problems involving $X$ form $A^{-1}$ explicitly (e.g. the solution of least squares problems by means of inverting the normal equations [11]), it is natural to ask what can be learned about rank degeneracy from $A^{-1}$.

The principal result is that

$$
\begin{equation*}
a_{i j}^{(-1)}=\rho_{j}^{-2}, \tag{4.1}
\end{equation*}
$$

where $a_{i j}^{(-1)}$ denotes the $j$ th diagonal of $A^{-1}$ and $\rho_{j}$ is the $j$ th member of (3.6). To see this, suppose that $J$ has been chosen so that the $j$ th column of $X$ is the last column of $X J$. If $R$ is partitioned in the form

$$
R=\left[\begin{array}{cc}
R_{*} & r \\
0 & \rho_{j}
\end{array}\right]
$$

then from (3.3)

$$
\left(J^{T} A J\right)^{-1}=\left[\begin{array}{cc}
R_{*} & r \\
0 & \rho_{j}
\end{array}\right]^{-1}\left[\begin{array}{cc}
R_{*} & r \\
0 & \rho_{j}
\end{array}\right]^{-T} .
$$

From this it is easily seen that the $(p, p)$-element of $\left(J^{T} A J\right)^{-1}$, which is just $a_{i j}^{(-1)}$, is equal to $\rho_{j}^{-2}$.

In view of (3.7) and (4.1) it is possible to detect rank degeneracy by examining the diagonal elements of $A^{-1}$. However, one cannot determine a numerical rank without further calculation. One possibility is to determine an index $j$ for which $\rho_{j}$ is minimal and then use a Gauss-Jordan SWEEP operator [1], [6], to compute the inverse cross-product matrix for a matrix corresponding to $X$ with its $j$ th column deleted. Iterating this process leads to a sort of reverse pivoting algorithm, whose properties are not well understood at this time. (For anyone who wishes to pursue this matter, we note that this algorithm is essentially equivalent to calculating the Cholesky decomposition of $A^{-1}$ with pivoting. We also note that there is an equivalent, but more stable algorithm that works with $R$ instead of $A^{-1}$.)
5. Computational properties. There are two aspects to the algorithmic realization of a general procedure: the amount of work required and the effects of rounding error. We shall consider each in turn.

Most algorithms for computing the singular value decomposition are based on a preliminary reduction to bidiagonal form followed by an iteration for the singular values [3], [5]. Although the amount of work required is $O\left(n p^{2}\right)$, the order constant is rather large, so that, in the author's opinion, the singular value decomposition should not be calculated explicitly unless there is a specific need for it.

In fact, the QR decomposition can often be used in place of the singular value decomposition. There are essentially three methods for computing a QR decomposition: the Gram-Schmidt algorithm with reorthogonalization [7], the Golub-Householder method [4], and a method based on plane rotations [3], [4]. The first two require that $X$ be maintained in high-speed memory. The last permits the formation of $R$ by bringing in $X$ a row at a time; however, column pivoting is not possible, at least directly, and the storage of the rotations requires as much memory as the storage of $X$. All the methods require $O\left(n p^{2}\right)$ work, but the constant is much smaller than the one for the singular value decomposition.

An important composite algorithm for the singular value decomposition can considerably reduce the amount of work required when $n \gg p$. Specifically, it follows from (2.5) and (3.3) (with $J=I$ ) that the singular value decomposition of $R$ is given by

$$
W^{T} R V=\Psi,
$$

where $V$ and $\Psi$ are as in (2.1). It further follows from (3.2) that

$$
X=\left(Q_{X} W\right) \Psi V^{\boldsymbol{T}}
$$

is the singular value factorization of $X$. This suggests that to get the singular value factorization of $X$ one first compute the QR factorization of $X$ and then the singular value decomposition of the small $p \times p$ matrix $R$. A program implementing this approach is given in [2].

A similar approach can be used to compute the QR factorization with column pivoting of $X$ when $n$ is so large that $X$ must be brought into memory by rows (or groups of rows). Namely, the $\boldsymbol{R}$-factor of the QR factorization without column pivoting is first computed, say by plane rotations. Then the QR decomposition of $R$ is computed with pivoting; i.e., $W^{T} R J=R^{\prime}$. It then follows that

$$
X J=Q_{X} W R^{\prime}
$$

is the QR factorization, with pivoting, of $X$.
The computation of the cross-product matrix $A$ requires less work than the computation of either the QR or the singular value decompositions. Moreover, it can be computed in the form

$$
\begin{equation*}
A=\sum_{i=1}^{n} x_{i} x_{i}^{T}, \tag{5.1}
\end{equation*}
$$

which allows the rows $x_{i}^{T}$ of $X$ to be brought into main storage one at a time. Great savings can be effected when $X$ is sparse, since if $x_{i j}$ is zero, the row $x_{i j} x_{i}^{T}$ in the sum (5.1) need not be accumulated in $A$.

Once $A$ has been computed, its spectral decomposition may be computed to get the singular values $\Psi$ and the singular vectors $V$ [cf. (2.5)]. Alternatively, the Cholesky factorization of $A$ may be computed to get the $R$-factor of $X$ (cf. (3.3)). Finally, $A$
may be inverted. Of the three alternatives, the last is the most common; however, the author has a predilection for the first or second for reasons that will be given shortly.

In discussing the effects of rounding error on the decompositions, we assume that the calculations are carried out in floating-point arithmetic and that no overflows or destructive underflows occur. Using standard techniques from rounding-error analysis [17], it can be shown that the computed QR decomposition of $X$ satisfies

$$
Q^{T}(X+F) J=\left[\begin{array}{l}
R  \tag{5.2a}\\
0
\end{array}\right],
$$

where

$$
\begin{equation*}
\|F\|_{F} \leqq \phi(n, p) \varepsilon_{M} . \tag{5.2b}
\end{equation*}
$$

In (5.2b) the number $\varepsilon_{M}$ is the rounding unit for the arithmetic in question; e.g., if thirteen decimal digits are carried in the calculation, then $\varepsilon_{M}$ will be about $10^{-13}$. The function $\phi$ is a slowly growing function of $n$ and $p$. A similar result holds for the singular value decomposition.

The kind of result embodied in (5.2) has two important implications. First, it may be possible to choose $\varepsilon_{M}$ so that $F$ is much smaller than the error matrix $E$. If this is done, then the entire effects of rounding error can be regarded as coming from an insignificant perturbation of $E$. Since any reasonable procedure must be insensitive to minor changes in $E$, about which not much is known, the effects of rounding error can be ignored.

The second implication is that when $X$ is known exactly, one can tell a true rank degeneracy from a spurious one by increasing the precision. For example, suppose that the singular values of $X$ are computed at precision $\varepsilon_{M}$ and $\psi_{p}$ is of order $\varepsilon_{M}$. Then there is some question as to whether $\psi_{p}$ is nonzero or if the value observed is due to rounding error. If computation is reperformed in double precision ( $\varepsilon_{M}^{\prime} \approx \varepsilon_{M}^{2}$ ) and the resulting singular value $\psi_{p}^{\prime}$ is of order $\varepsilon_{M}$, then $X$ cannot have been degenerate. On the other hand, if $\psi_{p}^{\prime}$ is of order $\varepsilon_{M}^{\prime}$, then there is strong reason to believe that the true singular value is zero and that the computed nonzero values are due to rounding error. It is very important to remember that in applying this technique the elements of $X$ must be computed to the same or greater precision as that in which the singular values are computed; otherwise errors made in computing $X$ will comprise the larger part of the errors in the singular values.

An example will make this point clear. Consider the matrix

$$
X=\left[\begin{array}{ll}
3.142 & 6.285  \tag{5.3}\\
2.718 & 5.436
\end{array}\right]
$$

which is assumed to be known exactly. If $\rho$ from the QR decomposition of $X$ is computed in four decimal digit, floating-point arithmetic, the computed value is $\rho=10^{-3}$. This is near enough $\varepsilon_{M} \approx 10^{-4}$ so that we cannot tell whether it is zero or not. If the calculations are repeated with $\varepsilon_{M}^{\prime} \approx 10^{-8}$, the results are $\rho^{\prime}=6.542 \cdot 10^{-4}$. This is nowhere nearly as small as $\varepsilon_{M}^{\prime}$ and hence $X$ is of full rank.

On the other hand, let $X$ in (5.3) be regarded as a four-digit approximation to the matrix

$$
\left[\begin{array}{ll}
\pi & 2 \cdot \pi  \tag{5.4}\\
e & 2 \cdot e
\end{array}\right]
$$

When the procedure is applied in four digit arithmetic, the result is the same as before.

However, when the procedure is repeated in eight digit arithmetic, we must work with the matrix

$$
\left[\begin{array}{ll}
3.1415927 & 6.2831853 \\
2.7182818 & 5.4365637
\end{array}\right]
$$

which is an eight digit approximation to (5.4). The result is $\rho^{\prime}=10^{-8}$, which is convincing, although not rigorous evidence that the rank of the matrix (5.4) is one-not two.

Rounding error has more serious effects on the cross-product matrix than on the singular value decomposition or the QR decomposition. To see why this should be so, assume that all the elements of $X$ are roughly the same size, and consider the effects on the singular values of rounding the elements of $X$ with rounding unit $\varepsilon_{M}$. The resulting matrix $X^{\prime}=X+F$ will have an error matrix $F$ with $\|F\|_{2} \approx \psi_{1} \varepsilon_{M}$, and this will introduce a perturbation of the same size in $\psi_{p}$ [12]. Thus as long as

$$
\begin{equation*}
\frac{\psi_{p}}{\psi_{1}}>\varepsilon_{M}, \tag{5.5}
\end{equation*}
$$

rounding errors will leave some accuracy in $\psi_{p}$.
Now suppose that $A=X^{T} X$ is rounded at the same precision $\varepsilon_{M}$, giving $A^{\prime}=$ $A+G$, where $\|G\|_{2} \approx \psi_{1}^{2} \varepsilon_{M}$ (since $\|A\|_{2}=\psi_{1}^{2}$ ). The corresponding perturbation in the smallest eigenvalue $\psi_{p}^{2}$ of $A$ will be of order $\|G\|_{2}$. Hence to retain any accuracy in $\psi_{p}$, as computed from $A^{\prime}$, we must have

$$
\begin{equation*}
\left|\frac{\psi_{p}}{\psi_{1}}\right|^{2}>\varepsilon_{M} . \tag{5.6}
\end{equation*}
$$

A comparison of (5.5) and (5.6) shows that the second condition will be violated before the first. For example, if $\varepsilon_{M}=10^{-4}$, then the condition (5.5) requires that $\psi_{p} / \psi_{1}>10^{-4}$, whereas condition (5.6) requires that $\psi_{p} / \psi_{1}>10^{-2}$. The general conclusion to be derived from this is that it requires twice the precision to accommodate the same range of singular values when one works with $A$ instead of $X$.

The matrix $X$ of (5.3) furnishes a nice example. Its smallest singular value is about $3 \cdot 10^{-4}$. On the other hand, the smallest eigenvalue of the matrix

$$
\bar{A}=\left[\begin{array}{ll}
17.26 & 34.52  \tag{5.7}\\
34.52 & 69.05
\end{array}\right]
$$

which is $X^{T} X$ rounded to four digits, is $2 \cdot 10^{-3}$. This gives the unacceptably large value of $4.5 \cdot 10^{-2}$ as an approximation to $\psi_{2}$.

If passing from $X$ to $A$ can loose some of the information about $X$, passing from $\boldsymbol{A}$ to $\boldsymbol{A}^{-1}$ can loose all of it. For example, the inverse, rounded to four digits, of the matrix $\bar{A}$ in (5.7) is

$$
B=\left[\begin{array}{rr}
400.1 & -200.0 \\
-200.0 & 100.0
\end{array}\right] .
$$

The exact inverse of $B$ is

$$
B^{-1}=\left[\begin{array}{ll}
10 & 20 \\
20 & 40.01
\end{array}\right]
$$

which bears only a passing resemblance to $A$, which it is supposed to approximate. Phenomena like this will occur whenever (5.6) comes near to being violated. In general,
one should use the inverse cross-product matrix only if one is prepared to compute in high precision, and even then only with safeguards.
6. How small is small. In this section we shall treat the problem of determining when a singular value is negligible. The principal problem is that we must work with the singular values $\tilde{\psi}_{1}, \tilde{\psi}_{2}, \cdots, \tilde{\psi}_{p}$ of $\tilde{X}$, not those of $\boldsymbol{X}$. In particular, we should like to know what values of $\psi_{p}$ are consistent with the hypothesis that $\psi_{p}=0$.

The basic result that will be used is a characterization of $\tilde{\psi}_{p}$ by means of a perturbation expansion. Suppose that $\psi_{p-1}$ and $\psi_{p}$ are well separated relative to $E$, say $\psi_{p-1}-\psi_{p}>5\|E\|_{2}$. Then [16]

$$
\begin{equation*}
\tilde{\psi}_{p}^{2}=\left(\psi_{p}+u_{p}^{T} E v_{p}\right)^{2}+\left\|U_{P}^{T} E v_{p}\right\|_{2}^{2}+O\left(\psi_{p}\|E\|_{2}^{2}\right), \tag{6.1}
\end{equation*}
$$

where $U_{P}$ is the matrix in the partition (2.3).
In order to apply this result, something must be known about $E$. We shall examine a simple but revealing model in which the elements of $E$ are assumed to be independent random variables with mean zero and standard deviation $\sigma$. It is also assumed that a rough estimate of the size of $\sigma$ is available.

The expected value of the second term in (6.1) is

$$
E\left(\left\|U_{P}^{T} E v_{p}\right\|_{2}^{2}\right)=(n-p) \sigma^{2}
$$

Hence if $\psi_{p}^{2}$ is significantly greater than $(n-p) \sigma^{2}$, then

$$
\tilde{\psi_{p}} \approx \psi_{p}+u_{p}^{T} E v_{p}
$$

The term $u_{p}^{T} E v_{p}$ has standard deviation $\sigma$, which is a fortiori small compared to $\psi_{p}$. Thus in this case, $\psi_{p}$ and $\tilde{\psi}_{p}$ are not likely to differ by much, and we are justified in concluding that $\psi_{p} \neq 0$ if we observe a value of $\tilde{\psi}_{p}^{2}$ that is significantly greater than $(n-p) \sigma^{2}$.

On the other hand, if $\psi_{p}=0$, then ignoring the $O\left(\psi_{p}\|E\|_{2}^{2}\right)$ term in (6.1), we have

$$
E\left(\tilde{\psi}_{p}^{2}\right)=(n-p+1) \sigma^{2}
$$

Thus values of $\tilde{\psi}_{p}^{2}$ near $n \sigma^{2}$ are not inconsistent with $\psi_{p}$ being zero. However, any decision to treat $\psi_{p}$ as if it were zero must be made in the context of the problem being solved-as we were at pains to point out in the introduction.

The assumption of a common standard deviation in the above analysis has important implications for the scaling of $\tilde{X}$. Specifically, if the elements of $E$ are assumed to be independent, then the rows and columns of $X$ must be scaled so that all the elements of $E$ are roughly equal. The failure to observe this dictum can result in spurious indications of degeneracy, a phenomenon sometimes referred to as artificial ill conditioning.

To see how artificial ill conditioning arises, consider the behavior of the matrix

$$
X_{t}=\left(X_{*} t x\right)
$$

as $t$ approaches zero. Let

$$
R_{t}=\left[\begin{array}{cc}
R_{*} & t r \\
0 & t \rho
\end{array}\right]
$$

be the $R$-factor of $X_{t}$. Then it can be shown that the smallest singular value $\psi_{p}^{(t)}$ of $X_{t}$ is asymptotic to $t \rho$ :

$$
\begin{equation*}
\psi_{p}^{(t)} \sim t \rho . \tag{6.2}
\end{equation*}
$$

Moreover the right singular vector $v_{p}^{(t)}$ satisfies

$$
v_{p}^{t} \sim\left[\begin{array}{c}
-t R_{*}^{-1} r  \tag{6.3}\\
1
\end{array}\right]
$$

and consequently the left singular vector $u_{p}^{(t)}=X_{t} v_{p}^{(t)} /\left\|X_{t} v_{p}^{(t)}\right\|_{2}$ satisfies

$$
\lim _{t \rightarrow 0} u_{p}^{(t)}=\frac{x-X_{*} R_{*}^{-1} r}{\left\|x-X_{*} R_{*}^{-1} r\right\|_{2}} \equiv u_{p}^{(0)} .
$$

Now the error matrix $E_{t}$ associated with $X_{t}$ inherits the scaling of $X$; that is, $E_{t}$ may be written in the form

$$
\begin{equation*}
E_{t}=\left(E_{*} t e\right) . \tag{6.4}
\end{equation*}
$$

Assuming $E_{*} \neq 0$, we have

$$
\begin{equation*}
\lim _{t \rightarrow 0}\left\|E_{t}\right\|_{2}=\left\|E_{*}\right\|_{2}>0 \tag{6.5}
\end{equation*}
$$

It follows from (6.2) and (6.5) that by taking $t$ small enough we can make $\psi_{p}^{(t)}$ arbitrarily smaller than $\left\|E_{t}\right\|_{2}$. The same kind of analysis shows that $\tilde{\psi}_{p}^{(t)}$ will also be small compared with $\left\|E_{t}\right\|_{2}$, from which an inexperienced person might conclude that $X_{t}$ is degenerate.

The fallacy in so concluding may be exposed by considering the perturbation expansion (6.1). From (6.3) and (6.4) it follows that

$$
E_{t} v_{p}^{(t)}=t\left(e-E_{*} R_{*}^{-1} r\right) \equiv t \bar{e}
$$

Consequently,

$$
\psi_{p}^{(t) 2} \sim\left(\psi_{p}^{(t)}+u_{p}^{(t) T} E_{t} v_{p}^{(t)}\right)^{2}+\left\|U^{T} E_{t} v_{p}^{(t)}\right\|_{2}^{2}=t^{2}\left[\left(\rho+u_{p}^{(0) T} \bar{e}\right)^{2}+\left\|U_{P}^{T} \bar{e}\right\|_{2}^{2}\right] .
$$

Now the components of $\bar{e}$ are independent with variance $\sigma^{2}\left(1+\left\|R_{*}^{-1} r\right\|_{2}^{2}\right)$. Hence if

$$
\rho \gg\left[(n-p)\left(1+\left\|R_{*}^{-1} r\right\|_{2}^{2}\right)\right]^{1 / 2},
$$

then the perturbation introduced in $\psi_{p}^{(t)}$ by $E_{t}$ is small relative to $\psi_{p}^{(t)}$, and it is not reasonable to conclude from a small value of $\tilde{\psi}_{p}^{(t)}$ that $\psi_{p}^{(t)}$ could have been zero.

We conclude this section with a caveat. Although the analysis given here is quite successful as far as it goes, there are many problems to which it does not apply. The sticky point is the assumption of the independence of the components of $E$, which is patently false in many applications. Consider, for example, a polynomial regression problem in which a polynomial of degree $p-1$ is to be fit to ordinates $y_{1}, y_{2}, \cdots, y_{n}$ observed at distinct abscissas $t_{1}, t_{2}, \cdots, t_{n}$. The resulting regression matrix $X$ has rows of the form

$$
x_{i}^{T}=\left(1, t_{i}, t_{i}^{2}, \cdots, t_{i}^{p-1}\right) \quad(i=1,2, \cdots, n)
$$

Now suppose the $t_{i}$ are determined with errors $e_{i}$. The resulting regression matrix will have rows of the form

$$
\tilde{x}_{i}^{T}=\left[1, t_{i}+e_{i},\left(t_{i}+e_{i}\right)^{2}, \cdots,\left(t_{i}+e_{i}\right)^{p-1}\right] .
$$

Clearly the errors in the $i$ th row, depending as they do solely on $e_{i}$, are correlated, and the analysis given above does not apply. This can be verified independently from the fact that, no matter how small the singular values of $X$ are, the matrix $\tilde{X}$ cannot become degenerate unless the errors $e_{i}$ are large enough to allow the $t_{i}$ to cluster into
a set of fewer than $p$ distinct points. The problem of how to make decisions about rank in the presence of highly structured errors is an open question that needs further research.
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# OPEN BOUNDARY CONDITIONS FOR FORCED WAVES IN A ROTATING FLUID* 
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#### Abstract

Previous studies on open boundary conditions in unbounded rotating fluid flows have concentrated on how to accurately simulate the outflow of free waves through an open boundary. In most limited area integrations of rotating fluids, however, the generated waves are forced rather than free, in which case the Sommerfeld radiation condition, applied in previous studies, is not valid. A new open boundary condition applicable to rotating stratified fluid flows is suggested below, which allows the fluid to be forced everywhere, including the open boundaries. To prove the applicability of the suggested open boundary conditions, some numerical experiments with a fluid contained within an infinitely long channel are considered. The new open boundary conditions are applied at two cross sections along the channel.


Key words. open boundary conditions, rotating fluid, channel flow

1. Introduction. In numerical simulations of geophysical fluid motion the conditions used at "open" boundaries may play a crucial role. An open boundary differs from a physical boundary, like a rigid wall, etc., in that it does not confine the fluid to be contained within the imposed boundaries. Thus, the waves propagate and the fluid is free to advect through the boundary. This paper considers in what way one can accurately simulate the outflow of forced dispersive long waves from a domain with open boundaries.

Because numerical simulations of geophysical fluid motion by necessity have to be confined to a finite domain, open boundary conditions frequently occur. One of the first realistic studies was made by Charney et al. (1950), integrating the barotropic vorticity equation for a limited area.

The problem considered here is of hyperbolic nature, which makes it natural to apply the Sommerfeld radiation condition at the open boundaries, viz.,

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}+c_{\phi} \frac{\partial \phi}{\partial s}=0 . \tag{1.1}
\end{equation*}
$$

Here $c_{\phi}$ is the local phase speed associated with the dependent variable $\phi$. The derivatives are with respect to time, $t$, and the coordinate perpendicular to the open boundary, $s$, respectively. This type of boundary condition has been widely used in analytical studies as well as numerical integrations of hyperbolic flows. See for instance Elvius and Sundstrøm (1973) and also the thorough discussion by Engquist and Majda (1977), (1979). A practical and realistic implementation of (1.1) is given by Orlanski (1976) (henceforth IO). He used the Sommerfeld condition on a prescribed open boundary. To demonstrate the applicability of the implemented condition he integrated two models: the collapsing bubble and the spatially growing Kelvin-Helmholtz instability. Camerlengo and O'Brien (1980) (henceforth CO) used a modified version of IO's boundary condition to simulate the outflow of Rossby and Kelvin waves from an equatorial domain with one open boundary. The idea of IO and CO is to evaluate the local phase speed, for each dependent variable, close to the boundary by means of (1.1). If the local phase speed is positive, a boundary value is extrapolated from the

[^43]interior values close to the boundary. If the local phase speed is negative, the boundary value is either specified or unchanged.

For a review on open boundary conditions see Haltiner and Williams (1980), Reid et al. (1975) and CO.

Open boundary conditions for oceanic flows have been used by Hurlburt (1974) and also by Busalacchi and O'Brien (1981) who used the CO condition for their ten-year simulation of the equatorial Pacific forced by observed winds. However, they had to use explicit smoothing at the boundary in order to prevent noise from being generated at the boundary (A. J. Busalacchi, private communication).

The Sommerfeld condition (1.1) is only valid for free waves, and as such does not work properly when external forcing is present at the open boundary. A new condition which allows forcing to be present even at the boundary itself is proposed, and some results from successful numerical experiments applying the new condition are presented.

The motivation for this kind of work mainly comes from considerations of ocean models where long dispersive and nondispersive edge waves are present. The results reported below are confined to numerical studies of the response of an ocean, confined between two parallel walls, to wind forcing. The integration is limited to a finite portion of the channel, applying open boundary conditions at two cross sections defining the limit of the integration area.
2. Definition of sample problem. To be considered is the response, to wind forcing, of a stratified fluid in an infinitely long channel of constant width. The depth of the channel will be a function of the cross channel coordinates only, so as to generate dispersive as well as nondispersive long waves. The perturbations from the rest state, where pressure and density are functions of depth only, are assumed to be small, so that a linear analysis can be applied. Also the perturbations are assumed to have horizontal scales large enough for the "hydrostatic" approximation to be valid. Thus, the motion can be separated into normal modes (see Gill and Clarke (1974)). The response of each mode is the same as for a homogeneous fluid with an appropriate "equivalent depth." It is therefore sufficient to consider the response of a barotropic model. It is important to realize that each mode has to be treated similarly; that is, the open boundary conditions must be applied to each mode separately. Some of the modes may propagate toward the open boundary and some inward, away from it. When summed, they provide the complex boundary condition applicable to the total solution.

Let $(x, y, z)$ be rectangular coordinates such that the $z$-axis points upwards and the sides of the channel are parallel to the $y$-axis (Fig. 1). The axes are fixed in a frame that rotates uniformly about the vertical axis with angular velocity $\frac{1}{2} f$. Thus $f$ is the Coriolis parameter. Let $\eta$ be the upward displacement of the free surface from its equilibrium position and $g$, the gravitational acceleration. Within the framework of the above mentioned assumptions, the velocity is then independent of depth. The governing equations may therefore be integrated to yield equations for the volume flux components $(U, V)$ corresponding to the coordinates $(x, y)$. If the undisturbed depth of the fluid columns are represented by $H(x)$, the governing equations are the momentum equations

$$
\begin{align*}
& \frac{\partial U}{\partial t}=f V-g H \frac{\partial \eta}{\partial x}+\frac{\tau^{x}}{\rho}  \tag{2.1}\\
& \frac{\partial V}{\partial t}=-f U-g H \frac{\partial \eta}{\partial y}+\frac{\tau^{y}}{\rho} \tag{2.2}
\end{align*}
$$


(a)

(b)

FIG. 1. Sketch of channel with coordinate system. (a) Top view, (b) side view. Open boundary conditions are applied at two cross sections along the channel axis marked $A-A$ and $B-B$ in (a).
and the continuity equation

$$
\begin{equation*}
\frac{\partial \eta}{\partial t}=-\frac{\partial U}{\partial x}-\frac{\partial V}{\partial y} . \tag{2.3}
\end{equation*}
$$

Here $\left(\tau^{x}, \tau^{y}\right)$ are the components of the stress exerted by the wind on the free surface. For the present study the bottom stress has been neglected.

These equations are the familiar linear "shallow water" equations extensively used in both analytical and numerical models, and it therefore seems proper to apply them in a study on open boundary conditions. Note that each normal mode satisfies a similar set of equations, with the equivalent depth being $H$. Initially the fluid is at rest with a prescribed free surface deviation, and the response of the fluid will be studied by means of a numerical integration of (2.1)-(2.3) for a specified bottom topography, $H$, and wind stress, $\left(\tau^{x}, \tau^{y}\right)$. Open boundary conditions will be applied at two cross sections separated by a distance equal to twice the width of the channel.

Equations (2.1)-(2.3) are approximated by a finite difference scheme, where a staggered grid for the discretization in space is used. The grid corresponds to lattice $C$ of Mesinger and Arakawa (1976, p. 47). A forward difference in time is used in the continuity equation (2.3), and a backward time differencing in (2.1) and (2.2) except for the Coriolis term in (2.1) (Sielecki (1968)). This scheme is stable even when there is no bottom friction and has no numerical dissipation, provided the CFL condition is satisfied. There is some numerical dispersion, but for waves which are well resolved the dispersion is small. For a detailed description of the scheme the reader is referred to Martinsen et al. (1979). The actual bottom topography and wind will be specified in each case below.

## 3. Open boundary conditions.

3.1. Theory. The condition (1.1) is appropriate for free waves. Thus it is valid only for a subset of (2.1)-(2.3) with the forcing terms excluded, i.e. the terms containing $\tau^{x}$ and $\tau^{y}$. The terms in (2.1)-(2.3) which contains derivatives with respect to $y$ carry information across the open boundary. Thus these are the terms which require a boundary condition to be specified at the artificial boundaries. It is therefore suggested to split the dependent variables into two modes, one mode which contains the local contribution, including the local forcing by the wind, and one mode which carries information about events generated at nonlocal positions. Formally, this may be done by defining

$$
\begin{equation*}
U=U_{1}+U_{2}, \quad V=V_{1}+V_{2}, \quad \eta=\eta_{1}+\eta_{2}, \tag{3.1}
\end{equation*}
$$

where subscripts 1 and 2 denote "local" and "global" modes, respectively. The local mode is defined so as to satisfy a local system of equations. Let the open boundary be perpendicular to the $y$-axis. Then the local mode is defined by

$$
\begin{gather*}
\frac{\partial U_{1}}{\partial t}=f V_{1}-g H \frac{\partial \eta_{1}}{\partial x}+\frac{\tau^{x}}{\rho},  \tag{3.2}\\
\frac{\partial V_{1}}{\partial t}=-f U_{1}+\frac{\tau^{y}}{\rho} \tag{3.3}
\end{gather*}
$$

and

$$
\begin{equation*}
\frac{\partial \eta_{1}}{\partial t}=-\frac{\partial U_{1}}{\partial x} . \tag{3.4}
\end{equation*}
$$

These equations do not require any boundary conditions to be applied at any section perpendicular to the $y$ or channel axis. Their solutions can be computed at any section, including the open boundary section, independently.

The global parts may now be found by subtracting (3.2)-(3.4) from the original set of equations (2.1)-(2.3) to give

$$
\begin{gather*}
\frac{\partial U_{2}}{\partial t}=f V_{2}-g H \frac{\partial \eta_{2}}{\partial x},  \tag{3.5}\\
\frac{\partial V_{2}}{\partial t}=-f U_{2}-g H \frac{\partial \eta_{2}}{\partial y}-\left[g H \frac{\partial \eta_{1}}{\partial y}\right] \tag{3.6}
\end{gather*}
$$

and

$$
\begin{equation*}
\frac{\partial \eta_{2}}{\partial t}=-\frac{\partial U_{2}}{\partial x}-\frac{\partial V_{2}}{\partial y}-\left[\frac{\partial V_{1}}{\partial y}\right] . \tag{3.7}
\end{equation*}
$$

If the forcing $\left(\tau^{x}, \tau^{y}\right)$ is independent of $y$, then the local solution is independent of $y$ from (3.2)-(3.4), and the bracketed terms in (3.5) and (3.7) are zero. In these circumstances, the set of equations (3.5)-(3.7) constitutes the free wave equations. Hence, the appropriate boundary condition required for the global part is the Sommerfeld condition (1.1).

In order to find the value of the dependent variables at the open boundaries, Sommerfeld radiation condition (1.1) is applied to the global part, for each time step, in a manner similar to that described by IO or CO. The local values at the boundaries are computed by means of (3.2)-(3.4). The "correct" boundary values for the dependent variables are found by simply adding the so-computed global and local values.

First, when the forcing is zero, the local parts are identically equal to zero and the solutions at every point, including the boundary points, are given by the global values alone. Second, when the forcing is everywhere independent of the along-channel coordinate, $y$, the governing equations degenerate to the local equations, and thus the global parts of the solution are zero. This is to be expected, since by definition they should carry information about events propagating towards the boundary from interior points.

The separation into local and global modes also has a slightly different interpretation. The terms containing derivatives tangential to the open boundary are retained in the definition of the local mode. Thus, that part of the wave which travels along the boundary is part of the local mode. In this sense the term "local" applies to whole
cross sections or strips parallel to the open boundary rather than to a single point. Only that part of the wave which propagates across these strips is termed global. Note that this global part is also unforced except for the bracketed terms in (3.6) and (3.7). As will be described below, the global modes are not computed by means of a numerical integration of (3.5)-(3.7), thus avoiding the evaluation of the bracketed terms in (3.6) and (3.7).
3.2. Numerical implementation. The local fields are computed by means of a finite difference representation of (3.2)-(3.4) similar to that used to represent (2.1)(2.3) (Martinsen et al. (1979)). Figure 2 provides a sketch of the staggered grid close


Fig. 2. Grid stencil close to open boundaries. Grid points marked B are boundary points while grid points marked B-1 and B-2 are interior grid points adjacent to the open boundary.
to the boundary. The local fields are only computed at the boundary point, $B$, and at the two adjacent points, i.e. $B-1$ and $B-2$. At the two interior points $B-1$ and $B-2$ the global fields are found simply by subtracting the local values from the total values. At the boundary the global values are computed by applying the method of IO or CO. Let $\phi$ denote the global dependent variable in question. Then from a finite difference representation of (1.1) consistent with the finite difference approximation of (2.1)-(2.3), it follows that the local phase speed associated with $\phi$ is given by the formula

$$
\begin{equation*}
c_{\phi}=-\frac{\Delta x}{\Delta t} \frac{\phi_{B-1}^{n}-\phi_{B-1}^{n-1}}{\phi_{B-1}^{n-1}-\phi_{B-2}^{n-1}}, \tag{3.8}
\end{equation*}
$$

where the notations are given in Fig. 3. If $c_{\phi}$ is positive, then the boundary value of the dependent variable, $\phi_{B}^{n+1}$, is either extrapolated by repeated use of (3.8) with $B-1$ replaced by $B$ and $n$ by $n+1$ as in IO, or simply by the value at the point next to the boundary at the previous time step as in CO, viz.,

$$
c_{\phi}>0 \Rightarrow \phi_{B}^{n+1}= \begin{cases}\phi_{B-1}^{n}  \tag{3.9}\\ \phi_{B}^{n}\left(1-c_{\phi} \frac{\Delta t}{\Delta x}\right)+\frac{c_{\phi} \Delta t}{\Delta x} \phi_{B-1}^{n} & (\mathrm{IO})\end{cases}
$$



Fig. 3. The time levels and grid close to the open boundary conveniently defining some of the notations used in the text.

If $c_{\phi}$ is negative, no change in the boundary value is experienced, i.e.

$$
\begin{equation*}
c_{\phi}<0 \Rightarrow \phi_{B}^{n+1}=\phi_{B}^{n}, \tag{3.10}
\end{equation*}
$$

which is in accordance with both IO and CO. The discrimination between a positive and negative value of the local phase speed is based on the different physics involved. When $c_{\phi}$ is positive, it entails advection or propagation of interior events toward the boundary. When $c_{\phi}$ is negative, information is carried away from the boundary, in which case the dependent variable in question must either retain its value at the boundary or be specified according to a given exterior solution. This applies only to the global part of the solution.
4. Adjustment under gravity in a rotating channel. Dispersive as well as nondispersive waves can be set up in a number of different ways. In this first simulation, no forcing is applied and the adjustment towards a geostrophic equilibrium from an initial state with a single jump in the surface elevation is considered. This problem has been treated analytically by Gill (1976). It therefore conveniently serves as a test of the applicability of the chosen finite difference scheme and the implementation of the Sommerfeld condition (3.9) and (3.10). Gill showed that adjustment was accomplished by dispersive Poincaré waves and nondispersive Kelvin waves propagating outwards from the initial jump in surface elevation. The actual values given to the parameters of this simulation and those to follow are listed in Table 1. The channel has a constant

Table 1

| Parameter | Symbol | Value assigned |
| :--- | :--- | :--- |
| Width of channel | $L$ | 600 km |
| Viewport of channel | $2 L$ | 1200 km |
| Depth of deep channel | $H$ | 1600 m |
| Depth of shallow channel | $H$ | 160 km |
| Coriolis parameter | $f$ | $1.32 \cdot 10^{-4} \mathrm{~s}^{-1}$ |
| Density of water | $\rho$ | $1.0 \cdot 10^{3} \mathrm{~kg} \mathrm{~m}^{-3}$ |
| Gravitational acceleration | $g$ | $9.8 \mathrm{~m} / \mathrm{s}^{2}$ |
| Gridsize | $\Delta s$ | 20 km |
| Time step \{deep channel | $\Delta t$ | 100 s |
| Roshallow channel $\}$ | $\Delta t$ | 300 s |
| Rosby deformation radius: | $\frac{(g H)^{1 / 2}}{f}$ | $950 \mathrm{~km}=1.6 L$ |
| a) for deep channel | $\frac{(g H)^{1 / 2}}{f}$ | $300 \mathrm{~km}=0.5 L$ |
| b) for shallow channel |  |  |

depth and is fairly shallow. The ratio of the channel width to the radius of deformation approximates two, so the channel is wide enough for rotational effects to be appreciable. Since no forcing is applied, only the global mode contributes to the solution, and hence the Sommerfeld condition can be applied directly. Only the CO condition is used, since some initial test simulations show no appreciable difference in the physical solution when the channel has a constant depth. An illuminating comparison between the methods of IO and CO will be discussed in the next section.

The solutions are represented by Figs. $4 a$ and $b$, which depict the deviation of the surface elevation from its equilibrium position at times $t=3$ and 32 hours. Initially the jump was 0.1 meters and Fig. 4a shows the front, made up of the Kelvin wave and the fastest Poincaré waves, moving toward the artificial boundaries. The front is followed by the slower moving waves. Figure 4 b depicts the almost adjusted solution, where most of the waves have passed the open boundary. The striking similarity between these solutions and those of Gill (1976) is satisfying. Thus, the chosen scheme and the implementations of the open boundary conditions work satisfactorily.


FIG. 4. Solid (positive) and dashed (negative) curves give the deviations of the surface elevation away from its equilibrium position in meters. The open boundaries are shown by straight dashed lines whereas the parallel channel walls are solid straight lines. Initially the jump was 0.1 m and positioned in the middle of the viewport. (a) The solution after time $t=3$ hours, (b) $t=32$ hours. For details see text. Contour interval is 0.05 m .
5. Wind generated waves and shelf topography. In this case the channel has a fairly shallow shelf extending about one-third of the channel width from the right-hand channel wall, followed by a deep part extending all the way to the left wall (look at Fig. 1). When the ocean is impulsively forced, this topography generates continental shelf waves, which are trapped to the shelf and are highly dispersive (Martinsen et al. (1979)). Also a nondispersive Kelvin wave mode is generated, but it does not "see" the shelf. For the deep channel the ratio of the channel width to the radius of deformation is only about 0.6 , which entails a fairly narrow channel. The Kelvin wave is therefore not appreciably affected by rotation, a fact evident in the solutions below.

Because of the presence of the highly dispersive shelf waves, this setup constitutes a suitable test case for comparing different open boundary conditions for free waves. With this purpose in mind the lower boundary section is closed by means of a rigid wall, while the upper boundary section is kept "open." The waves are generated by applying a stress along the channel axis over the lower half portion of the channel, viz.,

$$
\tau^{x}=0, \quad \tau^{y}= \begin{cases}0, & y \geqq L,  \tag{5.1}\\ \tau_{0} \tanh \alpha(y-L), & y<L .\end{cases}
$$

Here $\tau_{0}=2.0 \mathrm{Nm}^{-2}, L=600 \mathrm{~km}$ and $\alpha \Delta s=0.2$. The wind stress is turned impulsively on for 8 hours and then abruptly set to zero. For comparison reasons the model is first run with a closed channel basin extended along the channel axis. The closed channel is so long that the fastest wave and its reflection will not disturb the solutions within the region of interest during the computations.

The sequence of events is illustrated by Fig. 5. In order to adjust to the new environments, a Kelvin wave is generated when the wind stress is turned on. This Kelvin wave rapidly propagates away from the forced region. In Fig. 5a, which depicts the solution after 6 hours, the Kelvin wave has almost propagated out of the viewport region. Shelf waves have steadily been generated in the wake of the Kelvin wave and are clearly visible in Fig. 5a. As is evident from Fig. 5b, after 8 hours these shelf waves are dispersive. Hence the region they "cover" is stretched as time progresses. At 8 hours the wind forcing is turned off and a new Kelvin wave is formed which rapidly propagates through the shelf waves and out of the viewport region. The Kelvin waves may clearly be seen in Fig. 6. In Fig. 5c, after 11 hours, the shelf waves covers the whole shelf within the viewport, while at Fig. 5d after 17 hours, a substantial portion of the shelf waves have propagated out of the region of interest. Finally, in Fig. 5e displaying the solution after 32 hours, all the waves have propagated out, and most of the disturbances initiated by the impulsive wind forcing have levelled out.

Two more runs with the same forcing and geometry, but with an open boundary at $y=2 L$, are depicted in Figs. 7 and 8 . For comparison reasons only the deviations of the surface elevations from the previous are shown. Figures $7 a$ and $b$ show these anomalies after 32 hours with the open boundary condition adapted from IO and implemented as described in § 3. As is evident from Figs. 7a and b, the IO boundary condition tends to remove fluid from the viewport basin. However, the solution compares favorably up to about 14 hours, after which fluid is steadily removed from the integration area compared to the "true" solution.

The open boundary conditions suggested by CO behaves similarly (Figs. 8a and b), but recovers and does not remove fluid appreciably. It is therefore concluded that the simpler version of the open boundary condition suggested by CO , with this particular setup, more accurately simulates the outflow of dispersive waves on an $f$-plane.
6. Forced waves at the open boundaries. In order to test the applicability of the new open boundary conditions suggested in §3, the final experiment was set up in much the same way as the experiments described in the previous sections. The channel depth is constant and the lower $(y=0)$ as well as the upper $(y=2 L)$ boundary are open. The forcing is adapted from §5. Afterwards the fluid was allowed to adjust towards its geostrophic equilibrium. Again, in order to adjust to the new environment brought to the fore by the wind, free Poincaré and Kelvin waves propagate away from the forced region towards the open boundary at $y=2 L$. At the same time forced Poincaré and Kelvin waves propagate towards the boundary at $y=0$. The sequence of events is illustrated by Figs. $9 \mathrm{a}-\mathrm{d}$. In the forced region, $0 \leqq y \leqq L$, the surface tilts



©
FIG. 5. Same as Fig. 4. In this case the lower boundary is closed, indicated by a solid line replacing the dashed line of Fig. 4. The grid point (29, 57) is marked by a black spot in Fig. 5a. (a) The solution after $t=6$ hours, (b) $t=8$ hours, (c) 11 hours, (d) 17 hours and (e) $t=32$ hours.


Fig. 6. The solid curve shows the time dependence of the deviation of the surface elevation away from its equilibrium position at the grid point $(29,57)$ in meters (see Fig. 5a). Time is indicated along horizontal axis in hours.
in order to establish a pressure gradient to balance the wind forcing. The development of this tilt is a combination of Ekman drift and the forced Kelvin and Poincaré waves. As time progresses (look at Figs. 9a-c) this gradient grows almost linearly with time. In the upper unforced region the free Kelvin wave is clearly depicted and carries the information of the wind in the lower half portion of the channel towards the upper open boundary. As revealed by Figs. 9a-c, even the forced waves are accurately simulated to propagate out at the lower open boundary. At time $t=8$ hours, the wind is turned off and the adjustment is allowed to take place. After time $t=16$ hours (Fig. 9d) a geostrophic flow has developed which is stationary except for inertial oscillations. This is to be expected. When the wind is turned off the motion is governed by the equations

$$
\begin{align*}
& \frac{\partial U}{\partial t}-f V=-g H \frac{\partial \eta}{\partial x}  \tag{6.1}\\
& \frac{\partial V}{\partial t}+f U=-g H \frac{\partial \eta}{\partial y} \tag{6.2}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{\partial \eta}{\partial t}=-\frac{\partial U}{\partial x}-\frac{\partial V}{\partial y} \tag{6.3}
\end{equation*}
$$

As shown by Gill (1976), the potential vorticity, as given by

$$
\begin{equation*}
P=\frac{-\frac{\partial U}{\partial y}+\frac{\partial V}{\partial x}+f H}{H(\eta+H)} \tag{6.4}
\end{equation*}
$$

is conserved for each fluid column individually; i.e., each column conserves its initial potential vorticity. For large times as $t \rightarrow \infty$ it may be shown that $U \equiv 0$, and thus from (6.1) follows

$$
\begin{equation*}
V=-\frac{g H}{f} \frac{d \eta}{d x} \tag{6.5}
\end{equation*}
$$


(a)

(b)

Fig. 7. (a) Solid (positive) and dashed (negative) curves show the anomaly of the surface elevation compared to that shown by Fig. 5e, i.e. after time $t=32$ hours. Dashed curves indicate a relative lower surface elevation. In this case, the IO open boundary condition has been used. Contour interval is 0.02 m . (b) Solid curve shows the time dependent anomaly of the surface elevation as compared to that of Fig. 6 for the grid point $(29,57)$ (see Fig. 5a). The IO open boundary condition has been applied.


Fig. 8. (a) Same as Fig. 7a. However, in this case the CO open boundary condition has been used. (b) Same as Fig. 7b. However, in this case the CO open boundary condition has been used.

The apparent ambiguity in the choice of $V$ and $\eta$ is resolved by the conservation of potential vorticity (6.4) which gives a unique solution for $V$ and $\eta$, provided the initial potential vorticity is known. Figure 9 d depicts a solution to (6.5) such that the potential vorticity given to the fluid by the wind during the first 8 hours of the simulation is conserved.
7. Discussion. A new open boundary condition for hyperbolic flows of an unbounded stratified rotating fluid is suggested which allows forcing to be present at



(c)

(b)
Fig. 9. Same as Fig. 4. Solutions are shown after time (a) $t=3$ hours, (b) $t=5$ hours, (c) $t=8$ hours and (d) $t=16$ hours. The lower open boundary is forced, the upper
one unforced, the forcing being confined to the lower half portion of the channel.

(a)
the open boundaries. This is accomplished by splitting the dependent variables into two modes, termed local and global modes. The local mode does not require any boundary conditions to be imposed and may be computed everywhere, even at the boundaries. The global modes consist of free waves and may therefore be assessed using the Sommerfeld radiation condition (1.1) as previously considered by Orlanski (1976) and Camerlengo and O'Brien (1980). The stratification is handled by a separation of the dependent variables into vertical modes (Gill and Clarke (1974)) and thus only the barotropic mode is considered. However, it is important to realize that each vertical mode has to be treated separately in order to satisfy the conditions at an open boundary.

Also considered is a comparison between the method of Orlanski (1976) and the modification of this method made by Camerlengo and O'Brien (1980). The comparison for long dispersive edge waves seems to be in favor of the simpler version of Camerlengo and O'Brien (1980), especially for long simulations.

The applicability of the suggested open boundary condition is shown in a sample problem. The sample problem considers the response of a fluid, contained within an infinitely long channel, to wind forcing. The new conditions are applied at two cross sections along the channel. Both the forced waves and free waves are reasonably accurately simulated to propagate out of the region.
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# AN INTERVAL ARITHMETIC APPROACH FOR THE CONSTRUCTION OF AN ALMOST GLOBALLY CONVERGENT METHOD FOR THE SOLUTION OF THE NONLINEAR POISSON EQUATION ON THE UNIT SQUARE* 
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#### Abstract

The discretization of the nonlinear Poisson equation on the unit square with Dirichlet boundary conditions leads to very large systems of nonlinear equations for small mesh sizes. The use of interval arithmetic enables us to develop a Newton-like method with an interval "fast Poisson solver." This method converges to the solution of the discretized problem provided an initial inclusion vector is known. The latter is easy to compute. We therefore speak of almost global convergence. Our method competes very well with known algorithms like the generalized conjugate gradient method and others with regard to global convergence, storage requirement and computation time.
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Introduction. We consider the nonlinear Dirichlet problem

$$
\begin{equation*}
\Delta u=f(u) \quad \text { on } I=[0,1] \times[0,1], \tag{0.1}
\end{equation*}
$$

$u=g \quad$ on the boundary $\Gamma$ of $I$, $g$ continuous on $\Gamma, f_{u}$ continuous and $f_{u} \geqq 0$ on $I \times \vartheta$, where $\vartheta \subseteq \mathbb{R}$ is an open interval.

It is well known that (0.1) has a unique solution (see for example [3, Chap. II, § 7]). The discretization of this boundary value problem (BVP) even in the case of the simplest five-point formula leads to very large systems of nonlinear equations if one uses realistically small mesh sizes. In this paper we discuss an iterative method that converges under the above conditions to the unique solution-see [14, Thm. 4.4.1]-of the discretized problem. For this purpose we need an interval vector including the solution. As this vector is easy to compute and is furthermore the only prerequisite for the convergence to the solution, we could even speak of global convergence. This particular aspect distinguishes the method to be discussed here from well-known methods for the numerical solution of ( 0.1 ) that often suffer from convergence problems (e.g., most of the Newton-like methods are only locally convergent). Most of the well-known globally convergent methods are either time consuming or need too much storage (see [14, Chaps. 10, 12-13], [2, Chaps. 19 and 22] or [18]). One of the first successful algorithms combining a faster method with the property of global convergence was the nonlinear block SOR method (NBSOR) where convergence was controlled by a numerical strategy [12]. The simple structure of problems like the Poisson equation on rectangles permits us, however, to incorporate fast direct methods into algorithms for nonlinear equations. Concus, Golub and O'Leary developed a very efficient generalized conjugate gradient (CG) method for nonlinear equations where the "residual" equation can be solved approximately by a fast direct method. Convergence can be ensured by periodically restarting the iteration after a minimization along a line [7]. The range of applications of that method goes far beyond the Poisson equation discussed here.

[^44]We should also mention the multigrid methods developed in the last years which have also been applied to nonlinear equations-but without a proof of global convergence [10], [11]. The method presented in this paper profits from the use of interval arithmetic. The latter guarantees not only the convergence to the solution of ( 0.1 ) by consecutive inclusion, but also permits the design of a fast Poisson solver applicable in the present nonlinear problem as part of an iterative method. This method converges rapidly to the solution of the discretized problem without an excessive storage requirement.

Section 1 contains the notation and some fundamental rules of interval arithmetic. In § 2 we discretize ( 0.1 ) to obtain a system of nonlinear equations. In § 3 we present some results for the interval Gauss algorithm needed in later sections. In $\S 4$ we develop a special "poisson solver" for systems of equations with interval coefficients and linear form (see $\S 3$ ). This method is an important part of the iterative method developed and discussed in $\S 5$. The methods and results of $\S \S 4$ and 5 can be extended to more general situations. This will be done in a subsequent paper.

In § 6 we consider both our interval method and a few other (well-known) methods. We examine their implementation on a computer and discuss their applicability to the BVP (0.1). More specifically we compare our method with some other interval methods, the nonlinear block SOR method (NBSOR) in a version of Hageman and Porsching [12] and the generalized CG method of Concus, Golub and O'Leary [7] (the latter being to our knowledge the fastest of the known algorithms for the numerical solution of (0.1)). Section 7 presents results of some numerical experiments. We computed systems up to a size of $16129 \times 16129$. Section 7 is followed by a glossary of abbreviations for algorithms used in this paper.

1. Notation and basic results. Our notation of interval arithmetic is very similar to that in [2, Chaps. 1-4 and 10]. We refer therefore to that source.

We denote by:

| $I(\mathbb{R})$ | the set of: the compact intervals in $\mathbb{R}$, |
| :--- | :--- |
| $V_{N}(\mathbb{R})$ | the point vectors with $N$ real components, <br> $V_{N}(I(\mathbb{R}))$ |
| the interval vectors with $N$ components  <br> $M_{N N}(\mathbb{R})$ belonging to $I(\mathbb{R})$, <br> $M_{N N}(I(\mathbb{R}))$ the real $N \times N$-point matrices, <br> the $N \times N$-interval matrices with coefficients <br> belonging to $I(\mathbb{R})$. |  |

We denote by $a, \cdots, z$ the elements of $\mathbb{R}$, by $A, \cdots, Z$ those of $I(\mathbb{R})$, by $a, \cdots$, ${ }^{\prime}$ those of $V_{N}(\mathbb{R})$, by $a, \cdots,{ }_{z}$ those of $V_{N}(I(\mathbb{R}))$, by $\mathscr{A}, \cdots, \mathscr{X}$ those of $M_{N N}(\mathbb{R})$ and by $\mathscr{A}, \cdots, \mathscr{Z}$ those of $M_{N N}(I(\mathbb{R}))$.

Point methods use only real numbers and real coefficients. In interval methods real numbers may be replaced by intervals, and real operations are replaced by the corresponding interval operations.

For elements of $I(\mathbb{R}), V_{N}(I(\mathbb{R}))$ and $M_{N N}(I(\mathbb{R}))$ we denote by $d(\cdot)$ the (vector, matrix of) diameter(s), by $|\cdot|$ (that of) the absolute value(s), by $m(\cdot)$ (that of) the midpoint(s) and by $q(\cdot, \cdot)$ (that of) the distance(s). $\rho(\cdot)$ denotes the spectral radius of a real matrix.

Coefficients of $N \times N$-matrices and vectors with $N$ components are specified by

$$
a=\left(a_{i}\right)_{i=1}^{N}, \quad a=\left(A_{i}\right)_{i=1}^{N}, \quad \mathscr{A}=\left(a_{i j}\right)_{i=1, j=1}^{N}, \quad \mathscr{A}=\left(A_{i j}\right)_{i=1, j=1}^{N} .
$$

Intervals $A \in I(\mathbb{R})$ are written as $[\underline{A}, \bar{A}]$, a real number $a$ will be identified with the interval $[a, a], \Gamma(A)$ describes the boundary $\{\underline{A}, \bar{A}\}$ and $A^{0}$ the interior $(\underline{A}, \bar{A})$ of an
interval $A$. For $\mathscr{A} \in M_{N N}(I(\mathbb{R}))$ we also write $\mathscr{A}=[\mathscr{A}, \bar{A}]$ with $\mathscr{A}=\left(A_{i j}\right)_{i=1, j=1}^{N}$; analogously for $\overline{\mathscr{A}}$ and for vectors. The elements of sequences $\left(x^{n}\right)_{n \in \mathbb{N}_{0}}$ and $\overline{\left(\mathcal{M}^{(n)}\right)_{n \in N_{0}}}$ are given by $x^{n}=\left(X_{k}^{(n)}\right)_{k \in \mathbb{N}_{0}}$ and $\mathcal{M}^{(n)}=\left(M_{i j}^{(n)}\right)_{i=1, j=1}^{N}$. We define convergence by

$$
\begin{aligned}
& \mathcal{M}^{(n)} \rightarrow \mathcal{M}^{*} \in M_{N N}(I(\mathbb{R}))(n \rightarrow \infty) \\
& \quad: \Leftrightarrow \overline{\mathcal{M}^{(n)}} \rightarrow \overline{\mathcal{M}}^{*}, \quad \underline{\mathcal{M}^{(n)}} \rightarrow \underline{M}^{*}(n \rightarrow \infty) \text { and } \mathcal{M}^{*} \subseteq \mathcal{M}^{(n+1)} \subseteq \mathcal{M}^{(n)} \quad \forall n \in \mathbb{N}_{0}
\end{aligned}
$$

and analogously for vector sequences. A vector $x \in V_{N}(I(\mathbb{R}))$ can be decomposed as follows:

$$
N=p q, \quad x=\left(x_{1}, \cdots, x_{q}\right), \quad x_{i}=\left(X_{i 1}, \cdots, X_{i p}\right) \quad \forall i \in\{1, \cdots, p\} .
$$

Writing $\mathscr{D}-\mathscr{L}-\mathscr{Y}$ or $\mathscr{P}(\cdot)-\mathscr{L}-\mathscr{U}$ for a matrix $\mathscr{\mu}$ or $\mathscr{\mu}(\cdot)$, we mean the decomposition into its diagonal strictly lower left respectively strictly upper right part.
$\mathscr{T}$ is the identity matrix, $\mathbb{O}$ (o) the matrix (vector) of zeros. Block tridiagonal interval matrices are described by (with $N=p q$ )

$$
\mathcal{M}=\left[\begin{array}{ccccc}
\mathscr{A}_{1} & \mathscr{B}_{1} & & & \\
\mathscr{B}_{1} & \mathscr{A}_{2} & \mathscr{C}_{2} & & \mathscr{O} \\
& \ddots & \ddots & \ddots & \\
O & & \mathscr{B}_{q-2} & \mathscr{A}_{q-1} & \mathscr{C}_{q-1} \\
& & & \mathscr{B}_{q-1} & \mathscr{A}_{q}
\end{array}\right]=\left(\mathscr{B}_{j-1}, \mathscr{A}_{j}, \mathscr{C}_{j}\right)_{q}
$$

We use the natural (componentwise) partial ordering on $V_{N}(\mathbb{R})$ and $M_{N N}(\mathbb{R})$. For example, $x>y$ means $x_{i}>y_{i}$ for all $i \in\{1, \cdots, N\}$. A matrix $\mathscr{A} \in M_{N N}(\mathbb{R})$ is called an

L-matrix if $a_{i j} \leqq 0$ for $i \neq j$ and $a_{i i}>0$ for $i=j$,
$M$-matrix if $a_{i j} \leqq 0$ for $i \neq j, \mathscr{A}^{-1}$ exists and $\mathscr{A}^{-1} \geqq \mathbb{O}$.
An $L$-matrix $\mathscr{A}$ is an $M$-matrix iff there is a vector $u>0$ such that $\mathscr{A} u>0$ [9].

A matrix $\mathscr{A}$ is called an interval $M-(L-)$ matrix if all $\mathscr{A} \in \mathscr{A}$ are $M-(L-)$ matrices.
An interval $L$-matrix $\mathcal{M}$ is an interval $M$-matrix if there exists an $M$-matrix $\mathscr{C}$ such that $\mathscr{C} \leqq \underline{M}[16$, p. 15].

A map from $V_{N}(\mathbb{R})$ into $V_{N}(\mathbb{R})$ is denoted by a point, for example $\notin$. and its values are specified for all $x \in V_{N}(\mathbb{R})$ by

$$
f(x)=\left(f_{i}\left(x_{1}, \cdots, x_{N}\right)\right)_{i=1}^{N}
$$

If we replace operands by intervals, standard functions by interval standard functions, if possible, and operations by the corresponding interval operations, and if the resulting vector belongs to $V_{N}(I(\mathbb{R}))$, i.e. all operations provide values in $I(\mathbb{R})$, then we write this vector as

$$
\not f(x)=\left(f_{i}\left(X_{1}, \cdots, X_{N}\right)\right)_{i=1}^{N}
$$

and call it the interval extension of $f$ in $x$. We further need for $x, y \in V_{N}(\mathbb{R})$

$$
f(x / y)=\left(f_{i}\left(x_{1}, \cdots, x_{i-1}, y_{i}, \cdots, y_{N}\right)\right)_{i=1}^{N} .
$$

The following relations (1.3)-(1.8) are easily deduced from the rules in interval arithmetic,
subset property

$$
\begin{align*}
& \mathscr{A} \subseteq \mathscr{B}, \mathscr{C} \subseteq \mathscr{D}, * \in\{+,-, \cdot\} \Rightarrow \mathscr{A} * \mathscr{C} \subseteq \mathscr{B} * \mathscr{D},  \tag{1.3}\\
& A \subseteq B, C \subseteq D, 0 \notin D \Rightarrow A / C \subseteq B / D ; \\
& (\mathscr{A}+\mathscr{B}) \mathscr{C} \subseteq \mathscr{A} \mathscr{C}+\mathscr{B} \mathscr{C}, \mathscr{C}(\mathscr{A}+\mathscr{B}) \subseteq \mathscr{C} \mathscr{A}+\mathscr{C} \mathscr{B}, \\
& (\mathscr{A}+\mathscr{B}) \mathscr{C}=\mathscr{A} \mathscr{C}+\mathscr{B} \mathscr{C}, \mathscr{C}(\mathscr{A}+\mathscr{B})=\mathscr{C} \mathscr{A}+\mathscr{C} \mathscr{B} ;  \tag{1.4}\\
& \mathscr{O} \in \mathscr{A}, \mathscr{B} \leqq O \text { or } \overline{\mathscr{B}} \leqq \mathscr{O} \Rightarrow d(\mathscr{A} \mathscr{B})=|\mathscr{A}| d(\mathscr{B}), d(\mathscr{B} \mathscr{A})=d(\mathscr{B})|\mathscr{A}| ; \\
& \mathscr{A} \subseteq \mathscr{B} \Rightarrow d(\mathscr{A}) \leqq d(\mathscr{B}) ; \\
& d(\mathscr{A} \mathscr{B})=|\mathscr{A}| d(\mathscr{B}), d(\mathscr{B} \mathscr{A})=d(\mathscr{B})|\mathscr{A}| ; \\
& \mathscr{A} \in \mathscr{B} \subseteq \mathscr{C} \Rightarrow \mathscr{C} \leqq \mathscr{B} \leqq \mathscr{A} \leqq \overline{\mathscr{B}} \leqq \overline{\mathscr{C}} \text { and }|\mathscr{A}| \leqq|\mathscr{B}| \leqq|\mathscr{C}| ; \\
& |\mathscr{P}| \leqq \mathscr{A} \Rightarrow \rho(\mathscr{B}) \leqq \rho(\mathscr{A}) \quad([19, \text { Thm. 2.8]). }
\end{align*}
$$

Let $I$ be an iterative method producing the set $\left\{\left(g^{k}\right)_{k \in \mathbb{N}_{0}} \in I\right\}$ of sequences converging to the solution $y$ of a given problem. We measure the asymptotic convergence rate of $I$ by the $R_{1}$-factor

$$
R_{1}(I, y)=\sup \left\{\limsup _{k \rightarrow \infty}\left\|_{\dot{f}}{ }^{k}\right\|^{1 / k} \mid\left(\tilde{g}^{k}\right)_{k \in N_{0}} \in I\right\} .
$$

(See [2, App. A] and [14, Chap. 9].).
The relations (1.3) and (1.4) play the most important role in interval arithmetic. (1.3) enables one to explore inclusion properties by means of interval arithmetic; (1.4) can be regarded as an important deviation from the ordinary real arithmetic. It explains why the unreflected use of intervals often yields too large intervals, i.e. useless results. The main difficulty of all interval methods is therefore the appropriate application of the interval arithmetic.
2. Five-point discretization of the boundary value problem. The discretization of ( 0.1 ) is carried out by using the central difference quotient and the mesh size $h=1 /(m+1), m \in \mathbb{N}$, for both coordinate directions:

$$
\begin{align*}
& \frac{x_{i j-1}-2 x_{i j}+x_{i j+1}}{h^{2}}+\frac{x_{i-1 j}-2 x_{i j}+x_{i+1 j}}{h^{2}}=f_{i j}, \\
& x_{0 j}=g_{0 j}=g(j h, 0), \quad x_{m+1 j}=g_{m+1 j}=g(j h, 1),  \tag{2.1}\\
& x_{i 0}=g_{i 0}=g(0, i h), \quad x_{i m+1}=g_{i m+1}=g(1, i h), \\
& \text { with } x=\left(x_{1}, \cdots, x_{m}\right), \quad x_{i}=\left(x_{i 1}, \cdots, x_{i}\right) \quad \text { and } f_{i j}=f\left(j h, i h, x_{i j}\right)
\end{align*}
$$

$$
\text { for } 1 \leqq i, j \leqq m \text {. }
$$

This yields the system

$$
\begin{align*}
& \mathscr{f}(x)=0 \text { where } \mathscr{f}(x)=\mathscr{M} x+\Phi(x) \forall x \in V_{N}(\mathbb{R}), \\
& \mathscr{M}=(-\mathscr{Y}, \mathscr{A},-\mathscr{Y})_{m}, \mathscr{A}=(-1,4,-1)_{m}, \tag{2.2}
\end{align*}
$$

and $\Phi(x)=\left(\phi_{k j}\left(x_{k j}\right)\right)_{k, j=1}^{m}$ is a vector with the $N=m^{2}$ components, $\phi_{k j}\left(x_{k j}\right)=$ $h^{2} f_{k j}-b_{k j}$ where $b_{k j}$ stands for a boundary value belonging to $(k, j)$ and for 0 otherwise.

Thus we have

$$
f^{\prime}(x)=\mathscr{M}+\Phi^{\prime}(x)=\left(-\mathscr{Y}, \mathscr{A}_{j}(x),-\mathscr{Y}\right)_{m}
$$

where $\Phi^{\prime}(x)$ is a diagonal matrix with diagonal coefficients $\partial \phi_{k j}\left(x_{k j}\right) / \partial x_{k j}$ and $\mathscr{M}$ is an $M$-matrix. (2.2) has a unique solution $y \in x^{0}$ (see the introduction). We further have $\Phi^{\prime}(x) \geqq \overparen{O} \forall x \in \vartheta$ because of $f_{u} \geqq 0$ on $\vartheta$ and therefore $\Phi^{\prime}(x) \geqq \overparen{O}$ for $x \subset \vartheta$ if we use a suitable interval extension of $\Phi^{\prime}(\cdot)$ in $x . \Phi^{\prime}(\cdot)$ is a diagonal matrix. Therefore $f^{\prime}(x)$ is an interval $M$-matrix for $x \subset \vartheta$ by (1.2).
3. Interval-arithmetic Gauss algorithm (IGA). The interval-arithmetic Gauss algorithm (IGA) plays an important role in $\S 4$. We therefore collect some properties (see also [1] and [2, Chap. 15]). IGA solves the following problem

## Given

$\mathscr{A} \in M_{N N}(I(\mathbb{R})), y \in V_{N}(I(\mathbb{R})), \mathscr{A}^{-1}$ exists for all $\mathscr{A} \in \mathscr{A}$,
we seek an inclusion $x \in V_{N}(I(\mathbb{R}))$ of the set of solutions

$$
L M=\left\{x \in V_{N}(\mathbb{R}) \mid \mathscr{A} x=y, \mathscr{A} \in \mathscr{A}, \underset{y}{ } \in \mathscr{y}\right\} .
$$

$(\mathscr{A}, \mathscr{y}$ ) defines what we will call a system of equations with interval coefficients and linear form.

In this paper we need the following version of IGA, where the nonvanishing coefficients of $\mathscr{A}$ are stored in an $N \times(2 m+1)$-matrix $\mathscr{D}$ defined by

$$
\begin{align*}
& \qquad D_{i j}:= \begin{cases}A_{i j+i}, & 1 \leqq i \leqq N, \\
0, & \text { otherwise. }\end{cases} \\
& \text { IGA for band matrices } \text { (bandwidth } 2 m+1 \text { ) } \tag{3.2}
\end{align*}
$$

reduction part

$$
\begin{aligned}
& k:=1(1) N-1 \\
& i:=k+1(1) \min (k+m, N) \\
& C:=D_{i, k-i} / D_{k 0} \\
& Y_{i}:=Y_{i}-Y_{k} \cdot C \\
& j:=k+1-i(1) \min (k+m, N)-i \\
& D_{i j}:=D_{i j}-D_{k, j-k+i} \cdot C
\end{aligned}
$$

solution part

$$
\begin{aligned}
& Y_{N}:=Y_{N} / D_{N 0} \\
& i:=N-1(-1) 1 \\
& j:=1(1) \min (m, N-i) \\
& Y_{i}:=Y_{i}-D_{i j} Y_{j+i} \\
& Y_{i}:=Y_{i} / D_{i 0} .
\end{aligned}
$$

The vector $y$ gives us the desired inclusion $x$ of $L M$, for which we write

$$
x=\operatorname{IGA}(\mathscr{A}, \mathscr{y})
$$

For our iterative method in § 5 we apply a simplified version of (3.2) which can be found in §6. The division in IGA are well defined if $0 \notin D_{k 0}=A_{k k}$. As the $D_{k 0}$ are altered, this condition is not automatically fulfilled. But we may apply the following criterion to ensure that IGA can be carried out, even without pivoting. Let $\mathscr{B}$ be the matrix defined by

$$
b_{i j}=\left\{\begin{array}{ll}
m\left(A_{i i}\right)-d\left(A_{i i}\right) / 2, & i=j, \\
-\left|A_{i j}\right|, & i \neq j,
\end{array} \quad 1 \leqq i, j \leqq N .\right.
$$

Theorem 3.1 [1]. If $\mathscr{B}$ is an M-matrix, the interval-arithmetic Gauss algorithm can be carried out with $\mathscr{A}$. No pivoting is necessary.

If IGA can be carried out then we immediately deduce from the subset property (1.3):

Lemma 3.2. If $\mathscr{A}, \mathscr{B} \in M_{N N}(I(\mathbb{R})), x, \mathscr{y} \in V_{N}(I(\mathbb{R}))$, then

$$
\mathscr{A} \subseteq \mathscr{B}, x \subseteq y \Rightarrow \operatorname{IGA}(\mathscr{A}, x) \subseteq \operatorname{IGA}(\mathscr{B}, y)
$$

Remark 3.3. Due to the continuity of the interval operations ( $+,-, *, /$ ), IGA itself is continuous: assuming that IGA can be carried out, we have

$$
\mathscr{A}^{(k)} \rightarrow \mathscr{A}^{*}, \ell^{k} \rightarrow \ell^{*}(k \rightarrow \infty) \Rightarrow \operatorname{IGA}\left(\mathscr{A}^{(k)}, \ell^{k}\right) \rightarrow \operatorname{IGA}\left(\mathscr{A}^{*}, \ell^{*}\right)(k \rightarrow \infty) .
$$

4. Reduction method for interval matrices. While solving (2.2) we have to operate with large matrices of a special structure. We now develop a reduction method for the computation of an inclusion vector for the set of solutions of a system with interval coefficients and linear form whose matrix has the given structure. Comparing this method with the Gauss algorithm we will notice a remarkable reduction of the number of arithmetic operations and of the storage requirement (see the numbers, for problem (2.2), of the iterative methods using IGA and of those using the reduction method (Tables 2 and 3, §7)). Our reduction method is an important part of the iterative method to be presented in the next section.

In (3.1) we replace $\mathscr{A}$ by the matrix

$$
\mathcal{M}=\left[\begin{array}{cccccc}
\mathscr{A} & \mathscr{T} & & & &  \tag{4.1}\\
\mathscr{T} & \mathscr{A} & \mathscr{T} & & & \mathscr{O} \\
& \ddots & \ddots & \ddots & \\
& \mathscr{O} & \mathscr{T} & \mathscr{A} & \mathscr{T} \\
& & & \mathscr{T} & \mathscr{A}
\end{array}\right] \in M_{N N}(I(\mathbb{R}))
$$

$$
\begin{aligned}
& \text { with } \mathscr{A} \in M_{p p}(I(\mathbb{R})), \mathscr{T} \in M_{p p}(\mathbb{R}), \\
& \qquad \mathscr{A} \mathscr{T}=\mathscr{T} \mathscr{A} \text { for all } \mathscr{A} \in \mathscr{A}, \\
& N=p q, q=2^{k+1}-1, k, p \in \mathbb{N} .
\end{aligned}
$$

We will develop an algorithm formally similar to the Buneman algorithm for linear point systems (see [5] and [17, § 8.8]).

We first choose $M \in \mathcal{M}$ and $\not \mathscr{y} \in \mathscr{y}$ and consider the system

$$
\mu_{x}=y .
$$

With $\mathscr{A}^{(0)}:=\mathscr{A}, \mathscr{T}^{(0)}:=\mathscr{T}, \mathscr{y}^{(0)}:=\underset{\mathscr{C}}{ }$ this system can be written as follows:

With $x_{0}:=x_{2^{k+1}}:=0$ an equivalent formulation is

$$
\begin{aligned}
\mathscr{T}^{(0)} x_{j-2}+\mathscr{A}^{(0)} x_{j-1}+\mathscr{T}^{(0)} x_{j} & =y_{j}^{0}, \\
\mathscr{T}^{(0)} x_{j-1}+\mathscr{A}^{(0)} x_{j}+\mathscr{T}^{(0)} x_{j+1} & =\mathscr{y}_{j}^{0}, \quad 2 \leqq j \leqq 2^{k+1}-2, \\
\mathscr{T}^{(0)} x_{j}+\mathscr{A}^{(0)} x_{j+1}+\mathscr{T}^{(0)} x_{j+2} & =y_{j+1}^{0} .
\end{aligned}
$$

Then we multiply the equations $j-1$ and $j+1$ by $\mathscr{T}^{(0)}$ and equation $j$ by $-\mathscr{A}^{(0)}$, and add. For $\mathscr{T}^{(1)}:=\left(\mathscr{T}^{(0)}\right)^{2}$ and $\mathscr{A}^{(1)}:=2 \mathscr{T}^{(1)}-\left(\mathscr{A}^{(0)}\right)^{2}$, the relation $\mathscr{A} \mathscr{T}=\mathscr{T} \mathscr{A}$ gives $\mathscr{A}^{(1)} \mathscr{T}^{(1)}=\mathscr{T}^{(1)} \mathscr{A}^{(1)}$. With

$$
y_{j}^{1}:=\mathscr{T}^{(0)}\left(y_{j-1}^{0}+y_{j+1}^{0}\right)-\mathscr{A}^{(0)} y_{j}^{0}, \quad j:=2(2) 2^{k+1}-2,
$$

we obtain the reduced system

$$
\left(\right)\left(\begin{array}{c}
x_{2} \\
x_{4} \\
\vdots \\
x_{2}^{k+1}-4 \\
x_{2^{k+1}-2}
\end{array}\right)=\left(\begin{array}{c}
\mathscr{Y}_{2}^{1} \\
\mathscr{Y}_{4}^{1} \\
\vdots \\
y_{2^{\frac{1}{k+1}-4}} \\
\mathscr{y}_{2^{\frac{1}{k+1}-2}}
\end{array}\right),
$$

which can again be reduced as described above.
We now suppose that in the $(r-1)$ st step, $2 \leqq r \leqq k$, we have obtained the equations

$$
\mathscr{T}^{(r-1)} x_{j-2}^{r-1}+\mathscr{A}^{(r-1)} x_{j}+\mathscr{T}^{(r-1)} x_{j+2^{r-1}}=\mathscr{y}_{j}^{r-1}, \quad j:=2^{r-1}\left(2^{r-1}\right) 2^{k+1}-2^{r-1} .
$$

We multiply the equations $j-2^{r-1}$ and $j+2^{r-1}$ by $\mathscr{T}^{(r-1)}$ and equation $j$ by $-\mathscr{A}^{(r-1)}$, and we add these equations. We define

$$
\begin{aligned}
& \mathscr{T}^{(r)}:=\left(\mathscr{T}^{(r-1)}\right)^{2}, \quad \not \mathscr{A}^{(r)}:=2 \mathscr{T}^{(r)}-\left(\mathscr{A}^{(r-1)}\right)^{2}, \\
& \mathscr{y}_{j}^{r}:=\mathscr{T}^{(r-1)}\left(\not \mathscr{y}_{j}^{\left.r-1-2^{r-1}+\mathscr{y}_{j+2^{r-1}}^{r-1}\right)-\mathscr{A}^{(r-1)} \mathscr{y}_{j}^{r-1}, \quad j:=2^{r}\left(2^{r}\right) 2^{k+1}-2^{r} .}\right.
\end{aligned}
$$

In view of $\mathscr{A}^{(r-1)} \mathscr{T}^{(r-1)}=\mathscr{T}^{(r-1)} \mathscr{A}^{(r-1)}$ we deduce the relation

$$
\mathscr{A}^{(r)} \mathscr{T}^{(r)}=\mathscr{T}^{(r)} \mathscr{A}^{(r)}
$$

and obtain again a reduced system:

For $r=k$ the system

$$
\mathscr{A}^{(k)} x_{2}{ }^{k}=\mathscr{y} \cdot{ }_{2}^{k}
$$

remains to be solved. The reduced systems of the steps $r=0, \cdots, k-1$ can be solved in reversed order with respect to the subvectors $x_{j}$ composing the solution $x$ : we solve for $x_{j}$

$$
\begin{align*}
r:= & k-1(-1) 0, \quad j:=2^{r}\left(2^{r}\right) 2^{k+1}-2^{r}:  \tag{4.2}\\
& \mathscr{T}^{(r)} x_{j-2^{r}}+\mathscr{A}^{(r)} x_{j}+\mathscr{T}^{(r)} x_{j+2^{r}}=\mathscr{y}_{j}^{r} .
\end{align*}
$$

In order to avoid multiplications with the matrices $\mathscr{A}^{(r)}$, we replace the vectors $y_{j}^{r}$ by new vectors. The computation of the new vectors only requires the solving of systems of linear equations with the matrices $\mathscr{A}^{(r)}$. Instead of computing the $\mathscr{y}_{j}^{r}$, we write

$$
\ddot{x}_{j}^{0}:=0, \quad q_{j}^{0}:=y_{j}, \quad j:=1(1) 2^{k+1}-1,
$$

and define

$$
\begin{aligned}
& \mathscr{h}_{j}^{r+1}:=\mathscr{\mu}_{j}^{r}-\left(\mathscr{A}^{(r)}\right)^{-1}\left\{\mathscr{T}^{(r)}\left(\mathscr{p}_{j-2^{\prime}}^{r}+\mathscr{p}_{j+2^{r}}^{r}\right)=q_{j}^{r}\right\}, \\
& q_{j}^{r+1}:=\mathscr{T}^{(r)}\left\{q_{j}^{r} 2^{r}+q_{j}^{r}+2^{r}-2 \mathscr{T}^{(r)} p_{j}^{r+1}\right\}, \quad r:=0(1) k-1, \quad j:=2^{r}\left(2^{r}\right) 2^{k+1}-2^{r} .
\end{aligned}
$$

Using (4.2) it can be shown by induction that

$$
\begin{equation*}
r:=0(1) k, j:=2^{r}\left(2^{r}\right) 2^{k+1}-2^{r}: \quad \mathscr{y}_{j}^{r}=\mathscr{A}^{(r)} \mathscr{R}_{j}^{r}+\mathscr{q}_{j}^{r} . \tag{4.3}
\end{equation*}
$$

Later we will substitute (4.3) into (4.2). Multiplications by $\mathscr{A}^{(r)}$ will be replaced by the solution of linear systems of equations. We therefore factorize

$$
\begin{equation*}
\mathscr{A}^{(r)}=-\prod_{j=1}^{2^{r}}\left(\mathscr{A}+\left\{2 \cos \left(\frac{2 j-1}{2^{r+1}} \pi\right)\right\} \mathscr{T}\right) \tag{4.4}
\end{equation*}
$$

The way of solving the system $\mu_{x}=y$ as done above leads us to the interval-arithmetic reduction algorithm for the system ( $\mathcal{M}, y)$ :
(4.5) Reduction algorithm for interval matrices (IBU).

$$
\begin{array}{ll}
\mathscr{T}^{(0)}:=\mathscr{T}, \mathscr{A}^{(0)}:=\mathscr{A}, \mathscr{h}_{j}^{0}:=\varnothing, \mathscr{q}_{j}^{0}:=\neq, & j:=1(1) 2^{k+1}-1, \\
\mathscr{G}_{j}^{(r)}:=\mathscr{A}+\left\{2 \cos \left((2 j-1) \pi / 2^{r+1}\right)\right\} \mathscr{T}, & r:=0(1) k, j:=1(1) 2^{r} .
\end{array}
$$

reduction part

$$
\begin{aligned}
& r:=1(1) k: \\
& \mathscr{T}^{(r-1)}:=\left(\mathscr{T}^{(r-2)}\right)^{2} \quad(\text { if } r>1) \\
& j:=2^{r}\left(2^{r}\right) 2^{k+1}-2^{r}: \\
& z^{2^{r-1}}:=\operatorname{IGA}\left(\mathscr{G}_{2^{(r-1}}^{(r)}, \mathscr{T}^{(r-1)}\left(\not_{j-2}^{r-1} 2^{r-1}+\nsim j_{j+2^{r-1}}^{r-1}\right)-\varphi_{j}^{r-1}\right) \\
& l:=2^{r-1}-1(-1) 1 \text { : } \\
& z^{l}:=\operatorname{IGA}\left(\mathscr{G}_{l}^{(r-1)}, y^{l+1}\right) \\
& \mu_{j}^{r}:=\mu_{j}^{r-1}+{ }_{j}{ }^{1} \\
& \phi_{j}^{r}:=\mathscr{T}^{(r-1)}\left(\boldsymbol{q}_{j-2^{r-1}}^{r-1}+q_{j+2^{r-1}}^{r-1}-2 \mathscr{T}^{(r-1)} \not_{j}^{r}\right) .
\end{aligned}
$$

solution part

$$
\begin{aligned}
& x_{0}:=x_{q+1}:=0 \\
& r:=k(-1) 0: \\
& j:=2^{r}\left(2^{r+1}\right) 2^{k+1}-2^{r} \\
& \quad \mathfrak{z}^{2}:=\operatorname{IGA}\left(\mathscr{G}_{2^{(r)}}, \not_{j}^{r}-\mathscr{T}^{(r)}\left(x_{j-2^{r}}+x_{j+2^{r}}^{r}\right)\right) \\
& \quad l:=2^{r}-1(-1) 1 \\
& \quad z^{l}:=\operatorname{IGA}\left(\mathscr{G}_{l}^{(r)}, z^{l+1}\right) \\
& x_{j}:=\nsim j_{r}^{r}-z^{1} .
\end{aligned}
$$

For point systems $\mu_{x}=y_{y}$ this algorithm degenerates to an algorithm similar to Buzbee's extension to the case $\mathscr{A} \mathscr{T}=\mathscr{T} \mathscr{A}$ of Buneman's algorithm [6]. However, our algorithm needs fewer arithmetic operations.

First of all we show that the vector $x=\left(x_{1}, \cdots, x_{q}\right)$ includes the set $L M$ of solutions of $(\mathcal{M}, \mathscr{y})$. We write

$$
x=\operatorname{IBU}(\mathcal{M}, y) .
$$

Theorem 4.1. Suppose IBU is applicable to problem (3.1) modified by (4.1). Then

$$
L M \subseteq x=\operatorname{IBU}(\mathcal{M}, y)
$$

Proof. Let $M \in \mathcal{M}, y \in y$ and $\mathcal{M}_{x}=y$. We apply IBU simultaneously to ( $\left.\mu, y\right)$ and $(\mathcal{M}, y)$. Of course the representation (4.5) and the factorization (4.4) are also valid for point matrices and point vectors. Step by step we show for all indices

$$
\begin{equation*}
\mathscr{h}_{j}^{r} \in \mathscr{h}_{j}^{r}, \quad q_{j}^{r} \in q_{j}^{r}, \quad x_{j} \in x_{j} \tag{4.6}
\end{equation*}
$$

using Lemma 3.2 and the subset property (1.3). We then have

$$
x=\operatorname{IBU}(\mu, y)=M^{-1} y
$$

and finally

$$
x=\operatorname{IBU}(\mathcal{M}, y) \in \operatorname{IBU}(\mathcal{M}, y)=x .
$$

As $\mathscr{M} \in \mathscr{M}$ and $\underset{y}{ } \in \mathscr{y}$ are arbitrary, we conclude

$$
L M \subseteq x=\operatorname{IBU}(\mathcal{M}, y)
$$

The next theorem gives a criterion for deciding if IBU can be carried out. Theorem 4.2. Let the matrix $\mathscr{B} \in M_{p p}(\mathbb{R})$ be defined by

$$
b_{i j}=\left\{\begin{array}{lll}
\underline{A_{i i}+2\left\{\cos \left(\left(1-2^{-(k+1)}\right) \pi\right)\right\} t_{i i},} & i=j, & \underline{A_{i i}>0,} t_{i i} \geqq 0, \\
A_{i i}+2\left\{\cos \left(2^{-(k+1)} \pi\right)\right\} t_{i i}, & i=j, & \underline{A_{i i}}>0, \\
\max _{i i}<0, \\
\max _{1 \leqq r \leqq k}\left\{\left\lvert\, A_{i j}+2 \cos \left(\left.\frac{2 l-1}{\left.2^{r+1} \pi\right)} t_{i j} \right\rvert\,\right\}\right.,\right. & i \neq j . &
\end{array}\right.
$$

If $\mathscr{P}$ is an M-matrix, then IBU can be applied to $(\mathcal{M}, \mathscr{y})$. No pivoting is necessary for the applications of IGA in IBU.

Proof. The question of the applicability of IBU only arises where IGA has to be used. $\mathscr{B}$ being an $M$-matrix, we have $b_{i i}>0$ for $1 \leqq i \leqq p$. With

$$
-2<2 \cos \left\{\left(1-\frac{1}{2^{k+1}}\right) \pi\right\} \leqq 2 \cos \left\{\left(\frac{2 j-1}{2^{r+1}}\right) \pi\right\} \leqq 2 \cos \left(\frac{\pi}{2^{k+1}}\right)<2
$$

for $j \in\left\{1, \cdots, 2^{r}\right\}, r \in\{1, \cdots, k\}$, we conclude that for $i \in\{1, \cdots, p\}$ and each $\mathscr{A} \in \mathscr{A}$

$$
0<\underline{A_{i i}}+2\left\{\cos \left(\left(1-\frac{1}{2^{k+1}}\right) \pi\right)\right\} t_{i i} \leqq a_{i i}+2\left\{\cos \left(\frac{2 j-1}{2^{r+1} \pi}\right)\right\} t_{i i} \quad \text { if } \underline{A_{i i}} \geqq 0, \quad t_{i i} \geqq 0
$$

and

$$
0<\underline{A_{i i}}+2\left\{\cos \left(\frac{\pi}{2^{k+1}}\right)\right\} t_{i i} \leqq a_{i i}+2\left\{\cos \left(\frac{2 j-1}{2^{r+1}} \pi\right)\right\} t_{i i} \quad \text { if } \underline{A_{i i}} \geqq 0, \quad t_{i i}<0 .
$$

For $i \neq j$ and $1 \leqq l \leqq 2^{r}, 1 \leqq r \leqq k$, we have

$$
\left|b_{i j}\right| \geqq\left|A_{i j}+2\left\{\cos \left(\frac{2 l-1}{2^{r+1}} \pi\right)\right\} t_{i j}\right| \geqq\left|a_{i j}+2\left\{\cos \left(\frac{2 l-1}{2^{r+1} \pi}\right)\right\} t_{i j}\right| .
$$

$\mathscr{B}$ being an $M$-matrix, there is a vector $u>0$ such that $\mathscr{B} u>0$. This means for all $i \in\{1, \cdots, p\}, r \in\{1, \cdots, k\}, l \in\left\{1, \cdots, 2^{r}\right\}$

$$
\begin{aligned}
\left(a_{i i}+2\left\{\cos \left(\frac{2 l-1}{2^{r+1}} \pi\right)\right\} t_{i i}\right) u_{i} & \geqq\left(\underline{A_{i i}}+2\left\{\cos \left(\left(1-\frac{1}{2^{k+1}}\right) \pi\right)\right\} t_{i i}\right) u_{i} \\
& \geqq \sum_{\substack{j=1 \\
j \neq i}}^{p} \max _{1 \leq r \leq k} \max _{1 \leqq s \leq 2^{r}}\left\{\left|A_{i j}+2\left\{\cos \left(\frac{2 s-1}{2^{r+1}} \pi\right)\right\} t_{i j}\right|\right\} u_{j} \\
& \geqq \sum_{\substack{j=1 \\
j \neq i}}^{p}\left|a_{i j}+2\left\{\cos \left(\frac{2 l-1}{2^{r+1} \pi}\right)\right\} t_{i j}\right| u_{j}
\end{aligned}
$$

if $A_{i i}>0, t_{i i}>0$ (analogously for the other case). Following [1, proof of (1.2) and Thm. 1], we conclude from the above chain of inequalities that IGA can be carried out with the matrices $\mathscr{A}$ and $\mathscr{G}_{j}^{(r)}$ without pivoting. Consequently IBU can be carried out.

Remark 4.3. Like IGA, IBU is continuous in the following sense:

$$
\mathcal{M}^{(k)} \rightarrow \mathcal{M}^{*}, y^{k} \rightarrow y^{*}(k \rightarrow \infty) \Rightarrow \operatorname{IBU}\left(\mathcal{M}^{(k)}, y^{k}\right) \rightarrow \operatorname{IBU}\left(\mathcal{M}^{*}, y^{*}\right)(k \rightarrow \infty)
$$

Remark 4.4. If $\mathcal{M}$ is an interval $M$-matrix, then it can be shown that all coefficient matrices arising in the reduction part are also interval $M$-matrices. We therefore know the signs of many interval bounds while carrying out IBU. This fact immensely simplifies interval operations. The applications in § 6 will lead us to interval $M$-matrices.
5. An iterative method for systems of nonlinear equations. The system (2.2) can be imbedded in a more general framework for §§ 5-7:

Given a function $f: \vartheta \rightarrow V_{N}(\mathbb{R}), \vartheta \subseteq V_{N}(\mathbb{R}), \notin$ continuously differentiable in $\vartheta$, and an interval vector $x^{0} \in V_{N}(I(\mathbb{R}))$ contained in $\vartheta$ and including exactly one zero $y$ of $\notin$ :

$$
y \in x^{0} \subseteq \vartheta,
$$

we seek $y$.

Then, for all $x \subseteq x^{0}$ and all $x, z \in x$, there is a vector $u \in x$ such that
(5.3) We further require the existence of an interval extension of $f^{\prime}(\cdot)$ in $x^{0}$.

If $f^{\prime}(x)$ is invertible for all $x \in x^{0}$, we can transform (5.2) into

$$
y=x-f^{\prime}(u)^{-1} \mathscr{f}(x)
$$

with $y=y$. If IGA can be applied to $f^{\prime}\left(x^{0}\right)$, the subset property (1.3), Lemma 3.2 and the fact that $u \in x$ show that

$$
\begin{equation*}
y \in x-\operatorname{IGA}\left(f^{\prime}(x), \notin(x)\right) . \tag{5.4}
\end{equation*}
$$

We can define the

## Interval-arithmetic Newton method (ING)

$$
\begin{equation*}
x^{k+1}:=\left\{m\left(x^{k}\right)-\operatorname{IGA}\left(f^{\prime}\left(x^{k}\right), \not f\left(m\left(x^{k}\right)\right)\right)\right\} \cap x^{k} \quad \text { for all } k \in \mathbb{N}_{0} . \tag{5.5}
\end{equation*}
$$

Decomposing $\mathscr{\not}^{\prime}(\cdot)=\mathscr{P}(\cdot)-\mathscr{L}(\cdot)-\mathscr{Y}(\cdot)$ (see § 1), a similar development leads to the

## Interval-arithmetic Newton-Gauss-Seidel method with intersection after each component (INESVKD)

$$
\begin{aligned}
& i:=1(1) N \text {, } \\
& X_{i}^{(k+1)}:=\left\{m\left(x^{k}\right)-\left(\sum_{j=1}^{i-1} L_{i j}\left(x^{k}\right)\left(m\left(X_{j}^{(k)}\right)-X_{j}^{(k+1)}\right)\right.\right. \\
& \left.+\sum_{j=i+1}^{N} U_{i j}\left(x^{k}\right)\left(m\left(X_{j}^{(k)}\right)-X_{j}^{(k)}\right)+f_{i}\left(m\left(x^{k}\right)\right)\right) \\
& \left./ D_{i i}\left(x^{k}\right)\right\} \cap X_{i}^{(k)} \quad \text { for all } k \in \mathbb{N}_{0} .
\end{aligned}
$$

Under certain conditions INESVKD and ING converge to $y$ (see [2, §§ 19, 22]). There the convergence of ING to $y$ is ensured by using an auxiliary sequence. Applied to the system (2.2), INESVKD requires a relatively small number of arithmetic operations per step, but the total computation time is much too high. If ING converges to $y$, the convergence is quadratic. However, the iteration steps are too expensive for large systems.

In order to be able to compete in computation speed with methods like NBSOR or the generalized CG method, we replace IGA by IBU in ING. But $\not \ell^{\prime}(\cdot)$ does not have the form required by IBU-see (2.2) and (4.1). We therefore define

$$
\begin{align*}
& \forall x \subseteq x^{0} \\
& \mathscr{A}(x)=\left(A_{i k}(x)\right)_{i=1}^{p}{ }_{k=1}^{p} \quad \text { by }  \tag{5.7}\\
& A_{i k}(x)=\left[\min \left\{\underline{A_{i k j}(x)} \mid 1 \leqq j \leqq q\right\}, \quad \max \left\{\overline{A_{i k j}(x)} \mid 1 \leqq j \leqq q\right\}\right]
\end{align*}
$$

and replace $f^{\prime}(x)=\left(\mathscr{T}, \mathscr{A}_{j}(x), \mathscr{T}\right)_{q}$ (with $\mathscr{T}=-\mathscr{f}$ for (2.2)) by

$$
\begin{equation*}
\hat{\mathscr{F}}(x)=(\mathscr{T}, \mathscr{A}(x), \mathscr{T})_{q} . \tag{5.8}
\end{equation*}
$$

Hence

$$
\begin{equation*}
f^{\prime}(x) \subseteq \hat{\mathscr{F}}(x) \quad \forall x \subseteq x^{0} \tag{5.9}
\end{equation*}
$$

The $q$ diagonal blocks $\mathscr{A}(x)$ of $\hat{\mathscr{F}}(x)$ are now identical. So we can take advantage of the results of $\S 4$ in order to apply IBU:

$$
\begin{align*}
& \text { Interval-arithmetic Newton-like method with IBU (INB) }  \tag{5.10}\\
& \qquad \begin{array}{l}
\forall k \in N_{0}: m^{k} \in x^{k} \\
\qquad x^{k+1}:=\left\{m^{k}-\operatorname{IBU}\left(\hat{\mathscr{F}}\left(x^{k}\right), f\left(m^{k}\right)\right)\right\} \cap x^{k} .
\end{array}
\end{align*}
$$

Analogously to (5.3) we conclude from (5.2) and (5.9) that

$$
\begin{equation*}
y \in x-\operatorname{IBU}(\hat{\mathscr{F}}(x), \notin(x)) \quad \forall x \subseteq x^{0}, \quad \forall x \in x . \tag{5.11}
\end{equation*}
$$

We therefore can show by induction:
Lemma 5.1. If INB can be carried out, all the components of the sequence $\left(x^{k}\right)_{k \in \mathbb{N}_{0}}$ computed by INB include $y$ :

$$
y \in x^{k} \quad \forall k \in \mathbb{N}_{0}
$$

Due to the intersection in each step we thus have a sequence with

$$
y \in x^{k} \subseteq x^{k-1} \subseteq \cdots \subseteq x^{0} \quad \forall k \in \mathbb{N}_{0} .
$$

This guarantees the existence of

$$
x^{*}=\lim _{k \rightarrow \infty} x^{k}=\bigcap_{k \in \mathbb{N}_{0}} x^{k}
$$

with $y \in x^{*}$. The following considerations will lead to conditions that guarantee $x^{*} \equiv x^{*}$, i.e. $y=x^{*}$. An example shows that the latter equality is not obvious for methods like INB or ING.

Example 5.2. The map $\notin: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ defined by

$$
f(x)=\left(-x^{2}+y^{2}-1, x^{2}-y\right) \quad \forall x \in \mathbb{R}^{2}
$$

has the real zeros $( \pm \sqrt{(1+\sqrt{5}) / 2},(1+\sqrt{5}) / 2)$. Thus the starting interval

$$
x^{0}=([1.1,1.9],[1.1,1.9])
$$

for the positive zero does not include another zero. We obtain

$$
([-3 / 88,90771 / 12584],[7 / 8,5801 / 1144])=m\left(x^{0}\right)-\operatorname{IGA}\left(f^{\prime}\left(x^{0}\right), \not f\left(m\left(x^{0}\right)\right)\right) \supseteq x^{0},
$$ hence $x^{0}=x^{1}$. ING terminates on the starting vector.

In order to force the converge of ING and INB to $y$, we add auxiliary steps (but only if necessary). After a finite number of steps the diameter of each component of the iterates falls below a given bound eps. To terminate the iteration we therefore use the criterion

$$
\begin{equation*}
\left\|d\left(x^{k}\right)\right\|_{\infty}<\text { eps } \tag{5.12}
\end{equation*}
$$

Auxiliary steps are necessary only if the diameters of the components of two consecutive iterates do not differ enough. As a decision criterion in the $(k+1)$ th main iterative step, we take:

$$
\begin{align*}
& \exists i \in\{1, \cdots, N\}: d\left(\tilde{X}_{i}^{(k+1)}\right) \geqq \alpha d\left(X_{i}^{(k)}\right), \\
& \text { with given } \alpha<1, \alpha \approx 1 \quad(\operatorname{see}(5.14)) . \tag{5.13}
\end{align*}
$$

Before we can apply (5.13), we have to know if the condition $d\left(\tilde{X}_{i}^{(k+1)}\right)<\mathrm{eps}$ is already fulfilled. In this case a further decrease of the diameter is either not desirable or not possible.

If, however, auxiliary steps become necessary after the $k$ th main step, we set $\tilde{z}^{0}:=\tilde{x}^{k+1}$ and compute a number $l$ of auxiliary iterates. Then we set $x^{k+1}={ }_{z}{ }^{l}$. We require $l \geqq g$, where $g$ is an estimate for the quotient of the number of arithmetic operations of a main and an auxiliary step. The auxiliary steps are computed by a modification of INESVKD (5.6), in which the interval expressions computed for the partial derivatives needed for a main iterate $x^{k}$ are used for all corresponding auxiliary iterates $\tilde{y}^{j}$ with $\tilde{y}^{0}=\tilde{x}^{k+1}$. This is done in order to reduce the computation time.

As we consider the special system (2.2) in this paper, we have $\ell^{\prime}(x)=$ $\mathscr{M}+\Phi^{\prime}(x) \forall x \in V_{N}(\mathbb{R})$ with the diagonal matrix $\Phi^{\prime}(x)$. Hence $\mathscr{L}(\cdot)=\mathscr{L}, \mathscr{U}(\cdot)=\mathscr{U}$ are independent of $x$. Using the second part of (1.4) the modification of INESVKD can be simplified. The number $l$ of auxiliary steps is determined by $l \geqq g$ and the condition $d\left({ }_{z}^{l+1}\right)<\alpha d\left(x^{k}\right)$.

In order to avoid unnecessary steps, the condition $\left\|_{\dot{z}}{ }^{i}\right\|_{\infty}<\mathrm{eps}$ with $i<g$ also terminates the whole process. We now define
(5.14) INB with a modified version HINESVKD of INESVKD as auxiliary method (INBHIN)

$$
\begin{aligned}
& m^{0} \in x^{0} ; \\
& \forall k \in \mathbb{N}_{0}: \tilde{x}^{k+1}:=\left\{\underline{m}^{k}-\operatorname{IBU}\left(\hat{\mathscr{F}}\left(x^{k}\right), \notin\left(\tilde{m}^{k}\right)\right)\right\} \cap x^{k} ; \tilde{m}^{k+1} \in \tilde{x}^{k+1} ;
\end{aligned}
$$

If no auxiliary steps are necessary,

$$
\begin{aligned}
& \text { then } x^{k+1}:=\tilde{x}^{k+1} ; m^{k+1}:=\tilde{m}^{k+1} \\
& \text { else } z^{0}:=\tilde{x}^{k+1} ; \tilde{m}^{0}:=\tilde{m}^{k+1} ; i:=0 ;
\end{aligned}
$$

## repeat

$$
\begin{aligned}
& j:=1(1) N \\
& Z_{j}^{(i+1)}:=\left\{\tilde{m}_{j}^{(i)}-\left(-\sum_{r=1}^{j-1} l_{j r} Z_{r}^{(i+1)}-\sum_{r=j+1}^{N} u_{j r} Z_{r}^{(i)}+d_{j} \tilde{m}_{j}^{(i)}+\phi_{j}\left(\tilde{m}_{j}^{(i)}\right)\right)\right. \\
& \\
& \left.\quad /\left(d_{j}+\phi_{j}^{\prime}\left(X_{j}^{(k)}\right)\right)\right\} \cap Z_{j}^{(i)} ; \tilde{m}_{j}^{(i+1)} \in Z_{j}^{i+1} ;
\end{aligned}
$$

$$
i:=i+1
$$

$$
\text { until }\left(i>g \text { and } d\left({ }_{z}^{i}\right)<\alpha d\left(x^{k}\right)\right) \text { or }\left\|d\left({ }_{z}{ }^{i}\right)\right\|_{\infty}<\mathrm{eps} ;
$$

$$
x^{k+1}:=\gamma_{z}^{i} ; m^{k+1}:=\tilde{m}^{i} .
$$

Computing $\tilde{x}^{k+1}$ as in ING, we obtain the method INGHIN. ${ }^{1}$ The next theorem concerns inclusion and convergence properties of INBHIN.

Theorem 5.3. Given problem (2.2) and (5.1), the following assertions are valid for the sequence $\left(x^{k}\right)_{k \in \mathbb{N}_{0}}$ computed by INBHIN with the starting vector $x^{0}$ :

1) $y \in x^{k} \quad \forall k \in \mathbb{N}_{0}$,
2) $x^{k} \rightarrow y \quad(k \rightarrow \infty)$.

The $m^{k} \in x^{k}\left(k \in \mathbb{N}_{0}\right)$ are arbitrary.
Proof. Assertion 1. Because of (5.1) we have $y \in x^{0}$. We assume that for a $k \in \mathbb{N}_{0}$ we have shown $y \in x^{i}$ for all $i \leqq k$. Hence $y \in \tilde{x}^{k+1}$ by (5.11). If no auxiliary steps are necessary in the $(k+1)$ th step, we have $x^{k+1}=\tilde{x}^{k+1}$, thus $y \in x^{k+1}$.

[^45]Otherwise we note that $\underset{y}{ } \in_{\dot{z}}^{0}=\tilde{x}^{k+1}$. Then, because of $\tilde{n}^{0}, y \in \mathcal{z}^{0}$, there is a vector $\boldsymbol{u} \in \in^{0}$ such that

$$
\not f\left(\tilde{m}^{0}\right)=f^{\prime}(u)\left(\tilde{m}^{0}-y\right),
$$

and we conclude step by step

$$
\begin{align*}
j:= & 1(1) N  \tag{5.15}\\
y_{j}= & \tilde{m}_{j}^{(0)}-\left(-\sum_{r=1}^{j-1} l_{j r} y_{j}-\sum_{r=j+1}^{N} u_{j r} y_{j}+d_{j} \tilde{m}_{j}^{(0)}+\phi_{j}\left(\tilde{m}_{j}^{(0)}\right)\right) /\left(d_{j}+\phi_{j}^{\prime}\left(u_{j}\right)\right) \\
& \in\left\{\tilde{m}_{j}^{(0)}-\left(-\sum_{r=1}^{j-1} l_{j r} Z_{r}^{(1)}-\sum_{r=j+1}^{N} u_{j r} Z_{r}^{(0)}+d_{j} \tilde{m}_{j}^{(0)}+\phi_{j}\left(\tilde{m}_{j}^{(0)}\right)\right)\right. \\
& \left.\quad /\left(d_{j}+\phi_{j}^{\prime}\left(X_{j}^{(k)}\right)\right)\right\} \cap Z_{j}^{(0)}=Z_{j}^{(1)} ;
\end{align*}
$$

thus $y \in \mathcal{z}^{1}, \tilde{m}^{1} \in_{j}{ }^{1} \subseteq{ }_{j}{ }^{0}=\tilde{x}^{k+1}$. If $y \in_{j}{ }^{i}$ for an $i \in \mathbb{N}$, then we replace in (5.15) 0 by $i$ and get $y \in \in_{z}^{i+1}$ in view of

$$
y_{f} \in \in_{j}^{i} \subseteq \mathfrak{z}^{i-1} \subseteq \cdots \subseteq \mathfrak{z}^{0}=\tilde{x}^{k+1} \subseteq x^{k} .
$$

This finally means that $y \in x^{k+1}$.
Assertion 2. If $d\left(\dot{x}^{k+1}\right)<\alpha d\left(x^{k}\right)$ for all $k \in \mathbb{N}_{0}$, then $x^{k+1}=\tilde{x}^{k+1}$; thus

$$
\begin{equation*}
d\left(x^{k+1}\right)<\alpha d\left(x^{k}\right) \quad \forall k \in \mathbb{N}_{0} . \tag{5.16}
\end{equation*}
$$

Otherwise there exists a $k \in \mathbb{N}_{0}$ such that auxiliary steps have to be added with ${ }_{\xi}{ }^{0}=\tilde{x}^{k+1}$. Then we show that

$$
\begin{align*}
d\left({ }_{\mathfrak{z}}{ }^{i+1}\right) & \leqq\left(\mathscr{P}+\underline{\Phi}^{\prime}\left(x^{k}\right)\right)^{-1}(\mathscr{L}+\mathscr{U}) d\left({ }_{\mathfrak{z}}{ }^{i}\right) \\
& \leqq\left(\mathscr{P}+\underline{\Phi}^{\prime}\left(x^{k}\right)\right)^{-1}(\mathscr{L}+\mathscr{U}) d\left(x^{k}\right) . \tag{5.17}
\end{align*}
$$

Since ${ }_{z}{ }^{i} \subseteq x^{k} \subseteq x^{0}$ we further show with (1.3) and (1.9) (see [17, p. 256]) that

$$
\begin{equation*}
\rho\left(\left(\mathscr{P}+\underline{\Phi}^{\prime}\left(x^{k}\right)\right)^{-1}(\mathscr{L}+\mathscr{U})\right) \leq \rho\left(\mathscr{D}^{-1}(\mathscr{L}+\mathscr{Y})\right)=\cos \frac{\pi}{m+1}<1 \quad \forall k, m \in \mathbb{N}_{0} . \tag{5.18}
\end{equation*}
$$

The diagonal elements of $f^{\prime}\left(x^{0}\right)$ have the form

$$
D_{i i}\left(x^{0}\right)=4+h^{2} f_{u}\left(j h, i h, X_{i j}^{(0)}\right) .
$$

Since $f_{u} \geqq 0$, this means $0 \notin D_{i i}\left(x^{0}\right) \forall i \in\{1, \cdots, N\}$. By arguments very similar to those in [2, §22, proof of Thm. 1], we now obtain ${ }_{j}{ }^{i} \rightarrow y(i \rightarrow \infty)$, hence

$$
\begin{equation*}
\exists i \in \mathbb{N}_{0} \quad \forall j \in \mathbb{N}_{0}, \quad j \geqq i: \quad d\left({ }_{j}{ }^{j}\right)<\alpha d\left(x^{k}\right) . \tag{5.19}
\end{equation*}
$$

With $j:=\max \{g, i\}$ we can write $x^{k+1}:=y_{y}^{j}$ and conclude that

$$
\begin{equation*}
d\left(x^{k+1}\right)<\alpha d\left(x^{k}\right) . \tag{5.20}
\end{equation*}
$$

(5.16) and (5.20) show that

$$
\begin{equation*}
d\left(x^{k+1}\right)<\alpha d\left(x^{k}\right) \quad \forall k \in \mathbb{N}_{0} . \tag{5.21}
\end{equation*}
$$

Because $\alpha<1$, this means $d\left(x^{k}\right) \rightarrow \stackrel{o}{0}(k \rightarrow \infty)$ and finally, as $y \in x^{k}$ for all $k \in \mathbb{N}_{0}, x^{k} \rightarrow \psi$ ( $k \rightarrow \infty$ ).

The subset property (1.3) allows us to prove

$$
\begin{equation*}
\operatorname{IBU}(\hat{\mathscr{F}}(x), \notin(m)) \subseteq\left((\underline{\hat{\mathscr{F}}(x)})^{-1}-(\overline{\hat{\mathscr{F}}(x)})^{-1}\right) \not f(m) \tag{5.22}
\end{equation*}
$$

for all $x \subseteq x^{0}$ with $y \in x$ and a vector $m \in x$. We use (5.22) to prove for INBHIN the inequality

$$
\begin{equation*}
\left.d\left(x^{k+1}\right) \leqq\left(\left(\underline{\hat{\mathscr{F}}\left(x^{k}\right)}\right)^{-1}-\left(\overline{\hat{\mathscr{F}}\left(x^{k}\right)}\right)\right)^{-1}\right)\left|\not^{\prime}\left(x^{k}\right)\right| d\left(x^{k}\right) . \tag{5.23}
\end{equation*}
$$

Choosing $\alpha$ so close to 1 that

$$
1>\alpha \geqq \rho\left((\mathscr{P}(y)-\mathscr{L})^{-1} \mathscr{U}\right),
$$

we obtain the following bound for the asymptotic convergence rate of INBHIN:

$$
\begin{equation*}
\left.R_{1}(\text { INBHIN }, y) \leqq \min \left\{\rho\left(((\underline{\hat{\mathscr{F}}(y)}))^{-1}-(\overline{\hat{\mathscr{F}}}(y))^{-1}\right)\left|f^{\prime}(y)\right|\right), \alpha\right\}<1 . \tag{5.24}
\end{equation*}
$$

The above discussion concerns the solution of (2.2). We can apply INBHIN and another method of this kind not presented in this paper to more general problems, for example general rectangles instead of $[0,1] \times[0,1]$, different mesh sizes in the $x$ - and $y$ directions, three-dimensional problems, or under suitable conditions $\left(a(x) u_{x}\right)_{x}+$ $\left(b(y) u_{y}\right)_{y}=f(x, y, u(x, y))$. INBHIN profits from the fact that IBU can be applied to matrices with $\mathscr{T}=\alpha \mathscr{I}, \alpha \in \mathbb{R}$. Generalizations of this kind will be treated in a forthcoming paper.
6. Implementation of the methods. We want to compare the following methods numerically: INB (respectively INBHIN), ING (respectively INGHIN), INESVKD (as an example for a Gauss-Seidel type method), the nonlinear block SOR method (NBSOR) and the generalized conjugate gradient method (GCG). The numerical experiments were carried out on the CYBER 175 of the Wissenschaftliches Rechenzentrum Berlin (WRB) -cycle time: 25 ns , storage available for computations: 128 K 60 -bit words with a 48 -bit mantissa-in PASCAL (compiler version 2.2 of the ETH Zürich).

Due to the lack of an interval arithmetic at the machine level of the CYBER 175 of the WRB, the interval arithmetic had to be simulated by PASCAL procedures at the program level. This caused a considerable increase of computation time for the interval methods. Each interval-arithmetic operation involves a procedure call, a number of extra arithmetic operations, storage operations and branchings to simulate the correct rounding. Numerical experiments for the PASCAL 2.2 compiler of the CYBER 175 showed that one interval-arithmetic operation (,,$+- \times, /$ ) requires ten to seventeen times the computation time of the corresponding floating-point operation. This fact, however, should not be a reason to reject immediately the use of interval methods. Machines are already available with a suitable arithmetic and compilers avoiding this situation. At the universities of Karlsruhe and Kaiserslautern in West Germany, for example, PASCAL and FORTRAN compilers have been developed, together with a suitable machine arithmetic, for several computers, that offer the necessary facilities for interval arithmetic [13].

Interval operations are implemented including a correctly rounding arithmetic. As the interval bounds do not have to be addressed and rounded separately, an interval operation is executed even faster than two corresponding floating-point operations. Such an arithmetic can be developed for every microprogrammable machine. A fair comparison with "ordinary" floating-point methods should take account of this fact.

The procedures for the interval operations (see [2, App. B]) are programmed in such a way that the computation time is reduced as much as possible. We do not use a rounding function in order to avoid unnecessary function calls and to be able to round individually in each case. The above mentioned compiler requires the rounding B1 from [2, App. B]. Because of the rounding, machine- and compiler-dependent
numbers enter into the programs. It is possible to enter these numbers in octal format on the CYBER 175. We use a procedure GLOB to do this. The numbers are

$$
\begin{aligned}
\text { MINPOS }:= & 00014000000000000000 B \\
& \text { smallest machine number } a \text { with } a+a>0
\end{aligned}
$$

FAKTORB:=17177777777777777777B
largest machine number $<1$;
FAKTORC: $=17204000000000000001$ B
smallest machine number $>1$.
As we often need the number $\pi$, we use an octal inclusion $\pi<\pi<\bar{\pi}$ with

$$
\underline{\pi}:=17216220773250420550 B, \quad \bar{\pi}:=17216220773250420551 B .
$$

A data type INTERVALL simplifies the computations with intervals: INTERVALL = RECORD $U$, O: REAL END. The number of point operations in the sometimes complicated procedures for interval-arithmetic operations depends on the interval operands and cannot be predicted. Therefore if we want to compare several interval methods with each other and also include floating-point methods in our discussion, then the only meaningful criterion of comparison that remains is the compution time.

On the CYBER 175 there is a system functions CLOCK to measure the computation time. We do not consider I/O-time. The programming of the discussed methods benefits from the known structure of the systems of equations to be solved. The programs can be written in such a way that only the really necessary operations take place. $f^{\prime}\left(x^{0}\right), \hat{\mathscr{F}}\left(x^{0}\right)$ and $\mathscr{A}\left(x^{0}\right)$ being interval $M$-matrices, we can apply special interval procedures requiring that the signs of some interval bounds be known in advance.

Numerical experiments have shown, for example, that the reduction method IBU using these procedures needs only about eight times the computation time of the well-known Buneman algorithm using floating-point arithmetic.

In view of the above-mentioned problems concerning interval arithmetic, it seems reasonable to divide the observed computation times for the interval methods by at least a factor of four in order to obtain a realistic comparison with floating-point methods.

As a convergence criterion for the floating-point methods we use (see [12])

$$
\begin{equation*}
\left\|x^{k+1}-x^{k}\right\|_{\infty}<10^{-6} . \tag{6.1}
\end{equation*}
$$

For interval methods we use

$$
\begin{equation*}
\left\|q\left(x^{k+1}, x^{k}\right)\right\|_{\infty}=\max \left\{\left\|\overline{x^{k+1}}-\overline{x^{k}}\right\|_{\infty},\left\|\underline{x^{k+1}}-\underline{x^{k}}\right\|_{\infty}\right\}<10^{-6} \tag{6.2}
\end{equation*}
$$

to compare them with the point methods. Note that under the condition $x^{k} \rightarrow y(k \rightarrow \infty)$ we have $q\left(x^{k+1}, x^{k}\right) \rightarrow 0(k \rightarrow \infty) \Leftrightarrow d\left(x^{k+1}\right) \rightarrow 0(k \rightarrow \infty)$ (see [2, App. A, Lemma 1]).

The second part of $\S 6$ contains details of the methods applied in this paper and of their programming.

GCG. We programmed several versions of the generalized conjugate gradient method following the description in [7, p. 324-6]. The programs GCG I+ II do not
include convergence safeguards; i.e., no line searches and no restarts take place. This reduces the computation time, although convergence cannot be guaranteed. In order to compare INB and GCG directly, we solve the linear systems occurring in the GCG method by the Buneman algorithm, while INB uses the reduction method IBU. Other methods were possible for GCG as well as for INB. In view of the Poisson equation to be discussed here, they should not substantially change the results of the comparison between INB and GCG.

The programs GCG I and GCG II correspond to INB with IBUM I and IBUM II (see the description of INB). GCG II stores intermediate results from the reduction part of the Gauss algorithm for tridiagonal matrices used in the Buneman algorithm; in GCG I this Gauss algorithm is always entirely carried out. The program GCG II + RESTART modifies GCG II by periodically restarting the iteration, carrying out one line search per cycle with the Newton method. During each iteration the convergence safeguards given by Lemma 2 and 3 in [7] are verified.

NBSOR. NBSOR is programmed as described in [12]. We apply a special Gauss algorithm for tridiagonal matrices of the form $\left(-1,4+d_{i},-1\right)_{m} ; d_{i} \geqq 0, i \in\{1, \cdots, m\}$, in the Newton steps (compare the description of INB).

HINESVKD. To carry out auxiliary steps with HINESVKD in the $(k+1)$ st main step of INBHIN or INGHIN, we use the diagonal part $\mathscr{P}\left(x^{k}\right)$ of $\mathscr{f}^{\prime}\left(x^{k}\right)$ for all auxiliary steps relative to $x^{k}$ and store $\mathscr{P}\left(x^{k}\right)$ in a vector of the dimension $[1 \cdots N] \times$ INTERVALL. For ING we take the version (3.2) of IGA for band matrices. $f^{\prime}\left(x^{0}\right)$ being an interval $M$-matrix, we can consider known signs for the bounds of the matrix coefficients.

INB. The implementation of INB requires more detailed explanations. The $m-1$ numbers $2 \cos \left((2 l-1) \pi / 2^{r+1}\right), 1 \leqq l \leqq 2^{r}, 1 \leqq r \leqq k$, are independent of the iteration process. We compute them before the iteration loop by an interval version ICOS of the cosinus and store them in a $[1 \cdots m-1] \times$ INTERVALL vector.

We construct the matrix $\mathscr{A}\left(x^{k}\right)$ by (5.7). The matrix $\mathscr{f}^{\prime}\left(x^{k}\right)$ for the problem (2.2) is constant except for the diagonal part. Therefore the transformation $f^{\prime}\left(x^{k}\right) \rightarrow \hat{\mathscr{F}}\left(x^{k}\right)$ concerns only the diagonal part $\mathscr{P}\left(x^{k}\right)$. As we do not need the matrix $\mathscr{P}\left(x^{k}\right)$ again in INB, we do not want to store it, and we proceed as follows to carry out (5.7):

$$
\begin{align*}
& j:=1(1) m  \tag{6.3}\\
& \text { compute } A_{j j 1}\left(x^{k}\right) \text {; } \\
& A_{i j}\left(x^{k}\right):=A_{j j 1}\left(x^{k}\right) \\
& l:=2(1) m, j:=1(1) m \\
& \text { compute } A_{j j l}\left(x^{k}\right) \text {; } \\
& \begin{array}{l}
\frac{A_{i j}\left(x^{k}\right)}{}:=\min \left\{\underline{A_{i j}\left(x^{k}\right)}, \underline{A_{j i l}\left(x^{k}\right)}\right\} \\
\overline{A_{i j}\left(x^{k}\right)}
\end{array}:=\max \left\{\overline{A_{j j}\left(x^{k}\right)}, \underline{\left.\overline{A_{j j l}\left(x^{k}\right)}\right\} .} .\right.
\end{align*}
$$

We store the intervals $A_{i j}\left(x^{k}\right)$ in a $[1 \cdots m] \times$ INTERVALL vector. We thus only have to know $m=\sqrt{N}$ coefficients if we apply IBU to the matrix $\hat{\mathscr{F}}\left(x^{k}\right)$. Note that $m=p=q$ in (2.2).

The simple structure of the matrices $\mathscr{G}_{j}^{(r)}$ appearing in IBU in the problem (2.2) enables us to simplify IGA in (3.2). Let

$$
x:=\operatorname{IGA}(\mathscr{A}, x)
$$

where $\mathscr{A}:=\left(-1, D_{i},-1\right)_{m}, \underline{D_{i}} \geqq 2(1 \leqq i \leqq m)$, is an interval $M$-matrix. We replace (3.2) by

## (6.4) TRIGAM.

$$
k:=2(1) m
$$

$$
\begin{gathered}
D_{k}:=D_{k}-1 / D_{k-1} \\
X_{k}:=X_{k}+X_{k-1} / D_{k-1} \\
X_{m}:=X_{m} / D_{m} \\
k:=m-1(-1) 1 \\
X_{k}:=\left(X_{k}+X_{k+1}\right) / D_{k} .
\end{gathered}
$$

In some steps IBU requires that IGA be applied several times with the same matrix but with different right-hand sides. Therefore we compute in a procedure TRIREM an auxiliary $[1 \cdots m] \times$ INTERVALL vector containing the new $D_{k}$ 's of the reduction part which are independent of the right-hand side. The two vectors with the old and the new $D_{k}$ 's will then be used to carry out in another procedure TGASTF all operations concerning the right-hand sides.

The vectors $y, x, \not h_{j}^{(r)}, \varnothing_{j}^{(r)}$-see(4.5)-do not appear simultaneously in the computations of IBU. We define a $[1 \cdots m] \times[1 \cdots m] \times$ INTERVALL vector $w$ first to transfer $y$ in IBU and later to leave IBU with $x$. We also need a $[1 \cdots(m-1) / 2$, $1 \cdots m] \times$ INTERVALL auxiliary vector $\mathfrak{y}$. The following table illustrates for $k=2$, hence $m=7, N=49$, the values of $\omega$ and ${ }_{\xi}$ in the course of the execution of IBU. "-" means void, " $\times$ " no change compared to the previous line.

Table 1
Memory organization for IBU.

| $w_{1}$ | $w_{2}$ | $w_{3}$ | $w_{4}$ | $w_{5}$ | $w_{6}$ | $w_{7}$ | $z_{1}$ | $z_{2}$ | $z_{3}$ | $r$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| $z_{1}$ | $y_{2}$ | $z_{3}$ | $y_{4}$ | $y_{5}$ | $y_{6}$ | $z_{7}$ | - | - | - | 0 | Begin of IBU |
| $\times$ | $q_{2}^{1}$ | $\times$ | $\phi_{4}^{1}$ | $\times$ | $q_{6}^{1}$ | $\times$ | $h_{2}^{1}$ | $h_{4}^{1}$ | $h_{6}^{1}$ | 1 | Reduction part $r=1$ |
| $\times$ | $\times$ | $\times$ | $\phi_{4}^{2}$ | $\times$ | $\times$ | $\times$ | $\times$ | $h_{4}^{2}$ | $\times$ | 2 | Reduction part $r=2(1) k$ |
| $\times$ | $\times$ | $\times$ | $x_{4}$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | 2 | Solution part $r=k(-1) 1$ |
| $\times$ | $x_{2}$ | $\times$ | $\times$ | $\times$ | $x_{6}$ | $\times$ | $\times$ | $\times$ | $\times$ | 1 |  |
| $x_{1}$ | $\times$ | $x_{3}$ | $\times$ | $x_{5}$ | $\times$ | $x_{7}$ | $\times$ | $\times$ | $\times$ | 0 | Solution part $r=0$ |

We define two versions, IBUM I and IBUM II, constructed only for problem (2.2) and differing by the application of TRIGAM, TRIREM and TGASTF. In IBUM I we apply TRIREM once and then TGASTF $m$ times in the reduction part for $r=1$ and the solution part for $r=0$. For $r=2, \cdots, k$ in the reduction part and for $r=1, \cdots, k$ in the solution part we apply TRIGAM $(k-1) m+k+1$ times. The matrices $\mathscr{G}_{j}^{(r)}$ have to be recomputed for each application of TRIGAM. However, this requires only $m$ interval additions per matrix. In IBUM II we compute once, using TRIREM, all intervals needed for the solution parts of IGA for $r=2, \cdots, k$ in the reduction part and for $r=1, \cdots, k$ in the solution part of IBU. This requires an additional auxiliary $[1 \cdots(m-3) / 2] \times[1 \cdots m] \times$ INTERVALL vector $\omega \omega$ :

$$
\begin{aligned}
r:= & 1(1) k-1, j:=1(1) 2^{r}, \\
& \omega w_{i j}:=\operatorname{TRIREM}\left(\mathscr{G}_{j}^{(r)}\right) \quad \text { with } j j:=j+\sum_{i=1}^{r-1} 2^{i} .
\end{aligned}
$$

For $r \in\{1, \cdots, k-1\}$ only TGASTF has to be carried out. For $r=k$ there is-in both parts of IBU-only one right-hand side to be treated. Thus TRIGAM will be applied.

For the methods INGHIN and INBHIN with possible auxiliary steps, we need an additional $[1 \cdots N] \times$ INTERVALL vector containing the diagonal $\mathscr{P}\left(x^{k}\right)$ of $\mathscr{f}^{\prime}\left(x^{k}\right)$. In executing INBHIN, the intervals $\mathscr{A}_{\text {jjl }}\left(x^{k}\right)$ of $\mathscr{D}\left(x^{k}\right)$ appear while we compute $\mathscr{A}\left(x^{k}\right)$. The initial inclusion $x^{0}$ of the solution $y$ of (2.2) can be determined using [14, Thm. 13.4.6, part c]:

$$
\begin{equation*}
\overline{x^{0}}:=\mathcal{M}^{-1}|\Phi(o)|, \quad \underline{x^{0}}:=-\overline{x^{0}} . \tag{6.5}
\end{equation*}
$$

From $f_{u} \geqq 0$-see § 2 -we conclude the isotony of $\notin$ required in [14]. The point vector $x^{0}$ is computed by a point version PIBUM I of IBUM I without an interval arithmetic and stored in $\bar{x}$ where $x$ is the $[1 \cdots N] \times$ INTERVALL vector containing the iterates $x^{k}$ one after the other:

$$
\bar{x}:=|\Phi(o)|, \quad \bar{x}:=\operatorname{PIBUM} \operatorname{I}(\mu, \bar{x}), \quad x:=[-\bar{x}, \bar{x}] .
$$

PIBUM I requires an additional $[1 \cdots(m-1) / 2,1 \cdots m$ ] vector $\underset{y}{ }$. Table 2 shows the storage needed by the methods we discuss. We consider only arrays of a minimum size of $m-1$. For INB we consider three different choices for the vectors $m^{k}$ :

$$
\begin{array}{ll}
\text { version } M: & m^{k}:=m\left(x^{k}\right) \\
\text { version } O: & m^{k}:=\overline{x^{k}} \quad \text { for all } k \in \mathbb{N}_{0} . \\
\text { version } U: & m^{k}:=\underline{x^{k}}
\end{array}
$$

TAble 2
Storage requirement.

|  |  | $m=63$ | $m=127$ |
| :--- | :---: | ---: | ---: |
| GCG I (also with restarts) | $6.5 N+9.5 m$ | 26,397 | 106,045 |
| GCG II (also with restarts) | $7 N+8 m$ | 27,405 | 110,109 |
| NBSOR | $3 N+16 m$ | 12,915 | 50,419 |
| INESVKD | $2 N+10 m$ | 8,568 | 33,528 |
| ING | $(4 m+7) N+10 m$ | $1,028,601$ | $8,307,705$ |
| INGHIN | $(4 m+9) N+10 m$ | $1,036,539$ | $8,339,963$ |
| INB + IBUM I $M$ | $6 N+19 m$ | 25,011 | 99,187 |
| INB + IBUM I $O / U$ | $5 N+19 m$ | 21,042 | 83,058 |
| INB + IBUM II $M$ | $7 N+16 m$ | 28,791 | 114,935 |
| INB + IBUM II $O / U$ | $6 N+16 m$ | 24,822 | 98,806 |
| INBHIN + IBUM I | $8 N+19 m$ | 32,949 | 131,445 |
| INBHIN + IBUM II | $9 N+16 m$ | 36,729 | 147,193 |

Table 3 gives the number of interval-arithmetic operations per iteration step for interval methods and the number of floating-point operations per iteration step for the GCG method. These numbers do not include convergence tests and auxiliary steps, whose number cannot be predicted (i.e., for the interval methods with HINESVKD, GCG with restarts and NBSOR, the latter always use inner iterations). Neither do they include the problem-dependent values for the evaluation of functional expressions. Despite the fact that on modern computers the computation time is, in most cases, not proportional to the number of arithmetic operations-even if the different kinds

Table 3
Total number of arithmetic operations per iteration step (INBHIN, INGHIN and GCG without auxiliary steps; all methods without tests of convergence criteria).

|  |  | $m=63$ | $m=127$ |
| :--- | :---: | ---: | ---: |
| INESVKD | $11 N-4$ |  | 177,415 |
| HINESVKD | $9 N-4$ | 35,717 | 172,161 |
| ING (HIN) | $2 N^{2}+\left(\frac{11}{3} m+\frac{15}{2}\right) N-\frac{13}{6} m-4$ | $32,452,388$ | $527,920,788$ |
| INB (HIN) + IBUM I | $(7 k+14) N-(6 k-4) m-(5 k+11)$ | 192,807 | 899,119 |
| INB (HIN) + IBUM II | $(4 k+20) N-(7 k+6) m-(3 k+7)$ | 156,155 | 703,555 |
| GCG I with $a_{1}, b_{1}$ | $(7 k+26) N-6 k m-(5 k+11)$ | 240,183 | $1,092,164$ |
| GCG II with $a_{1}, b_{1}$ | $(4 k+32) N-(7 k+10) m-(3 k+7)$ | 203,531 | 896,595 |

of operations are counted separately-and in spite of the strong variations in computation time of the various procedues for the simulation of interval operations, this table may serve as a first orientation.
7. Numerical results. We have chosen the following examples:
$\left.\mathrm{a}_{i}\right) f(s, t, u)=10^{i} u^{3} /\left(1+s^{2}+t^{2}\right),(s, t) \in I^{0}, u \in \mathbb{R}, i=-4(1) 4$

$$
u(s, t)= \begin{cases}1, & s=0, t \in[0,1] \text { or } t=0, s \in[0,1], \\ 2-e^{s}, & t=1, s \in[0,1] \\ 2-e^{t}, & s=1, t \in[0,1] .\end{cases}
$$

b) $f(s, t, u)=u^{3}, \quad(s, t) \in I^{0}, u \in \mathbb{R}$, $u(s, t)=0, \quad(s, t) \in \Gamma$.
c) $f(s, t, u)=0, \quad(s, t) \in I^{0}, u \in \mathbb{R}$, $u(s, t)=0, \quad(s, t) \in \Gamma$.
d) $f(s, t, u)=e^{u}, \quad(s, t) \in I^{0}, u \in \mathbb{R}$, $u(s, t)=s+2 t, \quad(s, t) \in \Gamma$.

Example $a_{0}$ ) can be found in [2, § 22], Examples b)-d) in [12] and [15].
The boundary functions are continuous and we have $f_{u} \geqq 0$ on $I \times \mathbb{R}$. Thus (0.1) and (2.2) have unique solutions. From § 2 we conclude $\Phi^{\prime}\left(x^{0}\right) \geqq \overparen{O}$-see (5.1)—and $A_{i j}\left(x^{0}\right) \geqq 0$ for the diagonal coefficients

$$
\begin{aligned}
& A_{j j}\left(x^{0}\right)=4+h^{2}[\min \left\{\left.\frac{f_{u}\left(j h, i h, X_{i j}^{(0)}\right)}{} \right\rvert\, i \in\{1, \cdots, m\}\right\}, \\
&\left.\max \left\{\overline{f_{u}\left(j h, i h, X_{i j}^{(0)}\right)} \mid i \in\{1, \cdots, m\}\right\}\right]
\end{aligned}
$$

of $\hat{\mathscr{F}}\left(x^{0}\right)$. We we can summarize:

1) $\not^{\prime}\left(x^{0}\right)$ is an interval $M$-matrix, $\hat{\mathscr{F}}\left(x^{0}\right)$ is an interval $L$-matrix;
2) $\mu \nmid \leqq f^{\prime}\left(x^{0}\right) \leqq \hat{\mathscr{F}}\left(x^{0}\right)$.

It follows by (1.2) that $\hat{\mathscr{F}}\left(x^{0}\right)$ is also an interval $M$-matrix, an important condition for IBU in INB and INBHIN. The convergence properties of NBSOR have been investigated in [12], those of GCG in [7]. The convergence of INESVKD (and also of HINESVKD) to $y f$ follows from [ $2, \S 22$, Thm. 1], considering the proof of assertion 2 in Theorem 5.3.

For all interval methods we chose $m^{k}:=m\left(x^{k}\right)$ for all $k \in \mathbb{N}_{0}$. INB was also computed with $m^{k}:=\overline{x^{k}}$ for all $k \in \mathbb{N}_{0}$ (version O ) and $m^{k}:=\underline{x^{k}}$ for all $k \in \mathbb{N}_{0}$ (version

TABLE 4
Numerical results for the examples $a_{1}, a_{2}, a_{-3}, b, d$ ( upper rows: computation time, lower rows: number of iteration steps).

| Example |  | $a_{0}$ |  | $a_{1}$ |  | $a_{-3}$ |  | $b$ |  | d |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $m$ | 63 | 127 | 63 | 127 | 63 | 127 | 63 | 127 | 63 | 127 |
| NBSOR |  | 173 | 326 | 158 | 313 | 176 | 326 | 204 | 342 | 186 | 338 |
|  |  | 174 | 1,000 | 137 | 1,040 | 138 | 1,030 | 246 | 1,700 | 243 | 1,820 |
| INESVKD* |  | 3,600 | 12,000 | 3,100 | 10,500 | 3,700 | 13,000 | 3,800 | 13,000 | 3,400 | 12,000 |
|  |  | 1,000 | 15,000 | 880 | 12,600 | 1,040 | 15,000 | 720 | 10,000 | 700 | 10,000 |
| ING* |  | 4 | 4 | 5 | 5 | 3 | 3 | 4 | 4 | 4 | 4 |
|  |  | 400 | 6,400 | 520 | 8,400 | 300 | 5,200 | 400 | 6,600 | 400 | 6,600 |
| GCG I | $a_{1}, b_{1}$ | 7 | 6 | 16 | 15 | 3 | 3 | 8 | 7 | 7 | 7 |
|  |  | 5.0 | 18.7 | 11.5 | 46.8 | 2.2 | 9.4 | 5.6 | 21.6 | 5.4 | 23.3 |
| GCG II | $a_{1}, b_{1}$ | 7 | 6 | 16 | 15 | 3 | 3 | 8 | 7 | 7 | 7 |
|  |  | 4.6 | 16.8 | 10.6 | 41.7 | 2.0 | 8.4 | 5.2 | 19.3 | 5.0 | 21.1 |
|  | $a_{2}, b_{2}$ | 7 | 7 | 13 | 11 | 4 | 4 | 6 | 6 | 7 | 7 |
|  |  | 5.2 | 21.7 | 9.6 | 34.2 | 2.9 | 12.3 | 4.3 | 18.3 | 5.5 | 23.2 |
|  | $a_{1}, b_{2}$ | 21 | 16 |  |  | 9 | 7 | 95 | 30 | 13 | 12 |
|  |  | 15.4 | 49.2 | >150 | $>150$ | 6.6 | 21.4 | 68.5 | 91.3 | 10.1 | 39.1 |
| $\text { GCG II }+$ <br> Restart 5 | $a_{1}, b_{1}$ | 7 | 6 | 11 | 10 | 3 | 3 | 7 | 7 | 8 | 8 |
|  |  | 7.4 | 26.3 | 11.9 | 43.7 | 3.2 | 13.7 | 7.3 | 30.2 | 8.9 | 37.4 |
|  | $a_{2}, b_{2}$ | 7 | 7 | 12 | 12 | 3 | 3 | 5 | 6 | 8 | 8 |
|  |  | 7.8 | 31.7 | 13.5 | 55.8 | 3.4 | 14.4 | 5.3 | 27.9 | 9.4 | 39.5 |
|  | $a_{1}, b_{2}$ | 7 | 7 | 13 | 12 | 3 | 3 | 7 | 7 | 9 | 9 |
|  |  | 7.7 | 31.4 | 14.4 | 55.3 | 3.4 | 14.3 | 7.7 | 31.6 | 10.7 | 45.4 |
| GCG II + <br> Restart 10 | $a_{1}, b_{1}$ | 7 | 6 | 13 | 14 | 3 | 3 | 7 | 7 | 8 | 8 |
|  |  | 7.0 | 24.7 | 13.0 | 57.5 | 3.2 | 13.7 | 7.0 | 28.7 | 8.1 | 35.4 |
|  | $a_{2}, b_{2}$ | 8 | 7 | 16 | 15 | 3 | 3 | 5 | 6 | 8 | 9 |
|  |  | 8.5 | 30.5 | 16.7 | 65.8 | 3.4 | 14.4 | 5.2 | 26.7 | 9.0 | 42.1 |
|  | $a_{1}, b_{2}$ | 7 | 8 | 22 | 13 | 3 | 3 | 9 | 9 | 13 | 13 |
|  |  | 7.4 | 34.1 | 22.5 | 56.6 | 3.4 | 14.3 | 9.3 | 38.3 | 14.5 | 60.6 |
| INB + IBUM I | M | 5 | 5 | 8 | 8 | 3 | 3 | 4 | 4 | 7 | 7 |
|  |  | 4.5 | 20.1 | 7.3 | 32.9 | 2.7 | 11.3 | 3.2 | 14.5 | 6.4 | 25.5 |
| INB + <br> IBUM II | M | 5 | 5 | 8 | 8 | 3 | 3 | 4 | 4 | 7 | 7 |
|  |  | 3.9 | 17.2 | 6.3 | 28.0 | 2.4 | 10.7 | 2.7 | 12.5 | 5.5 | 22.6 |
|  |  | 7 | 7 | 16 | 17 | 3 | 3 | 5 | 5 | 12 | 12 |
|  | O | 5.4 | 24.1 | 14.3 | 59.6 | 2.4 | 10.6 | 3.4 | 15.8 | 8.4 | 38.8 |
|  |  | 8 | 8 | 18 | 19 | 3 | 3 | 4 | 4 | 13 | 14 |
|  | $U$ | 6.2 | 27.5 | 15.8 | 66.5 | 2.4 | 10.7 | 2.8 | 12.3 | 9.1 | 44.9 |

$U$ ). $\mathscr{f}^{\prime}\left(x^{0}\right)$ being an interval $M$-matrix, IGA can be carried out. Thus INGHIN converges to $y$ by Theorem 5.3.
$\hat{\mathscr{F}}\left(x^{0}\right)$ is also an interval $M$-matrix. We further have the inequalities

$$
\begin{equation*}
(-1,2,-1)_{m} \leqq \underline{\mathscr{A}(x)}-2\left\{\cos \left(\frac{2 l-1}{2^{r+1}} \pi\right)\right\} \mathscr{I} \tag{7.1}
\end{equation*}
$$

with $m=2^{k+1}-1$ for all $x \subseteq x^{0}, r \in\{1, \cdots, k\}, l \in\left\{1, \cdots, 2^{r}\right\}$. The eigenvalues $\lambda_{i}=$ $2(1-\cos (i \pi /(m+1)))$ of the matrix $\mathscr{C}:=(-1,2,-1)_{m}$ are positive. As from a positive definite symmetric $L$-matrix $\mathscr{C}$ is an $M$-matrix. From (1.2) and Theorem 4.1 we conclude that IBU can be applied to $\hat{\mathscr{F}}\left(x^{0}\right)$. The remarks concerning the convergence of INGHIN to $y$ are also valid for INBHIN.

The examples were computed for $N \times N$-systems with $N=m^{2}$ and $m=3,7,15$, $31,63,127$ are far as the storage requirements could be fulfilled and the computation time was acceptable.

Due to the choice of simple functions $f$ and $g$ in our examples, we could use instead of (6.7) easily computed approximations for the starting vector $x^{0}$ required in the interval methods:

$$
\begin{aligned}
& \left.\left.x^{0}:=([-1,2])_{i=1}^{N} \text { in examples } \mathrm{a}_{1}\right)-\mathrm{a}_{3}\right), \\
& x^{0}:=\left(([-1,3])_{i=1}^{m},([-1.5,3])_{i=m+1}^{N}\right) \text { in example d). }
\end{aligned}
$$

For examples b) and c) we chose the first vector. GCG and NBSOR were computed with $x^{0}=(-1)_{i=1}^{N},(2)_{i=1}^{N},(50)_{i=1}^{N}$.

Tables 4 and 5 contain the number of iteration steps and the computation time in seconds needed to fulfill the convergence criterion. For the reasons we explained

TABLE 5
Numerical results for example $a_{i}$ for several different values of $i$ and $m=63$.

|  | $i$ | -4 | -2 | 0 | 2 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\text { INB }+$ <br> IBUM II | M | 3 | 3 | 5 | 13 | 35 |
|  |  | 2.7 | 2.7 | 4.5 | 11.7 | 31.0 |
| NBSOR |  | 176 | 176 | 173 | 134 | 92 |
|  |  | 136 | 136 | 134 | 119 | 85.5 |
| GCG II +$\text { Restart } 5$ | $a_{1}, b_{1}$ | 3 | 4 | 7 | 19 | Overflow |
|  |  | 3.3 | 4.2 | 7.4 | 19.6 |  |
|  | $a_{2}, b_{2}$ | 3 | 5 | 7 | 19 | 39 |
|  |  | 3.3 | 5.4 | 7.8 | 20.9 | 43.2 |
|  | $a_{1}, b_{2}$ | 3 | 5 | 7 | 22 | Overflow |
|  |  | 3.4 | 5.4 | 7.7 | 24.8 |  |
| GCG II + <br> Restart 10 | $a_{1}, b_{1}$ | 3 | 4 | 7 | 15 | 40 |
|  |  | 3.3 | 4.2 | 7.0 | 15.0 | 37.2 |
|  | $a_{2}, b_{2}$ | 3 | 5 | 8 | 29 | 46 |
|  |  | 3.3 | 5.4 | 8.5 | 29.8 | 48.0 |
|  | $a_{1}, b_{2}$ | 3 | 5 | 7 | 27 | 37 |
|  |  | 3.4 | 5.3 | 7.4 | 28.2 | 38.3 |
| GCG II | $a_{1}, b_{1}$ | 3 | 4 | 7 | 40 | 112 |
|  |  | 2.0 | 2.7 | 4.6 | 26.3 | 74.0 |
|  | $a_{2}, b_{2}$ | 4 | 4 | 7 | 20 | 42 |
|  |  | 2.9 | 2.9 | 5.2 | 14.9 | 31.2 |
|  | $a_{1}, b_{2}$ | 7 | 11 | 21 |  |  |
|  |  | 5.1 | 8.0 | 15.4 | >110 | >200 |

in § 6, we divided the computation times for interval methods by four. In the tables we note the results only for $m=63$ and $m=127$, the other values of $m$ being too small for practical problems. For GCG and NBSOR we note only the results for $x^{0}=(2)_{i=1}^{N}$. NBSOR does not seem to be very sensitive to changes in the starting vector. For GCG (and also INB) bad starting vectors increase considerably the computation time. There was no noticeable difference between the results for the first two starting vectors for GCG.

In the present examples we never needed auxiliary steps for INB. By cancelling the auxiliary method HINESVKD we saved $2 N$ words of memory. This enabled us to solve larger systems. All versions of GCG were computed with the parameters $\left(a_{1}, b_{1}\right),\left(a_{2}, b_{1}\right),\left(a_{1}, b_{2}\right),\left(a_{2}, b_{2}\right)$-see [7]. $\left(a_{1}, b_{1}\right)$ and ( $a_{2}, b_{1}$ ) always needed the same number of iterations and the same computation time. GCG II + RESTART was tested with restarts after every 5 and every 10 iterations.

For the slower version GCG I we only note the results for ( $a_{1}, b_{1}$ ), for INB with IBUM I only the results for the version $M$. The results for INESVKD and ING are estimated from the values for $m=7,15,31$ in view of an excessive storage requirement by ING and unacceptable computation times for both.

Table 5 demonstrates for $m=63$ the effect of increasing nonlinearity on NBSOR and the faster versions of GCG and INB. For example c), which we do not note in the tables, INB and GCG always needed the minimum number of two iterations.

We make the following observations:

1. Despite their quadratic convergence property, ING/INGHIN cannot be used for problems of this kind because of excessive storage and time requirements.
2. NBSOR and INESVKD need only a relatively small number of arithmetic operations per step; the moderate storage requirement is appealing, too. However, their asymptotic convergence speed is quite low. The asymptotic convergence rates can be estimated by

$$
\begin{aligned}
& R_{1}(\text { INESVKD }, \not y) \leqq \cos \frac{\pi}{m+1} \\
& R_{1}(\text { NBSOR }, y) \leqq \frac{2-\cos (\pi /(m+1))-2 \sqrt{1-\cos (\pi /(m+1))}}{2-\cos (\pi /(m+1))+2 \sqrt{1-\cos (\pi /(m+1))}} \quad(\text { see }[16, \S 4.5])
\end{aligned}
$$

Both estimates tend to 1 for $m \rightarrow \infty$.
With strongly increasing nonlinearity the computation time of NBSOR decreases while that of INB and GCG increases. In examples of the kind discussed here NBSOR was always clearly slower than INB and GCG. NBSOR is not as sensitive as INB or GCG to modifications of the starting vector. Different choices of the starting vector confirm this fact. On the other hand, suitable starting vectors for INB and possibly also for GCG can be computed using [14, Thm. 13.4.6]. A starting vector near the solution does not guarantee a higher convergence speed for NBSOR.

Example $a_{1}$ ) with $m=15$ has a solution $y \in([-0.1,1])_{i=1}^{N}$,

$$
\begin{array}{ll}
x_{0}:=(2)_{i=1}^{N} & \text { computation time } 19.8 \mathrm{~s} \\
x_{0}:=(50)_{i=1}^{N} & \text { computation time } 19.0 \mathrm{~s} .
\end{array}
$$

3. INB and INBHIN require for $m \geqq 31$ four or five times as many arithmetic operations as INESVKD and two or three times as much memory as INESVKD and NBSOR. However, the numerical results reveal a behavior similar to superlinear or
quadratic convergence. Due to the rules of interval arithmetic the estimate (5.24) is rather crude. It shows, however, that the asymptotic rate of convergence of INB and INBHIN tends to zero for $d(\hat{\mathscr{F}}(y)) \rightarrow 0$ and is zero in the linear case for all $m \in \mathbb{N}$ (example c). We add results for the choice $m^{k}:=\overline{x^{k}} \forall k \in \mathbb{N}_{0}$ and $m^{k}:=x^{k} \forall k \in \mathbb{N}_{0}$ because in these cases we do not have to store the vector $m^{k}$. This choice of $m^{k}$ leads to numerical results worse than those for the midpoint vector.

On the other hand, this choice offers some advantages which we shall examine in another paper: a better approximation of the asymptotic rate of convergence than (5.24), no need at all for an auxiliary sequence to ensure the convergence to $y$.

The difference between the versions $M$ and $O / U$ grows with increasing diameter or the diagonal coefficients of $\hat{\mathscr{F}}(\cdot)$. The diameter increases with increasing nonlinearity, for example. With increasing diameters of the coefficients of $\hat{\mathscr{F}}(y)$ INB becomes slower (compare Table 5). For linear problems, INB reduces to a simple application of IBU. The results for example c), however, show the necessity of two steps, the second being necessary for the examination of the convergence criterion. NBSOR behaves like a linear block SOR method for systems with a small nonlinearity.

We computed example d) for several values of $m$ with starting vectors determined by (6.7). In the worst case the computation of the starting vector required about $1 \%$ of the total computation time. Note that INB requires only a starting vector which includes the solution to ensure the convergence to the latter. As this vector is very easy to compute, we can even speak of global convergence.
4. The generalized CG method showed a behavior in a certain sense similar to that of INB. The versions GCG I and GCG II without restarts, i.e. without guaranteed convergence, need more floating-point operations per step than INB with IBUM I and IBUM II need interval-arithmetic operations per step. Even with an optimal microprogrammed or hardware interval arithmetic INB should be slower than the generalized CG method without restarts if both need the same number of iterations (examples $\mathrm{a}_{-4}$ ), $\mathrm{a}_{-3}$ ), d)).

In examples with a stronger nonlinearity $\left.\left.\left.\left.\left(a_{0}\right), a_{1}\right), a_{2}\right), a_{4}\right), b\right)$ ) the number of iteration steps for INB is sometimes considerably smaller than that for GCG. The difference increases with increasing nonlinearity. Despite the higher complexity of interval arithmetic, the smaller number of steps results in a shorter computation time for INB-provided a sufficiently fast arithmetic is available. The choice between the parameters $\left(a_{1}, b_{1}\right),\left(a_{1}, b_{2}\right),\left(a_{2}, b_{1}\right),\left(a_{2}, b_{2}\right)$ for GCG (see [7]) is not obvious. $\left(a_{1}, b_{1}\right)$ and ( $a_{2}, b_{1}$ ), which produced the same results, seem to be the most reliable. The parameters ( $a_{2}, b_{2}$ ) produced sometimes slightly better, but often considerably worse, results than the above ones. The parameters ( $a_{1}, b_{2}$ ) gave the worst results. For strongly nonlinear functions (examples $a_{3}$ ), $a_{4}$ )) divergence or an overflow occurred several times with ( $a_{1}, b_{2}$ ) and ( $a_{2}, b_{2}$ ); in example $a_{4}$ ) even for ( $a_{1}, b_{1}$ ) and with restarts an overflow took place.

The comparison with GCG I and GCG II is a theoretical one as they do not guarantee convergence. A realistic comparison involves the version with periodical restarts and the convergence safeguards described in [7]. The convergence safeguards clearly increase the computation time per step. This affects, in particular, examples which need only a few iteration steps. For examples which do not necessarily converge without the safeguards the latter naturally have a positive effect on the computation time (example $\mathrm{a}_{2}$ ), $\mathrm{a}_{3}$ ), $\mathrm{a}_{4}$ ).

The computation time is also determined by the length of the restart cycle. This length has to be guessed from experience since there exists no rule for an optimal
cycle length. The number of steps as well as the computation time (modified for INB) for GCG with restarts always remained higher than those for INB with IBUM II (version M).
5. In all the examples that we tested, INB never needed auxiliary steps to ensure convergence. The auxiliary method for INB has the advantage that it does not have to be carried out regularly. Auxiliary steps are executed only if the iteration process seems to stop on an interval vector whose diameter in each component is greater than the prescribed precision, which was never the case in our examples.

The version $M$ of INB never needed a larger number of iteration steps than any of the GCG versions. The versions of GCG with convergence safeguards were always slower than INB + IBUM II (version $M$ ). Note that, whether necessary or not, the safeguards have to be carried out periodically, and a parameter control must be carried out in each step.

One drawback of GCG consists in the necessary choice of the optimal length of the restart cycle and the optimal choice of the step length formulas which are represented by the parameters $\left(a_{i}, b_{j}\right), i, j \in\{1,2\}$.
6. For the range of applications of INB (which is certainly smaller than that of GCG), this interval method seems to be a good alternative to the well-known floatingpoint methods. In almost all of our examples INB was superior to NBSOR even with a simulated interval arithmetic. In order to compete with the generalized CG method, an optimal, or at least nearly optimal, arithmetic like the one developed in [13] is recommended.
7. Another advantage of INB results from the fact that the interval bounds are always rounded in the outside direction (seen from the interval): INB theoretically converges to the solution. Computed until the desired precision is obtained, the bounds of the final interval vector enable us to recognize immediately the correct digits.

Remarks. 1) Section 7 contains some characteristic results from [16]. A more detailed comparison and a PASCAL program can be found in [16].
2) Recently other interval-arithmetic algorithms have been developed which are based on Newton-SOR and Newton-ADI methods [8]. For examples of the type presented in this paper they seem to require more computation time than our method and need more storage. They are, however, applicable to more general equations, for example irregular regions, that do not lead to matrices of the special type required by our method.

Abbreviations for programs and algorithms.

| GCG I, GCG II, <br> GCG II + Restart | Generalized conjugate gradient method | $[12, \S 6]$ |
| :--- | :--- | :--- |
| HINESVKD | Modification of INESVKD as an auxiliary method | $(5.14)$ |
| IBU | Reduction algorithm for interval matrices | $(4.5)$ |
| IBUM I, IBUM II | Special versions of IBU for the Poisson equation | $\S 6$ |
| IGA | Interval-arithmetic Gauss algorithm | $(3.2)$ |
| INB | Interval-arithmetic Newton-like method with IBU | $(5.10)$ |
| INBHIN | INB with the auxiliary method HINESVKD | $(5.14)$ |
| ING | Interval-arithmetic Newton method | $(5.5)$ |
| INGHIN | ING with HINESVKD | $(5.14)$ |
| NBSOR | Nonlinear block successive overrelaxation method | $[12, \S 6]$ |
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# COMPARISON OF SOME DIRECT METHODS FOR COMPUTING STATIONARY DISTRIBUTIONS OF MARKOV CHAINS* 
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#### Abstract

The purpose of this paper is to report on a comparison of an implementation of a simple direct $L U$ factorization method, suggested by Funderlic and Mankin [SIAM J. Sci. Stat. Comput., 2 (1981), pp. 375-383], with other direct methods recommended by Paige, Styan and Wachter [J. Stat. Comput. Simul., 4 (1975), pp. 173-186], for computing stationary distributions of Markov chains. A backward error analysis is developed and conditioning problems are addressed. The method is stable without pivoting, it is numerically efficient and it lends itself to symmetric pivoting to preserve sparsity.
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1. Introduction. This paper is concerned with methods for computing the stationary distribution vector $p$ of an ergodic Markov chain with probability transition matrix $Q$. Here $Q$ is an $n \times n$ irreducible, row stochastic matrix and $p$ is an $n$-vector with positive probabilities satisfying

$$
\begin{equation*}
Q^{T} p=p \tag{1.1}
\end{equation*}
$$

where $T$ denotes the transpose. Since $Q$ is an irreducible nonnegative matrix ( $Q \geqq 0$ ), by the Perron-Frobenius theory (see, e.g., Varga [1962, p. 30] or Berman and Plemmons [1979, p. 27]), $p$ is the unique positive vector satisfying $\sum_{i=1}^{n} p_{i}=1$.

The computation of the stationary distributions of a Markov chain is of widespread interest (Kemeny and Snell [1960], Golub and Seneta [1973], Paige, Styan and Wachter [1975], Meyer [1975], W. J. Stewart [1978], G. W. Stewart [1980], Hunter [1982], Kemeny [1981]). More generally, the stationary distribution vector $p$ satisfying (1.1) is important in many areas of the mathematical sciences, including queueing networks (e.g., Kaufman [1983]), input-output economic models (e.g., Berman and Plemmons [1979, Chap. 9] and Duchin and Szlyd [1979]) and in compartmental analysis tracer models (e.g., Sheppard and Householder [1951] and Funderlic and Mankin [1981]). Such computations are also related to the discrete Neumann problem in partial differential equations (e.g., Plemmons [1976]). Techniques for computing $p$ where $Q$ is large and sparse have traditionally been iterative and often involve some variation of the power method for computing eigenvectors (see, e.g., W. J. Stewart [1978]), although more recently methods based upon matrix splitting such as the Gauss-Seidel method have been investigated (see Kaufman [1983] for an interesting study of such methods). Combined direct-iterative methods have recently been considered by Koury, McAllister and Stewart [1984] and by Funderlic and Plemmons [1984]. Our interest here is in a direct method based upon an $L U$ factorization of a certain $M$-matrix (see § 2 for definitions) by Gaussian elimination without pivoting.

Paige, Styan and Wachter [1975] have considered a variety of direct methods for computing the stationary distribution vector $p$ for an ergodic Markov chain with rate transition matrix $Q$. They recommended two methods which are based upon the transformation of $I-Q^{T}$ into a nonsingular matrix by a rank-one modification,

[^46]followed by the solution of an associated nonsingular system of linear equations. Specifically letting $e^{T}=(1, \cdots, 1)$, it follows that if $x$ is any $n$-vector such that $e^{T} x \neq 0$, that is, if $x$ is not in the range of $A$, then
\[

$$
\begin{equation*}
I-Q^{T}+x e^{T} \tag{1.2}
\end{equation*}
$$

\]

is nonsingular and $p$ is then the solution to the nonsingular system of linear equations

$$
\begin{equation*}
\left(I-Q^{T}+x e^{T}\right) p=x \tag{1.3}
\end{equation*}
$$

We note that this rank-one modification concept has recently been extended to more general problems by Hunter [1982], Kemeny [1981] and Harrod [1982].

Based upon the numerical comparison of a collection of direct methods for computing $p$ available at that time, Paige, Styan and Wachter [1975] recommended the use of the nonsingular system (1.3) with two possible choices of $x$. We name these methods as follows (here $e_{j}$ denotes the $j$ th unit vector):

PSW method 1. Solve

$$
\begin{equation*}
\left[I-Q^{T}+\left(Q^{T} e_{j}\right) e^{T}\right] p=Q^{T} e_{j} \tag{1.4}
\end{equation*}
$$

PSW method 2. Solve

$$
\begin{equation*}
\left[I-Q^{T}+e_{j} e^{T}\right] p=e_{j} \tag{1.5}
\end{equation*}
$$

Note that in PSW method 1, the vector $x$ in (1.3) is the $j$ th row of the stochastic matrix $Q$ while in PSW method 2, $x$ is the $j$ th unit vector. Paige, Styan and Wachter recommended the solution of (1.4) or (1.5) by Gaussian elimination with row pivoting for numerical stability. Notice that these nonsingular rank-one modifications may produce a more dense matrix than $I-Q^{T}$, and also that row pivoting is now, in contrast to the Funderlic-Mankin scheme, generally required for the $L U$ factorization of (1.2) since the column diagonal dominance of $I-Q^{T}$ can be lost (see $\S 2$ ). We will remark further on these topics in $\S 4$.

Other direct methods, such as replacing the $j$ th row $v$ of $I-Q^{T}$ by $e^{T}=(1, \cdots, 1)$ and then solving the resulting nonsingular system

$$
\left[I-Q^{T}+e_{j}(e-v)^{T}\right] p=e_{j}
$$

were considered by Paige, Styan and Wachter. They also considered the use of generalized matrix inverses, but they found that PSW methods 1 and 2 performed best, in terms of accuracy and numerical efficiency, of all the methods they examined.

Our purpose in this paper is to provide a simple alternative to the nonsingular rank-one modification methods of Paige, Styan and Wachter. This method, which was suggested first by Funderlic and Mankin [1981] for the solution of compartmental tracer analysis problems, involves the direct $L U$ decomposition of $I-Q^{T}$ or some symmetric permutation of $I-Q^{T}$. The algorithm is developed in $\S 2$, and a complete backward error analysis is also given. The scheme essentially corresponds to one step of inverse iteration as described in Wilkinson [1965, p. 619] for a certain eigenvector problem. Numerical comparisons of this method with PSW methods 1 and 2 on a variety of test examples are reported in § 3. These examples involve some actual data from queueing network analysis and the problems vary in the degree of ill-conditioning and sparsity. Some general observations about the results of these comparisons are given in § 4 along with some comments on conditioning. We conclude that this direct $L U$ factorization method for $I-Q^{T}$ provides at least as much accuracy as the nonsingular PSW methods 1 and 2. Moreover, this scheme requires no pivoting for numerical stability and facilitates the use of symmetric pivoting to preserve sparsity.
2. The partition factorization method. As defined in $\S 1, Q$ denotes an irreducible stochastic probability transition matrix of order $n$ associated with an ergodic, finite Markov chain. Let

$$
\begin{equation*}
A=I-Q^{T} \tag{2.1}
\end{equation*}
$$

In this context, our purpose is to compute the unique stationary probability distribution vector $p=\left(p_{i}\right), p_{i}>0, \sum_{i=1}^{n} p_{i}=1$, which solves the homogeneous system of linear equations

$$
\begin{equation*}
A p=0 \tag{2.2}
\end{equation*}
$$

The coefficient matrix $A$ has several useful properties. First, $A$ is an $M$-matrix. By an M-matrix we mean a matrix with all nonpositive off-diagonal entries and with all eigenvalues having nonnegative real parts. Since $A$ is irreducible, it has rank $n-1$. Moreover,

$$
e^{T} A=e^{T}\left(I-Q^{T}\right)=e^{T}-e^{T} Q^{T}=e^{T}-e^{T}=0,
$$

so that $A$ is column diagonally dominant. In particular,

$$
a_{i i}=-\sum_{j \neq i} a_{i j}, \quad 1 \leqq i \leqq n .
$$

(For a discussion of the theory and applications of $M$-matrices in the mathematical sciences see, e.g., Berman and Plemmons [1979, Chaps. 6-10].) It follows that each principal submatrix $A_{k}$ formed by deleting the $k$ th row and $k$ th column of $A$ is a nonsingular $M$-matrix.

Although the coefficient matrix $A$ in (2.1) is singular, (2.2) can always be solved in a stable way by Gaussian elimination on $A$, as described by Funderlic and Mankin [1981] or Funderlic and Plemmons [1981]. Indeed, $A$ has an $L U$ factorization

$$
\begin{equation*}
A=L U \tag{2.3}
\end{equation*}
$$

where $L$ is an $M$-matrix with unit diagonal and $U$ is an $M$-matrix of rank $n-1$ with $u_{n n}=0$. The following simple algorithm can thus be used to compute the stationary probability distribution vector $p$. It essentially corresponds to one step of the inverse power method with $e_{n}$ as the right-hand side.

## Direct factorization method.

1. Factor $A=L U$ by Gaussian elimination.

Let

$$
\tilde{U}=\left[\begin{array}{cccc}
u_{11} & u_{12} & \cdots & u_{1 n}  \tag{2.4}\\
& u_{22} & \cdots & u_{2 n} \\
& & \ddots & \vdots \\
& & & u_{n-1, n} \\
& & & 1
\end{array}\right] .
$$

2. Solve $\tilde{U} y=e_{n}$ by back substitution.
3. Scale $y$ to $p=\left(1 / \sum_{i=1}^{n} y_{i}\right) y$.

It was shown in Funderlic, Neumann and Plemmons [1982] that the elements of $A$ do not grow during the elimination phase of step 1 of the algorithm. In particular, we see that the growth factor

$$
\begin{equation*}
g_{A} \equiv \frac{\max _{i, j, k}\left|a_{i j}^{(k)}\right|}{\max _{i, j}\left|a_{i j}\right|}=1, \tag{2.5}
\end{equation*}
$$

where $a_{i j}^{(k)}$ denotes the $i, j$ entry of the unreduced part of $A$ before the $k$ th step of Gaussian elimination. Thus the method is stable. In particular, suppose the algorithm is executed on a machine with unit roundoff error $\mu$ in floating point arithmetic. Then a simple backward error analysis, using Wilkinson [1965, p. 215] and Stewart [1973, p. 150], shows that the computed solution $\hat{p}$ to $A p=0$ satisfies exactly a perturbed homogeneous system of linear equations $(A+E) \hat{p}=0$. Bounds on $E$ are given in the following theorem, which corrects Funderlic and Mankin [1981, eq. (8)], who inadvertently did not take into account the back substitution phase of the algorithm. The theorem is given in a slightly more general form than is necessary in the context of this paper.

Theorem 1. Let $A$ be an $n \times n$ irreducible, column diagonally dominant singular M-matrix. Suppose the homogeneous systems of linear equations $A x=0$ is solved for the positive vector $x$ by Gaussian elimination on $A$ without pivoting in floating point arithmetic with machine unit roundoff error $\mu$. Then there exists a matrix $E=\left(e_{i j}\right)$ such that the computed solution $\hat{x}$ to $A x=0$ satisfies exactly the homogeneous system

$$
\begin{equation*}
(A+E) \hat{x}=0 \tag{2.6}
\end{equation*}
$$

where for $1 \leqq i, j \leqq n$

$$
\begin{equation*}
\left|e_{i j}\right| \leqq \mu i(3.02+1.01 n) \max _{t} a_{t t} \tag{2.7}
\end{equation*}
$$

Proof. Consider the $L U$ decomposition of $A$ by Gaussian elimination without pivoting. From Wilkinson [1965, p. 215], there is a matrix $F=\left(f_{i j}\right)$ such that the computed factors $\hat{L}$ and $\hat{U}$ satisfy

$$
A+F=\hat{L} \hat{U}
$$

where

$$
\left|f_{i j}\right| \leqq \begin{cases}2.01 \mu(i-1) \max _{i, j, k}\left|a_{i j}^{(k)}\right| & \text { if } j \geqq i, \\ 2.01 \mu j \max _{i, j, k}\left|a_{i j}^{(k)}\right| & \text { if } j<i .\end{cases}
$$

Thus by combining these inequalities in terms of $i$ and applying (2.5) and the fact that $A$ is column diagonally dominant, we have

$$
\begin{equation*}
\left|f_{i j}\right| \leqq 2.01 \mu i \max _{t} a_{t t} \tag{2.8}
\end{equation*}
$$

The algorithm for the $L U$ decomposition of $A$ by Gaussian elimination yields

$$
\hat{U}=\left[\begin{array}{ccc}
\hat{u}_{11} & \cdots & \hat{u}_{1 n} \\
& \ddots & \vdots \\
& & 0
\end{array}\right]
$$

Set

$$
\hat{\hat{U}}=\left[\begin{array}{ccc}
\hat{u}_{11} & \cdots & \hat{u}_{1 n} \\
& \ddots & \vdots \\
& & 1
\end{array}\right] .
$$

Next, if $A x=0$ is solved using $\hat{U}$ in the back substitution step 2, then by Stewart [1973, p. 150] there exists a matrix $G=\left(g_{i j}\right)$ such that the computed solution $\hat{x}$ to $\hat{U} x=e_{n}$ satisfies the system

$$
\begin{equation*}
(\hat{\hat{U}}+G) \hat{x}=e_{n} \tag{2.9}
\end{equation*}
$$

where, since $\left|\hat{\hat{u}}_{i j}\right| \leqq \max _{t} a_{t t}$, for all $i$ and $j$,

$$
\begin{equation*}
\left|g_{i j}\right| \leqq 1.01 \mu(n+1) \max _{t} a_{t t} . \tag{2.10}
\end{equation*}
$$

Then multiplying (2.9) on the left by $\hat{L}$ we have

$$
(\hat{L} \hat{U}+\hat{L} G) \hat{x}=\hat{L} e_{n}=e_{n}
$$

so since

$$
\hat{L} \hat{U}=\hat{L} \hat{U}+e_{n} e_{n}^{T}
$$

and $\hat{x}_{n}=1$, it follows that

$$
(\hat{L} \hat{U}+\hat{L} G) \hat{x}=0
$$

Thus $\hat{x}$ satisfies the homogeneous system

$$
(A+F+\hat{L} G) \hat{x}=0
$$

Let

$$
E=F+\hat{L} G
$$

Then for each $i$ and $j$, we have

$$
\left|e_{i j}\right| \leqq\left|f_{i j}\right|+\sum_{k=1}^{i}\left|\hat{l}_{i k}\right|\left|g_{k j}\right|
$$

and, as $\left|\hat{i}_{i k}\right| \leqq 1$ for each $i$ and $k$,

$$
\left|e_{i j}\right| \leqq\left|f_{i j}\right|+\sum_{k=1}^{i}\left|g_{i j}\right| .
$$

Then applying (2.8) and (2.10) we have

$$
\left|e_{i j}\right| \leqq 2.01 \mu i \max _{t} a_{t t}+1.01 i(n+1) \max _{t} a_{t t},
$$

which yields inequality (2.7).
Observe that the matrix $I-Q^{T}$, where $Q$ is an irreducible stochastic matrix, satisfies the hypotheses of the theorem. Moreover, $\left|a_{i j}\right| \leqq 1$ for each $i$ and $j$. This establishes the following corollary, which provides a backward error analysis for the computation of stationary distributions by the direct factorization method.

Corollary 1. Let $Q$ be the rate transition matrix for an ergodic, finite Markov chain. Let $\hat{p}$ be the approximation to the stationary probability distribution vector $p$, computed by Gaussian elimination on $I-Q^{T}$ without pivoting, in precision $\mu$ floating point arithmetic. Then there exists a matrix $E$ such that $\hat{p}$ satisfies the homogeneous system

$$
\left(I-Q^{T}+E\right) \hat{p}=0
$$

where for $1 \leqq i, j \leqq n$,

$$
\left|e_{i j}\right| \leqq \mu i(3.02+1.01 n)
$$

We proceed now to describe the general algorithm for computing stationary distributions to be compared in this paper with the PSW methods 1 and 2, which were described earlier. First we recall that it was established by Funderlic and Plemmons [1981] that any $M$-matrix $A$ whose rows can be scaled to produce a column diagonally dominant matrix has the property that for each permutation matrix $P, P A P^{T}$ has an $L U$ factorization $P A P^{T}=L U$, where $L$ is an $M$-matrix with unit diagonal and where $U$ is an $M$-matrix. A converse of this result was given by Varga and Cai [1981].

As before, let $Q$ be an $n \times n$, irreducible stochastic matrix and set $A=I-Q^{T}$. For any $1 \leqq k \leqq n$, let $A_{k}$ denote the principal submatrix obtained by deleting the $k$ th row and the $k$ th column of $A$. Accordingly, let $P$ denote the permutation matrix (introduced for notation purposes only) such that $P A P^{T}$ has the partitioned form

$$
P A P^{T}=\left[\begin{array}{cc}
A_{k} & y_{k}  \tag{2.11}\\
z_{k}^{T} & \alpha_{n n}
\end{array}\right]
$$

Here $A_{k}$ is an $(n-1) \times(n-1)$ diagonally dominant, nonsingular $M$-matrix and $y_{k}$ is an ( $n-1$ )-dimensional vector with nonpositive entries.

The following general scheme for computing $p$ is based upon the partition form (2.11).

Partition factorization method (PF method)

1. Choose $1 \leqq k \leqq n$ and partition $A$ into the form (2.11).
2. Solve $A_{k} \tilde{x}=-y_{k}$ for $\tilde{x}=\left(x_{1}, \cdots, x_{n-1}\right)^{T}$ by Gaussian elimination on $A_{k}$ without pivoting.
3. Set $x_{n}=1$ and $p=\left(1 / \sum_{i=1}^{n} x_{i}\right) P^{T} x$.

Observe that since $A_{k}$ is column diagonally dominant, pivoting for stability is unnecessary in the $L U$ factorization of $A_{k}$ by Gaussian elimination in step 2. Indeed the growth factor $g_{A_{k}}$ is one for each $1 \leqq k \leqq n$. Also, observe that the partition factorization method with $k=n$ is mathematically the same as the direct factorization method applied to $A$, which was given earlier. To see this, note that if $A_{k}$ is factored into $A_{k}=L_{k} U_{k}$ by Gaussian elimination, then $U_{k}$ is the leading $(n-1) \times(n-1)$ principal submatrix of $\tilde{U}$, given by (2.4), while $L_{k}^{-1} y_{k}$ is the first $n-1$ entries of the last column of $\tilde{U}$. Thus the matrix $\tilde{U}$ given by (2.4) in the direct factorization method has the partitioned form

$$
\tilde{U}=\left[\begin{array}{cc}
U_{k} & L_{k}^{-1} y_{k} \\
0 & 1
\end{array}\right] .
$$

More generally, for $1 \leqq k \leqq n$, it follows that the partition factorization method using the submatrix $A_{k}$ of $A$ is mathematically the same as the direct factorization method applied to $P A P^{T}$, where the permutation matrix $P$ is given by (2.11). Thus the backward error analysis given in Theorem 1 for the direct factorization method also holds for the partition factorization method.

There are some possible advantages of the flexibility of choosing an arbitrary principal submatrix $A_{k}$ to factorize in the solution process for $p$. First, one might choose an $A_{k}$ having a particular sparsity pattern. For example, if $A$ has a dense row, then it could be excluded from the solution process. Secondly, the condition numbers $\left\|A_{k}\right\|\left\|A_{k}^{-1}\right\|$ may differ widely for $1 \leqq k \leqq n$, so one might expect better numerical results if a well-conditioned $A_{k}$ were chosen. However, as we shall note in the test results of $\S 3$, the choice of $A_{k}$ in the partition factorization method appears to have little effect on the numerical accuracy obtained, up to the precision of the machine. As a partial explanation for these observations we give the following theorem, which
relates the smallest singular values of the $(n-1) \times(n-1)$ principal submatrices $A_{k}$ to the smallest nonzero singular value of $A$.

Theorem 2. Let $A=I-Q^{T}$, where $Q$ is an $n \times n$ irreducible stochastic matrix and let $A_{k}$ denote the principal submatrix obtained from $A$ by deleting the kth row and the $k t h$ column for $1 \leqq k \leqq n$. If $\sigma_{n-1}$ denotes the second smallest singular value of $A$ and $\sigma_{n-1}^{(k)}$ denotes the smallest singular value of $A_{k}$ then

$$
\begin{equation*}
\sigma_{n-1}^{(k)} \leqq \sigma_{n-1} \tag{2.12}
\end{equation*}
$$

Proof. Without loss of generality it will be assumed that $k=n$. Then $A$ can be written in the partitioned form

$$
A=\left[\begin{array}{cc}
A_{n} & y_{n}  \tag{2.13}\\
z_{n}^{T} & a_{n n}
\end{array}\right]
$$

Let $\sigma\left(A^{T} A\right)=\left\{\sigma_{j}^{2}\right\}_{j=1}^{n}$ denote the eigenvalues of $A^{T} A$ where $0=\sigma_{n}<\sigma_{n-1} \leqq \cdots \leqq \sigma_{1}$, and let $\sigma\left(A_{n}^{T} A_{n}\right)=\left\{\alpha_{j}^{2}\right\}_{j=1}^{n-1}$ denote the eigenvalues of $A_{n}^{T} A_{n}$ where $0<\alpha_{n-1} \leqq \alpha_{n-2} \leqq$ $\cdots \leqq \alpha_{1}$, and let $\sigma\left(A_{n}^{T} A_{n}+z_{n} z_{n}^{T}\right)=\left\{\gamma_{j}^{2}\right\}_{j=1}^{n-1}$ denote the eigenvalues of $A_{n}^{T} A_{n}+z_{n} z_{n}^{T}$ where $0 \leqq \gamma_{n-1} \leqq \gamma_{n-2} \leqq \cdots \leqq \gamma_{1}$.

The matrix $A_{n}^{T} A_{n}+z_{n} z_{n}^{T}$ is a principal leading submatrix of the symmetric matrix $A^{T} A$. Thus by the interlacing property

$$
\begin{equation*}
0=\sigma_{n} \leqq \gamma_{n-1} \leqq \sigma_{n-1} \leqq \cdots \leqq \gamma_{1} \leqq \sigma_{1} \tag{2.14}
\end{equation*}
$$

Also, applying Wilkinson [1965, pp. 97-98], it follows that

$$
\gamma_{j}^{2}-\alpha_{j}^{2}=m_{j}\left(z_{n}^{T} z_{n}\right) \quad \text { for } j=1,2, \cdots, n-1
$$

where $0 \leqq m_{k} \leqq 1$ and $\sum_{k=1}^{n-1} m_{k}=1$. Hence

$$
\alpha_{j} \leqq \gamma_{j} \quad \text { for } j=1,2, \cdots, n-1
$$

Applying (2.14) it follows that

$$
0 \leqq \alpha_{j} \leqq \gamma_{j} \leqq \sigma_{j} \quad \text { for } j=1,2, \cdots, n-1
$$

In particular, if $j=n-1$, then

$$
0 \leqq \alpha_{n-1} \leqq \sigma_{n-1}
$$

The result follows.
Note that Theorem 2 shows that if the smallest nonzero singular value of $A$ is small, then such is the case for the smallest singular value of each $A_{k}$. This implies that if the total problem of solving $A p=0$ is ill-conditioned, then any choice of $A_{k}$ in the partition factorization method can lead to an ill-conditioned problem, a situation that has been observed in our test problems. These and other observations concerning the test results are discussed in $\S 4$.
3. Numerical comparisons. Numerical comparisons were performed for the partition factorization (PF) method and the Paige, Styan and Wachter (PSW) methods 1 and 2. Note that in computing the stationary distribution vector $p$ for a stochastic matrix of order $n$, in each of the three algorithms being tested there are $n$ possibly different systems of linear equations that can be used to obtain $p$.

The computer program for each algorithm was executed on an IBM 3081 computer at the Triangle Universities Computation Center. The software was written in

FORTRAN and compiled using the IBM Extended Optimizing Compiler in single and double precision floating point arithmetic.

The relative error was computed by comparing the single precision result with the double precision approximate solution, found by using the IMSL subroutine EIGRF. The relative error reported was computed as $\|p-\hat{p}\|_{1} /\|p\|_{1}$, where $p$ is the double precision approximation and will be referred to as the exact solution, and $\hat{p}$ is the single precision approximation computed by one of the three algorithms. The vectors $p$ and $\hat{p}$ are both normalized so that $\|p\|_{1}=1$ and $\|\hat{p}\|_{1}=1$. Hence the relative error is bounded above by 2 . The residual error computed was $\left\|\hat{p}-Q^{T} \hat{p}\right\|_{1}$ and would theoretically be 0 if $\hat{p}=p$.

One of the problems associated with the PSW methods is that the sparse structure of the matrix $A$ may be modified and the resulting updated matrix may no longer be sparse. In order to measure this effect, the numbers of nonzero entries in the matrix $A$ and in the rank-one modified matrix in the PSW methods 1 and 2 are reported when $A$ is sparse.

Various test problems were used to compare the three algorithms being considered. One type of matrix used is a nearly completely decomposable (NCD) matrix. The stochastic matrix

$$
Q=Q^{*}+\varepsilon C
$$

where $\varepsilon>0, Q^{*}$ is a block diagonal stochastic matrix and $C$ has row sums zero, is called a nearly completely decomposable matrix. If $Q^{*}$ has $m$ diagonal blocks, then $Q^{*}$ has 1 as an eigenvalue of multiplicity at least $m$. Therefore the matrix $Q$ has at least $m-1$ eigenvalues close to 1 . The parameter $\varepsilon$ is called the degree of coupling and is a measure of the decomposability of the matrix $Q$. Such matrices often arise in the analysis of queueing networks (e.g., Koury, McAllister and Stewart [1984]).

The following test problems were used to compare the PF method and the PSW methods 1 and 2.

Test problem 1. This matrix is of order 10 and the condition numbers for the submatrices $A_{k}$ of order 9 range from $2.046 \mathrm{E}+01$ to $2.090 \mathrm{E}+17$.

Test problem 2. This matrix is of order 8 and is commonly called Courtois's Matrix (see Courtois [1977]). Although the entries in the sixth row do not sum to 1, it has been used to test several algorithms (e.g., Stewart [1980] and Vantilbourgh [1981]). It is nearly completely decomposable, and the degree of coupling is 0.001 .

Test problem 3. This matrix is of order 6 and the condition numbers for the submatrices $A_{k}$ of order 5 range from $1.644 \mathrm{E}+01$ to $1.425 \mathrm{E}+07$.

Test problem 4. This is a class of matrices of order 10 which are nearly completely decomposable. This particular class of matrices was used by Paige, Styan and Wachter [1975] for test purposes.

Test problem 5. This matrix of order 84 is banded and sparse. It arose from the queueing network analysis of a job line production model, studied in the Industrial Engineering Department at North Carolina State University.

Special notation. If $B$ is a square matrix, then $N(B)$ denotes the percent of nonzero entries in $B$. If $B$ is also nonsingular then the term $K_{1}(B)$ denotes the condition number of the matrix and is defined by $K_{1}(B)=\|B\|_{1}\left\|B^{-1}\right\|_{1}$.

The term maximum relative error means the maximum of all the relative error terms in the one norm, for the $n$ possible different linear systems for a particular problem and algorithm. Similar definitions are applied to the terms minimum relative error and maximum and minimum residual errors.

## Test problem 1.

Matrix $Q$ :

$$
\left[\begin{array}{rrrrrrrrrr}
.2 & 0 & 0 & .6 & 0 & 0 & 0 & 0 & 0 & .2 \\
0 & .1 & 0 & 0 & .6 & 0 & .3 & 0 & 0 & 0 \\
0 & .1 & 0 & 0 & 0 & 0 & 0 & .8 & 0 & .1 \\
0 & 0 & .6 & 0 & .3 & 0 & 0 & 0 & 0 & .1 \\
0 & .5 & 0 & 0 & .5 & 0 & 0 & 0 & 0 & 0 \\
0 & .5 & 0 & 0 & .2 & 0 & 0 & 0 & .3 & 0 \\
0 & 0 & 0 & 0 & .7 & 0 & .2 & 0 & 0 & .1 \\
.1 & 0 & .9 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & .1 & 0 & 0 & 0 & .8 & 0 & 0 & 0 & .1 \\
0 & .4 & 0 & 0 & 0 & .4 & 0 & 0 & 0 & .2
\end{array}\right] .
$$

## Exact solution:

$$
\begin{aligned}
p= & (3.18129230 \mathrm{E}-16,3.13420278 \mathrm{E}-01,2.93617551 \mathrm{E}-15, \\
& 3.07485879 \mathrm{E}-16,5.43805217 \mathrm{E}-01,7.88809424 \mathrm{E}-03, \\
& 1.17532604 \mathrm{E}-01,2.56247898 \mathrm{E}-15, \\
& 2.36642827 \mathrm{E}-03,1.49873790 \mathrm{E}-02)^{T} .
\end{aligned}
$$

Second smallest singular value of A: $1.424 \mathrm{E}-01$.

|  | PF <br> method | PSW <br> method 1 | PSW <br> method 2 |
| :--- | :---: | :---: | :---: |
| maximum <br> relative <br> error | $2.525 \mathrm{E}-06$ | $2.479 \mathrm{E}-06$ | $3.676 \mathrm{E}-06$ |
|  |  |  |  |


|  | PF <br> method | PSW <br> method 1 | PSW <br> method 2 |
| :--- | :---: | :---: | :---: |
| minimum <br> relative <br> error | $1.454 \mathrm{E}-07$ | $1.757 \mathrm{E}-07$ | $6.856 \mathrm{E}-08$ |
|  |  |  |  |


|  | PF <br> method | PSW <br> method 1 | PSW <br> method 2 |
| :--- | :---: | :---: | :---: |
| maximum <br> residual <br> error | $4.452 \mathrm{E}-06$ | $7.882 \mathrm{E}-07$ | $7.881 \mathrm{E}-07$ |
|  |  |  |  |


|  | PF <br> method | PSW <br> method 1 | PSW <br> method 2 |
| :--- | :---: | :---: | :---: |
| minimum <br> residual <br> error | $4.555 \mathrm{E}-07$ | $1.827 \mathrm{E}-07$ | $1.830 \mathrm{E}-07$ |
|  |  |  |  |

$$
\begin{aligned}
N(A)= & 33 \%, \quad \max _{j} N\left(A+\left(Q^{T} e_{j}\right) e^{T}\right)=51 \%, \quad \max _{j} N\left(A+e_{j} e^{T}\right)=40 \%, \\
& \min _{j} K_{1}\left(A_{j}\right)=2.046 E+01, \quad \max _{j} K_{1}\left(A_{j}\right)=2.090 \mathrm{E}+17 .
\end{aligned}
$$

## Test problem 2.

Matrix $Q$ :
$\left[\begin{array}{llllllll}.85 & 0 & .149 & .0009 & 0 & .00005 & 0 & .00005 \\ .1 & .65 & .249 & 0 & .00009 & .00005 & 0 & .00005 \\ .1 & .8 & .0996 & .0003 & 0 & 0 & .0001 & 0 \\ 0 & .0004 & 0 & .7 & .2995 & 0 & .0001 & 0 \\ .0005 & 0 & .0004 & .399 & .6 & .0001 & 0 & 0 \\ 0 & .00005 & 0 & 0 & .00005 & .6 & .2499 & .15 \\ .00003 & 0 & .00003 & .00004 & 0 & .1 & .8 & .0999 \\ 0 & .00005 & 0 & 0 & .00005 & .1999 & .25 & .55\end{array}\right]$.

## Exact solution:

$$
\begin{aligned}
p= & (8.92826528 \mathrm{E}-02,9.27576375 \mathrm{E}-02,4.04883120 \mathrm{E}-02, \\
& 1.58533191 \mathrm{E}-01,1.18938207 \mathrm{E}-01,1.20385481 \mathrm{E}-01, \\
& 2.77795252 \mathrm{E}-01,1.01819266 \mathrm{E}-01)^{T} .
\end{aligned}
$$

Second smallest singular value of A: 1.906 E-04. Degree of coupling: 0.001.

|  | PF <br> method | PSW <br> method 1 | PSW <br> method 2 |
| :--- | :---: | :---: | :---: |
| maximum <br> relative <br> error | $1.710 \mathrm{E}-04$ | $1.180 \mathrm{E}-03$ | $1.097 \mathrm{E}-03$ |
|  |  |  |  |


|  | PF <br> method | PSW <br> method 1 | PSW <br> method 2 |
| :--- | :---: | :---: | :---: |
| minimum <br> relative <br> error | $3.957 \mathrm{E}-05$ | $3.905 \mathrm{E}-04$ | $1.111 \mathrm{E}-04$ |
|  |  |  |  |


|  | PF <br> method | PSW <br> method 1 | PSW <br> method 2 |
| :--- | :---: | :---: | :---: |
| maximum <br> residual <br> error | $1.149 \mathrm{E}-06$ | $1.009 \mathrm{E}-06$ | $9.946 \mathrm{E}-07$ |
|  |  |  |  |


|  | PF <br> method | PSW <br> method 1 | PSW <br> method 2 |
| :--- | :---: | :---: | :---: |
| minimum <br> residual <br> error | $1.891 \mathrm{E}-07$ | $7.152 \mathrm{E}-07$ | $7.860 \mathrm{E}-07$ |
|  |  |  |  |

$$
\begin{aligned}
N(A)= & 62 \%, \quad \max _{j} N\left(A+\left(Q^{T} e_{j}\right) e^{T}\right)=83 \%, \quad \max _{j} N\left(A+e_{j} e^{T}\right)=69 \%, \\
& \min _{j} K_{1}\left(A_{j}\right)=1.021 \mathrm{E}+04, \quad \max _{j} K_{1}\left(A_{j}\right)=2.041 \mathrm{E}+04 .
\end{aligned}
$$

## Test problem 3.

## Matrix $Q$ :

$\left[\begin{array}{lllll}0.999999 & 1.0 \mathrm{E}-07 & 2.0 \mathrm{E}-07 & 3.0 \mathrm{E}-07 & 4.0 \mathrm{E}-07 \\ 0.4 & 0.3 & 0 & 0 & 0.3 \\ 5.0 \mathrm{E}-07 & 0 & 0.999999 & 0 & 5.0 \mathrm{E}-07 \\ 5.0 \mathrm{E}-07 & 0 & 0 & 0.999999 & 5.0 \mathrm{E}-07 \\ 2.0 \mathrm{E}-07 & 3.0 \mathrm{E}-07 & 1.0 \mathrm{E}-07 & 4.0 \mathrm{E}-07 & 0.999999\end{array}\right]$.

Exact solution:

$$
\begin{aligned}
p= & (3.15217329 \mathrm{E}-01,1.95652135 \mathrm{E}-07,9.81883865 \mathrm{E}-02, \\
& 2.35144881 \mathrm{E}-01,3.51449206 \mathrm{E}-01)^{T} .
\end{aligned}
$$

Second smallest singular value of $A: 1.007 \mathrm{E}-06$.

|  | PF <br> method | PSW <br> method 1 | PSW <br> method 2 |
| :--- | :---: | :---: | :---: |
| maximum <br> relative <br> error | $2.265 \mathrm{E}-02$ | $3.888 \mathrm{E}-02$ | $2.265 \mathrm{E}-02$ |
|  | PF <br> method | PSW <br> method 1 | PSW <br> method 2 <br> relative <br> error |


|  | PF <br> method | PSW <br> method 1 | PSW <br> method 2 |
| :--- | :---: | :---: | :---: |
| maximum <br> residual <br> error | $3.040 \mathrm{E}-08$ | $4.172 \mathrm{E}-07$ | $3.636 \mathrm{E}-07$ |
|  |  |  |  |


|  | PF <br> method | PSW <br> method 1 | PSW <br> method 2 |
| :--- | :---: | :---: | :---: |
| minimum <br> residual <br> error | $5.900 \mathrm{E}-09$ | $3.576 \mathrm{E}-07$ | $3.576 \mathrm{E}-07$ |
|  |  |  |  |

$$
\min _{j} K_{1}\left(A_{j}\right)=1.644 \mathrm{E}+01, \quad \max _{j} K_{1}\left(A_{j}\right)=1.425 \mathrm{E}+07
$$

## Test problem 4.

Matrix Q: Let

$$
\bar{Q}(\varepsilon)=\left[\begin{array}{rrrrrrrrrr}
.1 & .3 & .1 & .2 & .3 & \varepsilon & 0 & 0 & 0 & 0 \\
.2 & .1 & .1 & .2 & .4 & 0 & 0 & 0 & 0 & 0 \\
.1 & .2 & .2 & .4 & .1 & 0 & 0 & 0 & 0 & 0 \\
.4 & .2 & .1 & .2 & .1 & 0 & 0 & 0 & 0 & 0 \\
.6 & .3 & 0 & 0 & .1 & 0 & 0 & 0 & 0 & 0 \\
\varepsilon & 0 & 0 & 0 & 0 & .1 & .2 & .2 & .4 & .1 \\
0 & 0 & 0 & 0 & 0 & .2 & .2 & .1 & .3 & .2 \\
0 & 0 & 0 & 0 & 0 & .1 & .5 & 0 & .2 & .2 \\
0 & 0 & 0 & 0 & 0 & .5 & .2 & .1 & 0 & .2 \\
0 & 0 & 0 & 0 & 0 & .1 & .2 & .2 & .3 & .2
\end{array}\right] .
$$

If $s_{j}$ denotes the inverse of the sum of the entries in the $j$ th row of the matrix $\bar{Q}(\varepsilon)$ and $D=\operatorname{diag}\left(s_{1}, s_{2}, \cdots, s_{n}\right)$, then $Q(\varepsilon)=D \bar{Q}(\varepsilon)$ is a nearly completely decomposable stochastic matrix of order 10 . Let $A(\varepsilon)=I-Q(\varepsilon)$.

Degree of coupling: $\varepsilon /(1+\varepsilon)$.

| $\varepsilon$ | Second smallest singular <br> value of $A(\varepsilon)$ |
| :---: | :---: |
| $1.0 \mathrm{E}-01$ | $4.211 \mathrm{E}-01$ |
| $1.0 \mathrm{E}-03$ | $4.898 \mathrm{E}-04$ |
| $1.0 \mathrm{E}-05$ | $4.898 \mathrm{E}-06$ |
| $1.0 \mathrm{E}-07$ | $4.899 \mathrm{E}-08$ |


|  | $\varepsilon$ | $\begin{gathered} \mathrm{PF} \\ \text { method } \end{gathered}$ | PSW <br> method 1 | $\begin{gathered} \text { PSW } \\ \text { method } 2 \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: |
| maximum | $1.0 \mathrm{E}-01$ | $4.417 \mathrm{E}-06$ | $6.738 \mathrm{E}-06$ | $7.304 \mathrm{E}-06$ |
| relative | $1.0 \mathrm{E}-03$ | $2.320 \mathrm{E}-04$ | $5.506 \mathrm{E}-04$ | $2.876 \mathrm{E}-04$ |
| error | $1.0 \mathrm{E}-05$ | $1.586 \mathrm{E}-02$ | $2.501 \mathrm{E}-02$ | $3.901 \mathrm{E}-02$ |
|  | $1.0 \mathrm{E}-07$ | $8.294 \mathrm{E}-01$ | * |  |


|  | PF <br>  | $\varepsilon$ | PSW <br> method | PSthod 1 |
| :--- | :---: | :---: | :---: | :---: |
| minimum | $1.0 \mathrm{E}-01$ | $1.661 \mathrm{E}-06$ | $1.177 \mathrm{E}-06$ | PSW <br> method 2 |
| relative | $1.0 \mathrm{E}-03$ | $6.453 \mathrm{E}-05$ | $6.164 \mathrm{E}-05$ | $7.774 \mathrm{E}-06$ |
| error | $1.0 \mathrm{E}-05$ | $8.296 \mathrm{E}-03$ | $7.814 \mathrm{E}-03$ | $7.034 \mathrm{E}-03$ |
|  | $1.0 \mathrm{E}-07$ | $6.424 \mathrm{E}-01$ | $8.167 \mathrm{E}-01$ | $8.167 \mathrm{E}-01$ |


|  |  |  |  |  |  | PF <br> method | PSW <br> method 1 | PSW <br> method 2 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | maximum | $1.0 \mathrm{E}-01$ | $8.102 \mathrm{E}-06$ | $1.143 \mathrm{E}-06$ |  |  |  |  |
| residual | $1.0 \mathrm{E}-03$ | $7.825 \mathrm{E}-06$ | $1.501 \mathrm{E}-06$ | $1.512 \mathrm{E}-06$ |  |  |  |  |
| error | $1.0 \mathrm{E}-05$ | $7.946 \mathrm{E}-06$ | $1.281 \mathrm{E}-06$ | $1.352 \mathrm{E}-06$ |  |  |  |  |
|  | $1.0 \mathrm{E}-07$ | $6.395 \mathrm{E}-06$ | $*$ | $*$ |  |  |  |  |


|  | $\varepsilon$ | $\begin{gathered} \text { PF } \\ \text { method } \end{gathered}$ | $\begin{gathered} \text { PSW } \\ \text { method } 1 \end{gathered}$ | PSW <br> method 2 |
| :---: | :---: | :---: | :---: | :---: |
| minimum | $1.0 \mathrm{E}-01$ | $4.395 \mathrm{E}-07$ | $6.556 \mathrm{E}-07$ | $6.034 \mathrm{E}-07$ |
| residual | $1.0 \mathrm{E}-03$ | $4.145 \mathrm{E}-07$ | $5.997 \mathrm{E}-07$ | $6.631 \mathrm{E}-07$ |
| error | $1.0 \mathrm{E}-05$ | $5.772 \mathrm{E}-07$ | $5.557 \mathrm{E}-07$ | $6.631 \mathrm{E}-07$ |
|  | $1.0 \mathrm{E}-07$ | $2.236 \mathrm{E}-07$ | $5.774 \mathrm{E}-07$ | $5.848 \mathrm{E}-07$ |


| $\varepsilon$ | $\min _{j} K_{1}\left(A_{j}\right)$ | $\max _{j} K_{1}\left(A_{j}\right)$ |
| :---: | :---: | :---: |
| $1.0 \mathrm{E}-01$ | $7.494 \mathrm{E}+01$ | $1.755 \mathrm{E}+02$ |
| $1.0 \mathrm{E}-03$ | $6.284 \mathrm{E}+03$ | $9.216 \mathrm{E}+03$ |
| $1.0 \mathrm{E}-05$ | $6.261 \mathrm{E}+05$ | $9.135 \mathrm{E}+05$ |
| $1.0 \mathrm{E}-07$ | $6.261 \mathrm{E}+07$ | $9.134 \mathrm{E}+07$. |

$$
N(A)=48 \%, \quad \max _{j} N\left(A+\left(Q^{T} e_{j}\right) e^{T}\right)=74 \%, \quad \max _{j} N\left(A+e_{j} e^{T}\right)=56 \%
$$

Test problem 5.
Matrix $Q$ (zero/nonzero structure): See Fig. 1.


Fig 1.

Zero/nonzero structure of the PSW matrix $A+\left(Q^{T} e_{43}\right) e^{T}$ for test problem 5: See Fig. 2.


Fig 2.

Second smallest singular value of $A: 3.305 \mathrm{E}-02$.

|  | PF <br> method | PSW <br> method 1 | PSW <br> method 2 |
| :--- | :---: | :---: | :---: |
| maximum <br> relative <br> error | $2.293 \mathrm{E}-05$ | $3.319 \mathrm{E}-05$ | $3.038 \mathrm{E}-05$ |
|  |  |  |  |


| PF <br> minimum <br> method <br> relative <br> error | PSW <br> method 1 | PSW <br> method 2 |  |
| :--- | :---: | :---: | :---: |
| maximum <br> residual <br> error | PF <br> method | 9.735 -06 | PSW <br> method 1 |

4. Concluding remarks. The paper is concluded with some observations concerning the performances of the nonsingular rank-one modification methods recommended by Paige, Styan and Wachter [1975] (PSW methods 1 and 2) and our partition factorization (PF) method. We comment first about the particular test problems considered in the preceeding section and then give some general observations.
5. In test problem 1 all three algorithms produced 5 or more decimal digits of accuracy in IBM single precision in each situation. (Here the PF method was tested using each of the 10 principal submatrices $A_{k}$ of $A$ having order 9. The PSW method 1 was tested using each of the 10 rows of $Q$ and the PSW method 2 was tested using each unit vector $e_{j}, 1 \leqq j \leqq 10$.) Some fill-in to $I-Q^{T}$ occurred as a result of PSW rank-one modifications. Notice that the one-condition numbers of the $A_{k}$ range up to near $2 \times 10^{17}$. However, the PF method still obtains uniformly good results using each $A_{k}$. The second smallest singular value of $I-Q^{T}$ is near .14 , and thus the overall problem of computing $p$ is apparently well-conditioned.
6. Test problem 2 is Courtois's matrix which is nearly completely decomposable. Here the three methods obtain moderately accurate results in IBM single precision (between 3 and 6 decimal digits) in each situation.
7. Between only 1 and 2 decimal digits of accuracy are obtained by the three methods applied to test problem 3. However, the residual error is small in each case. Observe that the second smallest singular value of $I-Q^{T}$ is around $10^{-6}$.
8. Test problem 4 represents a class of test situations involving a nearly completely decomposable matrix in which the degree of coupling decreases from $10^{-1}$ to $10^{-7}$, resulting in a comparable decrease in the second smallest singular value of $I-Q^{T}$. Here the PF method produces the smallest maximum relative error in each case.
9. For the job line production model in test problem 5 , all three methods obtained relatively accurate results. However, the PSW methods 1 and 2 destroy the sparse banded structure of $I-Q^{T}$, as we illustrate.
10. In general for all the problems tested, the residual error was between $10^{-6}$ and $10^{-9}$, even though in many cases the relative error was large. Thus the residual error may not be good measure of the accuracy of the approximation to $p$ here, for ill-conditioned problems.
11. Recall that pivoting generally is necessary in the $L U$ factorizations of the nonsingular rank-one updates of $I-Q^{T}$ in PSW methods 1 and 2. However, the PF method requires no pivoting for numerical stability. Thus it facilitates the possible application of symmetric pivoting to preserve sparsity (see Funderlic and Plemmons [1984]) without the use of any threshold pivoting parameter.
12. Finally, we observe that the three methods all obtained comparable accuracy on each test problem. In particular, the PF method obtained uniformly good or uniformly poor results on a given test problem (depending upon the magnitude of the second smallest singular value), even though there was often a considerable variation of the condition numbers of the principal submatrices used in the PF method. This is in agreement with Theorem 2, and it leads us to infer that the accuracy obtained by the PF method is relatively independent of the choice of principal submatrices, up to the constraints of the machine precision. Thus the choice of the principal submatrix $A_{k}$ for the PF method could be based upon other considerations, such as sparsity. For example, if $Q$ has one dense column, say the $k$ th, then the extreme fill-in in computing the $L U$ factorization might be avoided by using $A_{k}$ in the PF method.
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# GENERATING CORRELATION MATRICES* 

GEORGE MARSAGLIA $\dagger$ AND INGRAM OLKIN $\ddagger$


#### Abstract

This paper describes a variety of methods for generating random correlation matrices, with emphasis on choice of random variables and distributions so as to provide matrices with given structure, expected values or eigenvalues.


Key words. random correlation matrices, random numbers, Monte Carlo, simulation

1. Introduction. A correlation matrix is a symmetric, positive semi-definite matrix with 1's on the diagonal. Numerous papers have been devoted, in whole or in part, to the problem of generating random correlation matrices, but usually with a particular application in mind. Papers concerned with correlation matrices having a particular structure are those of Tucker, Koopman and Linn (1969), Herzberg (1969), Dempster, Schatzoff and Wermuth (1977) and Ryan (1978), while Bendel and Afifi (1977), Chalmers (1975), Bendel and Mickey (1978), Johnson and Welch (1980) are concerned with eigenvalues of the generated matrices.

There seems to be need for a discussion of general methods that may be used to generate random correlation matrices which meet various requirements such as structural, distribution of elements, expected values or eigenvalues, with emphasis on possible choices of the random elements at each stage to achieve the desired objective. The following three sections describe methods classified in three ways: random correlation matrices with given expected values; in the form $T T^{\prime}$; with given eigenvalues.
2. Random correlation matrices with given mean. Let $C$ be a given correlation matrix and let $X=\left(x_{i j}\right)$ be a random symmetric matrix with zeros on the diagonal and with means $E\left[x_{i j}\right]=0$. Then $C+X$ will be a random correlation matrix with expected value $C$ if, and only if, the eigenvalues of $C+X$ are nonnegative. Viewing $X$ as a perturbation of $C$, we may use well-known results: adding the symmetric matrix $X$ to $C$ cannot change the eigenvalues of $C$ by more than $\|X\|_{2}$, the 2 -norm of $X$. See, e.g., Stewart (1968). Since $X$ is symmetric, its 2-norm is its spectral radius, which is bounded by both $\|X\|_{E}=\left[\sum x_{i j}^{2}\right]^{1 / 2}$ and $\|X\|_{1}=\|X\|_{\infty}=\max _{i} \sum_{j}\left|x_{i j}\right|$. Thus if any one of $\|X\|_{2},\|X\|_{E}$ or $\|X\|_{1}=\|X\|_{\infty}$ is less than $\lambda$, the least eigenvalue of $C$, then $C+X$ will be positive definite.

This provides a variety of methods for generating random correlation matrices $C+X$ with expected value a given positive definite correlation matrix $C$ with $\lambda$ the least eigenvalue of $C$ :
2.1. Let $A=\left(a_{i j}\right)$ be a symmetric matrix with zeros on the diagonal such that $\|A\|_{\infty}=\max _{i} \sum_{j}\left|a_{i j}\right|<\lambda$. For $j>i$, generate $x_{i j}$ such that the marginal distribution of each $x_{i j}$ is in the interval $\left|x_{i j}\right|<a_{i j}$ and such that $E\left[x_{i j}\right]=0$. Then, with $x_{i i}=0$ and $x_{j i}=x_{i j}$ for $i>j, R=C+X$ will be a random correlation matrix with expected value $C$. A simple way to do this is with $x_{i j}$ independent uniform in $|x|<\left|a_{i j}\right|, i<j$.
2.2. For $i<j$ generate $x_{12}, x_{13}, \cdots, x_{n-1, n}$ with a radially symmetric distribution in (or on) the unit $n(n-1) / 2$-sphere. Then $R=C+2^{-1 / 2} \lambda X$ will be a random correlation matrix with expected value $C$.

[^47]2.3. Using the method described in $\S 4$, generate a random correlation matrix $R$ with eigenvalues in the interval $(1-\lambda, 1+\lambda)$, where $\lambda$ is the least eigenvalue of $C$. Then $C+R-I$ is a random correlation matrix with expected value $C$.
3. Random correlation matrices of the form $\boldsymbol{T T}$. In the method of the previous section the matrix $C$ was given, and a random matrix $X$ was then chosen so that $C+X$ was positive definite. An easier way to guarantee definitiveness (but with less control on the distributions) is to form $T T^{\prime}$ from a random $n \times m$ matrix $T, m \geqq n$. In order that the result be a correlation matrix, the rows of $T$ must have length one, and thus the problem may be put in geometric terms: $T T^{\prime}$ is a random correlation matrix if, and only if, the rows of $T$ are random points on the unit $m$-sphere.

This leads to a variety of methods. Probably the easiest is one that merely generates a matrix $T$ of independent uniform variates, and then forms $T T^{\prime}$ after normalizing by dividing each row by its root-mean-square. A faster method requires about half as many variates by starting with $T$ lower triangular ( $t_{i j}=0$ if $i<j$ ). There are two easy ways to make an initial row $x_{1}, \cdots, x_{m}$ of $T$ a point on the unit $m$-sphere by normalizing: root-mean-square,

$$
x_{i} \leftarrow \pm x_{i} /\left(\sum x_{j}^{2}\right)^{1 / 2}
$$

and root-absolute-mean,

$$
x_{i} \leftarrow \pm\left(\left|x_{i}\right| / \sum\left|x_{j}\right|\right)^{1 / 2},
$$

with the $\pm$ optional. For two initial rows $x_{1}, \cdots, x_{m}$ and $y_{1}, \cdots, y_{m}$ the two kinds of normalization lead to marginal densities in $T T^{\prime}$ for a ratio or a sum of ratios:

$$
\begin{equation*}
\left(\sum \pm x_{i} y_{i}\right) /\left(\sum x_{j}^{2} \sum y_{j}^{2}\right)^{1 / 2} \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\sum \pm\left[\left|x_{i} y_{i}\right| /\left(\sum\left|x_{j}\right| \sum\left|y_{j}\right|\right)\right]^{1 / 2}\right] . \tag{3.2}
\end{equation*}
$$

If the initial elements of $T$ are uniform or exponential, the distribution of (3.2) is more tractable than that of (3.1). If the initial elements are standard normal variates, then the distribution of (3.1) may be given explicitly; we will do so below. The central limit theorem is more readily applied to the sum in (3.2), but since (3.1) approaches the ratio of normal variates, both cases lead to the elements of $T T^{\prime}$ being approximately normal for $m$ large. Choosing a random $\pm$ when normalizing the rows will center the densities at the origin.

Monte Carlo experiments to compare methods for generating the initial elements of $T$ and normalizing procedures should be worthwhile. In order to have exact distributions against which Monte Carlo results may be compared, we will give explicit densities for the case that the matrix $T$ is initially chosen with nonzero elements independent standard normal, then its rows projected onto the unit $m$-sphere by the root-mean-square normalization (3.1). This will include triangular or any other $n \times m$ matrix $T$. For example, if an initial $T$ has the form:

$$
\left(\begin{array}{cccccc}
a & 0 & 0 & b & c & 0 \\
r & s & t & u & 0 & 0 \\
0 & v & 0 & w & 0 & x
\end{array}\right)
$$

with nonzero elements standard normal, and if each row is then made a point on the unit 6 -sphere by dividing by its root-mean-square, what are the marginal densities of the elements of $T T^{\prime}$ ?

THEOREM. If $Z=\sum_{1}^{k} X_{i} Y_{i} /\left[\sum_{1}^{m} X_{i}^{2} \sum_{1}^{n} Y_{i}^{2}\right]^{1 / 2}, \quad 0<k \leqq m \leqq n$, with the $X^{\prime}$ 's and $Y$ 's independent standard normal random variables, then $Z^{2}$ is distributed as the product of beta variates:

$$
Z^{2} \sim \beta_{1 / 2,(n-1) / 2} \beta_{k / 2,(m-k) / 2}
$$

and the density of $Z$ is, for $-1<z<1$ :

$$
\frac{\Gamma\left(\frac{1}{2} n\right) \Gamma\left(\frac{1}{2} m\right)}{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2} n-\frac{1}{2}\right) \Gamma\left(\frac{1}{2} k\right) \Gamma\left(\frac{1}{2} m-\frac{1}{2} k\right)} \int_{z^{2}}^{1}\left(y-z^{2}\right)^{(n-3) / 2} y^{(k-m) / 2}(1-y)^{(m-k) / 2-1} d y .
$$

(When $k=m, Z^{2}$ is the single beta variate $\beta_{1 / 2,(n-1) / 2}$, with corresponding density for $Z$.)
Proof. We may view $Z$ as an inner product, $\alpha \beta^{\prime}$, with $\alpha$ and $\beta$ independent points on the $(m+n-k)$-sphere. For example, when $k=2, m=3, n=4$ and

$$
\alpha=\left(X_{1}, X_{2}, X_{3}, 0,0\right) /\left[\sum_{1}^{3} X_{i}^{2}\right]^{1 / 2}, \quad \beta=\left(Y_{1}, Y_{2}, 0, Y_{3}, Y_{4}\right) /\left[\sum_{i}^{4} Y_{i}^{2}\right]^{1 / 2},
$$

then the random point $\alpha$ is the projection of ( $X_{1}, X_{2}, X_{3}, 0,0$ ) onto the 5 -sphere, so that $\alpha$ is independent of $\sum X_{i}^{2}$ and, similarly, $\beta$ is independent of $\sum Y_{i}^{2}$. Thus, in general, $Z=\alpha \beta^{\prime}$ is independent of the product $\sum X_{i}^{2} \sum Y_{i}^{2}$. The latter product is distributed as the product of independent gamma variates:

$$
\sum_{1}^{m} X_{i}^{2} \sum_{1}^{n} Y_{i}^{2} \sim 4 \gamma_{m / 2} \gamma_{n / 2} .
$$

It follows that, with $V=\sum_{1}^{k} X_{i} Y_{i}$,

$$
E\left[Z^{2 r}\right] E\left[\gamma_{m / 2}^{r}\right] E\left[\gamma_{n / 2}^{r}\right]=E\left[Z^{2 r} \gamma_{m / 2}^{r} \gamma_{n / 2}^{r}\right]=E\left[V^{2 r}\right] .
$$

Thus $E\left[Z^{2 r}\right]=E\left[V^{2 r}\right] / E\left[\gamma_{m / 2}^{r} \gamma_{n / 2}^{r}\right]$ and, using the moments of $V^{2}$ from the lemma below,

$$
E\left[Z^{2 r}\right]=\frac{\Gamma\left(\frac{1}{2} k+r\right) \Gamma\left(\frac{1}{2}+r\right)}{\Gamma\left(\frac{1}{2} k\right) \Gamma\left(\frac{1}{2}\right)} \frac{\Gamma\left(\frac{1}{2} n\right) \Gamma\left(\frac{1}{2} m\right)}{\Gamma\left(\frac{1}{2} n+r\right) \Gamma\left(\frac{1}{2} m+r\right)} .
$$

If $\beta_{a, b}$ is a random variable having a beta distribution with parameters $a$ and $b$, then $E \beta_{a, b}^{r}=B(a+r, b) / B(a, b)$. Since $Z^{2}$ is a bounded random variable, its distribution is determined by its moments, namely, $E Z^{2 r}=E \beta_{1 / 2,(n-1) / 2}^{r} \boldsymbol{\beta}_{k / 2,(m-k) / 2}^{r}$. The density of $Z^{2}$ is obtained from the density of a product and of a square root.

Lemma. Let $V=\sum_{1}^{k} X_{i} Y_{i}$, with the $X$ 's and $Y$ 's independent standard normal. Then

$$
E\left[V^{2 r}\right]=\frac{4 \Gamma\left(\frac{1}{2} k+r\right) \Gamma\left(\frac{1}{2}+r\right)}{\left[\Gamma\left(\frac{1}{2} k\right) \Gamma\left(\frac{1}{2}\right)\right]} .
$$

Proof. Because of the radial symmetry of the distributions of ( $X_{1}, X_{2}, \cdots, X_{k}$ ) and $\left(Y_{1}, Y_{2}, \cdots, Y_{k}\right)$, we may assume that $\left(X_{1}, X_{2}, \cdots, X_{k}\right)$ has the form $(W, 0, \cdots, 0)$ with $W$ distributed as $\left(X_{1}^{2}+\cdots+X_{k}^{2}\right)^{1 / 2}$, so that $W^{2} / 2$ is distributed as a gamma variate $\gamma_{k / 2}$ with parameter $k / 2$, i.e. $W^{2} \sim 2 \gamma_{k / 2}$. Then $V^{2} \sim 4 \gamma_{k / 2} \gamma_{1 / 2}$, where $\gamma_{k / 2}$ and $\gamma_{1 / 2}$ are independent. Then

$$
E\left[V^{2 r}\right]=4 E\left[\gamma_{k / 2}^{r}\right] E\left[\gamma_{1 / 2}^{r}\right]=4 \Gamma\left(\frac{1}{2} k+r\right) \Gamma\left(\frac{1}{2}+r\right) /\left[\Gamma\left(\frac{1}{2} k\right) \Gamma\left(\frac{1}{2}\right)\right] .
$$

Using root-mean-square normalization on a set of $k$ independent normal variates produces a point on the surface of the unit $k$-sphere and the resulting spherically symmetric distribution seems the most desirable for many applications; it is one of the few methods for which the resulting distributions of elements in the correlation matrix
can be given explicitly, as above. If a fast method for generating normal variates is not available, there are other efficient methods for generating uniform points on a $k$-sphere-see, e.g., Marsaglia (1972), (1980).
4. Generating a correlation matrix with given eigenvalues. Methods for generating a correlation matrix whose eigenvalues are close to a given set may be based on classical perturbation theory: if the ordered eigenvalues of $C$ are $\lambda_{1} \leqq \cdots \leqq \lambda_{n}$ and those of $C+X$ are $\mu_{1} \leqq \cdots \leqq \mu_{n}$, then (Hoffman and Weilandt (1953)):

$$
\sum\left(\lambda_{i}-\mu_{i}\right)^{2} \leqq\|X\|_{E}^{2} .
$$

Thus choosing a random symmetric matrix $X$ with zeros on the diagonal and $\|X\|_{E}$ small will ensure that $C+X$ is a correlation matrix with eigenvalues close to $C$. A disadvantage of this method is that $\|X\|_{E}$ may be so small that all the random matrices $C+X$ will look like $C$. (If the expected value is supposed to be $C$, as in $\S 2$, and if $C$ is nearly singular, then all $X$ 's for which $C+X$ is definite may include only $X$ 's of small norm. But closeness of eigenvalues need not require closeness of the matrices.)

Another approach may be used: choose $D=\operatorname{diag}\left\{d_{1}, \cdots, d_{n}\right\}$ so that $\sum\left(\lambda_{i}-d_{i}\right)^{2}<$ $\varepsilon$; then choose a random orthogonal matrix $P$ so that $P D P^{\prime}$ is a correlation matrix. Putting $\varepsilon=0$ would then handle the case where the eigenvalues must be exactly a given set.

The trace of an $n \times n$ correlation matrix must be $n$, so that we may put the problem in general form: given an $n \times n$ positive semi-definite matrix $A$ whose trace is $n$, choose a random orthogonal matrix $P$ so that $P A P^{\prime}$ is a correlation matrix, i.e., has 1 's on the diagonal. It is elementary to prove by induction that there are such $P$ 's: Choose any point $\alpha$ on the $n$-sphere $\alpha \alpha^{\prime}=1$ so that it also satisfies $\alpha A \alpha^{\prime}=1$, (the Rayleigh quotient guarantees the range of $\alpha A \alpha^{\prime}$ will include 1 if the trace of $A$ is $n$ ) and any orthogonal matrix $P=\binom{\alpha}{B}$ whose first row is $\alpha$. Then

$$
\binom{\alpha}{B} A\left(\alpha^{\prime} B^{\prime}\right)=\left(\begin{array}{cc}
1 & \alpha A B^{\prime} \\
B A \alpha^{\prime} & B A B^{\prime}
\end{array}\right)
$$

and $B A B^{\prime}$ is an $(n-1) \times(n-1)$ positive definite matrix with trace equal to $(n-1)$. This is backward induction so that we need only consider the case $n=2$, for which the solution is explicit.

The most difficult problem in implementing this algorithm is in choosing a random point $\alpha$ from the $n$-sphere so that $\alpha A \alpha^{\prime}=1$. There seems to be no easy, explicit way to do this, but if one has a way, the following scheme may be used to generate all of the rows of the required orthogonal matrix $P$ :

Start with the symmetric idempotent matrix $E=I$.
Choose $\alpha_{1}$ from the row space of $E$, subject to $\alpha_{1} \alpha_{1}^{\prime}=\alpha_{1} A \alpha_{1}^{\prime}=1$, and replace $E$ by $E-\alpha_{1}^{\prime} \alpha_{1}$.

Choose $\alpha_{2}$ from the row space of $E$, subject to $\alpha_{2} \alpha_{2}^{\prime}=\alpha_{2} A \alpha_{2}^{\prime}=1$, and replace $E$ by $E-\alpha_{2}^{\prime} \alpha_{2}$.

Choose $\alpha_{n}$ from the row space of $E$, subject to $\alpha_{n} \alpha_{n}^{\prime}=\alpha_{n} A \alpha_{n}^{\prime}=1$, and replace $E$ by $E-\alpha_{n}^{\prime} \alpha_{n}$.

The resulting $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}$ will be orthonormal with $\alpha_{i} A \alpha_{i}^{\prime}=1$, so that the matrix $P$ with rows $\alpha_{1}, \cdots, \alpha_{n}$ will be orthogonal and $P A P^{\prime}$ will have unit diagonal elements.

The $\alpha$ 's will be orthogonal because $\alpha_{2}$ is in the row space of $I-\alpha_{1}^{\prime} \alpha_{1}, \alpha_{3}$ is in the row space of $I-\alpha_{1}^{\prime} \alpha_{1}-\alpha_{2}^{\prime} \alpha_{2}$, and so on.

This provides an easy-to-follow algorithm, but for one aspect: How do we "choose $\alpha$ from the row space of $E$, subject to $\alpha \alpha^{\prime}=\alpha A \alpha^{\prime}=1$ ?" Assume $A=D$, a diagonal matrix of the given eigenvalues. Spherical symmetry in the choice of $\alpha$ 's will make the result invariant under choice of the initial symmetric matrix $A$, provided it has the given eigenvalues. The set $\alpha \alpha^{\prime}=\alpha D \alpha^{\prime}=1$ is a subset of the surface of the unit $n$-sphere, a pair of "spherical ellipses"-one the reflection of the other through the origin. A random slice through the sphere may not hit the two "ellipses," but if it does, it provides a nice way, by choosing one of the resulting four points of intersection.

This then suggests a rejection procedure for sampling $\alpha$ from the row space of a matrix $E$, subject to $\alpha \alpha^{\prime}=\alpha D \alpha^{\prime}=1$ : Choose two points $\xi$ and $\eta$ from the row space of $E$, each in the form $\zeta E$, with $\zeta=\left(z_{1}, \cdots, z_{n}\right)$ having independent normal coordinates. If the plane determined by $\xi, \eta$ and the origin cuts the set $\alpha \alpha^{\prime}=\alpha D \alpha^{\prime}=1$, take one of the four points of intersection and follow the algorithm. If the plane does not cut the set, choose a new plane. The plane determined by $\xi$ and $\eta$ may be represented as $r \xi+\eta$, rather than the conventional $r_{1} \xi+r_{2} \eta$, in view of the fact that we project onto the unit $n$-sphere. The condition that the plane cut the set $\alpha \alpha^{\prime}=\alpha D \alpha^{\prime}=1$ now becomes: $b^{2}<a c$, where $a=\xi(I-D) \xi^{\prime}, b=\xi(I-D) \eta^{\prime}, c=\eta(I-D) \eta^{\prime}$.

These details are now incorporated into an explicit algorithm.
Algorithm. Given the diagonal matrix $D=\operatorname{diag}\left(d_{1}, \cdots, d_{n}\right\}$ with $d_{i} \geqq 0$ and $\sum d_{i}=n$, this algorithm produces a random orthogonal matrix $P$ such that $P D P^{\prime}$ is a correlation matrix ( 1 's on the diagonal).
(i) (Initial state) Start with the $n \times n$ matrix $E$ and the index $k: E \leftarrow I, k \leftarrow 1$.
(ii) Generate a random vector $\xi=\left(x_{1}, \cdots, x_{n}\right)$ in the row space of $E$. [Let $\xi=\left(z_{1}, \cdots, z_{n}\right) E$, with the $z$ 's independent normal.] Compute $a=\sum\left(1-d_{i}\right) x_{i}^{2}$.
(iii) Generate another random vector $\eta=\left(y_{1}, \cdots, y_{n}\right)$ in the row space of $E$.
(iv) Compute $b=\sum\left(1-d_{i}\right) x_{i} y_{i}$ and $c=\sum\left(1-d_{i}\right) y_{i}^{2}$. If $d^{2}=b^{2}-a c \leqq 0$, go to step (iii).
(v) Put $r=(b \pm d) / a$, with the $\pm$ chosen at random. Then the vector $\zeta=r \xi-\eta$, when normalized with a random sign: $\zeta \leftarrow \pm \zeta /\left(\zeta \zeta^{\prime}\right)^{1 / 2}$ is a random choice for the $k$ th row of $P$. Replace: $E \leftarrow E-\zeta^{\prime} \zeta$, increment $k$ and go to step (ii), unless $k=n$, in which case $n-I$ rows of $P$ have been generated, and the last row may be any normalized vector in the row space of $E$.

The above algorithm may be compared to two others: Bendel and Mickey (1978) choose a random orthogonal matrix $P$, form $P D P^{\prime}$, then use $2 \times 2$ rotations (never reflections) to make the diagonal elements unity, one at a time. Chalmers (1975) provides an algorithm that chooses the rows of $P$ sequentially to produce the required form, with rejection sampling from an $n$-cube at each stage. Our approach is similar, but with the intent to describe more fully the available choices for each row, providing possibly simpler algorithms or better control on the resulting distributions or expectations. Choosing the available elements from spherically symmetric distributions makes the resulting $P A P^{\prime}$ invariant under choice of the initial $A$ with given eigenvalues.

The above algorithm is easily programmed. Its numerical stability is similar to that of Gram-Schmidt orthogonalization: quite good. In fact, omitting the rejection parts of the algorithm, steps (iii) and (iv), and putting $\zeta=\xi$ in step (v), produces an orthogonal matrix by the Gram-Schmidt process, which is the initial step in the Bendel-Mickey method. Steps (iii) and (iv) of the algorithm are performed a random number of times; the best possible is $n$ times. We find an average of less than $1.5 n$ times, for random initial choices of the eigenvalues.

Interested readers may wish to see if the correlation matrices produced by the algorithm have distributions that suit their needs. The distributions may be compared with those produced by the Bendel-Mickey method, which can be extended in the following way: Start with the given diagonal matrix of eigenvalues, $D$, and choose a random orthogonal matrix $P$ to get $A=P A P^{\prime}$. Then $A$ has trace $n$, but will generally have no 1 's on the diagonal. It will have a principal $2 \times 2$ submatrix of the form $\binom{a b}{b c}$ with $a<1<c$ or $c<1<a$. There are then four possible $2 \times 2$ orthogonal matrices (two of them rotations, two reflections) that reduce $\binom{a b}{b c}$ to $\binom{1 r}{r s}$. Choosing one of the four at random leads to a similarity reduction of $A$ that puts a 1 on its diagonal. Applying the procedure $n$ times produces a random correlation matrix, all 1's on the diagonal. Choosing from the four possibilities at each step should extend the distributional properties of the end result, as should randomly choosing the $2 \times 2$ submatrices that lead to the reductions.
5. A conjecture. Generating a correlation matrix with given eigenvalues may be considered a special case of a more general matrix problem: given a symmetric matrix $A$, find an orthogonal $P$ such that $P A P^{\prime}$ has equal values on its diagonal. It is easy to prove the existence of such $P$ 's and algorithms discussed above provide generating procedures. It is natural to ask: can other diagonals also be made to have equal elements? Such a "striped" matrix is called a Toeplitz matrix, elements $t_{i j}$ with $t_{i j}=t_{r s}$ if $i-j=r-s$. For example, the $4 \times 4$ symmetric Toeplitz matrices have the form:

$$
\left(\begin{array}{llll}
a & b & c & d \\
b & a & b & c \\
c & b & a & b \\
d & c & b & a
\end{array}\right)
$$

We conjecture the following, which we have only so far been able to prove for $n \leqq 4$ : Conjecture. Given an $n \times n$ real symmetric matrix $A$, there is a real orthogonal matrix $P$ such that $P A P^{\prime}$ is a Toeplitz matrix $\left(t_{i j}\right)$, with $t_{i j}=t_{r s}$ for $|i-j|=|r-s|$, or the equivalent: every set of $n$ real numbers is the spectrum of some real symmetric Toeplitz matrix.
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# DISTRIBUTION OF THE RATIO OF QUADRATIC FORMS IN NORMAL VARIABLES-NUMERICAL METHODS* 
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#### Abstract

This paper is concerned mostly with the distribution of the ratio of two quadratic forms in normal variables. The probability density of the ratio is obtained as an integral and closed-form expressions are given for several special cases. However, in the general case numerical methods must be used to evaluate the density. A method of numerical integration is presented and illustrated by an example. The behavior of the density around the points at which it is irregular is examined. The general case of the distribution of the ratio of two composite random variables is discussed briefly.


Key words. quadratic forms in normal variables, ratio of random quadratic forms, numerical evaluation of probability densities

1. Introduction. Much of this paper is concerned with the calculation of the probability density $p(y)$ of the ratio

$$
\begin{equation*}
\frac{z^{\prime} A z}{z^{\prime} B z} \tag{1}
\end{equation*}
$$

of quadratic forms where $A$ and $B$ are symmetric real matrices of order $n, z$ is a column of correlated normal random variables $z_{1}, z_{2}, \cdots, z_{n}$, and $z^{\prime}$ is its transpose. The probability that (1) exceeds $y$ is

$$
\begin{equation*}
Q(y)=\int_{y}^{\infty} p\left(y^{\prime}\right) d y^{\prime} . \tag{2}
\end{equation*}
$$

Most of our results assume that $z^{\prime} B z$ is positive definite. This case is also the one that has been studied the most in the past. Gurland [1], [2], [3], [4] has dealt with the problem of finding the distribution of general ratios. In particular he has shown [2] that when $z^{\prime} B z$ is positive definite, $Q(y)$ is equal to the probability that the quadratic form $z^{\prime}(A-y B) z$ exceeds zero. He then shows that $p(y)$ and $Q(y)$ can be expressed as an infinite series of Laguerre functions. Davies [9] has given an algorithm to calculate the distribution of a quadratic form in normal variables, and has noted its application to the calculation of the distribution of the ratio of two quadratic forms. Recently the distribution of the ratio (1) has become of interest in tracking and detection problems. See Kanter [5] and the references he cites.

Here we propose to calculate $p(y)$ by using numerical integration to evaluate an integral based on the inversion formula for the characteristic function.
2. The ratio of quadratic forms in normal variables-integral for the probability density. Here and in the remainder of the paper, except for Appendices A and B, it will be assumed that the quadratic form $z^{\prime} B z$ is positive definite. When we set

$$
z^{\prime} A z=\Phi_{1}, \quad z^{\prime} B z=\Phi_{2},
$$

we see from equation (A.2) in Appendix A that the probability density of the ratio $z^{\prime} A z / z^{\prime} B z$ is given by the integral

$$
\begin{equation*}
p(y)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d t \int_{-\infty}^{\infty} d z_{1} \int_{-\infty}^{\infty} d z_{2} \cdots \int_{-\infty}^{\infty} d z_{n} \Phi_{2} \hat{p}(z) \exp \left[i t\left(\Phi_{1}-y \Phi_{2}\right)\right] . \tag{3}
\end{equation*}
$$

[^48]We seek a tractable method of calculating $p(y)$ when the probability density $\hat{p}(z)$ of the $z$ 's has the normal form

$$
\begin{equation*}
\hat{p}(z)=(2 \pi)^{-n / 2}|V|^{-1 / 2} \exp \left[-\frac{1}{2}(z-\xi)^{\prime} V^{-1}(z-\xi)\right] \tag{4}
\end{equation*}
$$

where $\xi$ is the column matrix of the mean values $\xi_{j}$ of the $z$ 's, $V$ is the covariance matrix, and $|V|$ is its determinant.

From (4) and $z^{\prime} V^{-1} \xi=\xi^{\prime} V^{-1} z$, we see that part of the integrand in (3) can be written as

$$
\begin{align*}
\hat{p}(z) \exp \left[i t\left(\Phi_{1}-y \Phi_{2}\right)\right]=(2 \pi)^{-n / 2}|V|^{-1 / 2} \exp \left[-\frac{1}{2} z^{\prime}\left\{V^{-1}\right.\right. & 2 i t(A-y B)\} z \\
& \left.+\xi^{\prime} V^{-1} z-\frac{1}{2} \xi^{\prime} V^{-1} \xi\right] \tag{5}
\end{align*}
$$

Substituting this in (3) and setting $u=i t$ gives the integral we wish to evaluate:

$$
\begin{align*}
p(y)=\frac{1}{2 \pi i} & \int_{-i \infty}^{i \infty} d u \int_{-\infty}^{\infty} d z_{1} \cdots \int_{-\infty}^{\infty} d z_{n}(2 \pi)^{-n / 2}|V|^{-1 / 2}\left(z^{\prime} B z\right) \\
& \cdot \exp \left[-\frac{1}{2} z^{\prime}\left\{V^{-1}-2 u(A-y B)\right\} z+\xi^{\prime} V^{-1} z-\frac{1}{2} \xi^{\prime} V^{-1} \xi\right] \tag{6}
\end{align*}
$$

3. Integration with respect to $z_{1}, z_{2}, \cdots, z_{n}$. The $n$-fold integration with respect to the $z$ 's in (6) can be performed with the help of a transformation used to reduce a quadratic form to the sum of squares. Let $\hat{A}$ and $L$ be $n \times n$ matrices such that

$$
\begin{equation*}
\hat{A}=A-y B, \quad V=L L^{\prime} \tag{7}
\end{equation*}
$$

where $L$ is a lower diagonal matrix (Choleski decomposition of $V$ ). Let $\lambda_{j}$ be the $j$ th eigenvalue, $\lambda_{1} \geqq \lambda_{2} \geqq \cdots \geqq \lambda_{n}$, of $L^{\prime} \hat{A} L$ and $p_{j}$ be the corresponding normalized eigencolumn ( $L^{\prime} \hat{A} L$ is symmetric and $\lambda_{j}$ is real). Incidentally, $\lambda_{j}$ is also an eigenvalue of $V \hat{A}$. Let $P$ be the orthogonal matrix formed by setting the columns $p_{j}$ side by side:

$$
\begin{equation*}
P=\left[p_{1}, p_{2}, \cdots, p_{n}\right], \quad\left(I \lambda_{j}-L^{\prime} \hat{A} L\right) p_{j}=0 \tag{8}
\end{equation*}
$$

Then it can be shown (the details are given in Appendix C) that (6) goes into

$$
\begin{equation*}
p(y)=\frac{1}{2 \pi i} \int_{-i \infty}^{i \infty} G(u) H(u) d u, \tag{9}
\end{equation*}
$$

where

$$
\begin{align*}
& G(u)=\exp [\phi(u)], \\
& \phi(u)=\frac{1}{2} \sum_{j=1}^{n}\left[\hat{\xi}_{j}^{2}\left(1-2 u \lambda_{j}\right)^{-1}-\hat{\xi}_{j}^{2}-\ln \left(1-2 u \lambda_{j}\right)\right] \\
& H(u)=\sum_{j=1}^{n} \frac{\hat{B}_{i j}}{1-2 u \lambda_{j}}+\sum_{j=1}^{n} \sum_{k=1}^{n} \frac{\hat{B}_{j k} \hat{\xi}_{j} \hat{\xi}_{k}}{\left(1-2 u \lambda_{j}\right)\left(1-2 u \lambda_{k}\right)},  \tag{10}\\
& \hat{B}=(L P)^{\prime} B(L P) \\
& \hat{\xi}=(L P)^{-1} \xi=P^{\prime} L^{-1} \xi
\end{align*}
$$

The quantities $\hat{\xi}_{j}$ and $\hat{B}_{j k}, j \neq k$, are determined only to within an arbitrary sign because the sign of $p_{j}$ and the signs of the diagonal elements of $L$ are arbitrary. However $\hat{B}_{j j}$ and $\hat{B}_{j k} \hat{\xi}_{j} \hat{\xi}_{k}$ are uniquely determined, assuming no repeated eigenvalues. Although $y$ does not appear explicitly in the integral (9) for $p(y)$, the values of $\lambda_{j}, \hat{\xi}_{j}$, and $\hat{B}_{j k}$ depend on $y$ as well as on $A, B$, and $V$.

A similar development starting with equation (A.3) leads to

$$
\begin{equation*}
Q(y)=\frac{1}{2 \pi i} \int_{-i \infty}^{i \infty} \frac{G(u) d u}{u} \tag{11}
\end{equation*}
$$

where the path for $u$ is indented to the right at $u=0$.
4. Numerical evaluation of the integral for $\boldsymbol{p}(\boldsymbol{y})$. Since it is difficult to evaluate $p(y)$ and $Q(y)$ analytically except in special cases, we are led to consider the problem of evaluating the integrals (9) and (11) by numerical integration. We shall speak mostly about $p(y)$ but $Q(y)$ can be dealt with in much the same manner.

The symmetry of its integrand about the real $u$-axis allows us to write the integral (9) for $p(y)$ as

$$
\begin{equation*}
p(y)=\operatorname{Real} \frac{1}{\pi i} \int_{0}^{i \infty} G(u) H(u) d u . \tag{12}
\end{equation*}
$$

In some cases most of the contribution to the value of the integral will come from the region around $u=0$ and any convenient numerical integration method can be used. However, in other cases the integrals converge slowly and the following procedures are useful. It should be noted that $p(y)$ is zero when either $\lambda_{1}<0$ or $\lambda_{n}>0$. Also, the performance of the numerical integration may deteriorate when $y$ is near a value that makes the determinant of $A-y B$ equal to zero (Appendix D ).
a. Shifting the path. The path of integration in (9) can be shifted by an arbitrary amount as long as it does not pass over a singularity of $G(u)$. Let the shifted path cross the real $u$-axis at $u=u_{0}$. Then, just as in the special case (12) where $u_{0}=0$, we can write

$$
\begin{equation*}
p(y)=\operatorname{Real} \frac{1}{\pi i} \int_{u_{0}}^{i \infty} G(u) H(u) d u . \tag{13}
\end{equation*}
$$

A good choice of $u_{0}$ is the point on the real axis where $G(u)=\exp [\phi(u)]$ is a minimum, i.e., a saddle point of $\exp [\phi(u)]$. Accordingly we take $u_{0}$ to be the appropriate root (which may have to be obtained numerically) of

$$
\begin{equation*}
\frac{d \phi(u)}{d u}=0, \tag{14}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{d \phi(u)}{d u}=\sum_{j=1}^{n}\left[\xi_{j}^{2}\left(1-2 u \lambda_{j}\right)^{-2}+\left(1-2 u \lambda_{j}\right)^{-1}\right] \lambda_{j} . \tag{15}
\end{equation*}
$$

Saddle point theory suggests the change of variable $u=u_{0}+i b v$, where

$$
\begin{equation*}
b=\sqrt{2 / \phi^{\prime \prime}\left(u_{0}\right)} \tag{16}
\end{equation*}
$$

and $\phi^{\prime \prime}(u)$ is the derivative of (15). This takes (13) into

$$
\begin{equation*}
p(y)=\frac{b}{\pi} \int_{0}^{\infty} \operatorname{Real}[G(u) H(u)] d v, \quad u=u_{0}+i b v \tag{17}
\end{equation*}
$$

The integral (17) can be evaluated efficiently by the trapezoidal rule when most of the contribution to its value comes from the region around $v=0$. In this case good first trial values of the spacing $h=\Delta v$ are $h=1.0,0.5,0.25$.

The integral for $Q(y)$ corresponding to (17) is

$$
\begin{equation*}
Q(y)=\operatorname{Real} \frac{b}{\pi} \int_{0}^{\infty} \frac{G(u) d v}{u} \tag{18}
\end{equation*}
$$

where the contribution ( $=1$ ) of the pole at $u=0$ must be added to the right-hand side when $u_{0}<0$.
b. A numerical integration formula when $\hat{\xi}^{\prime} \hat{\xi}$ is not large. When none of the transformed mean values $\hat{\xi}_{j}$ is large, the ultimate $O\left(1 / u^{1+n / 2}\right)$ decrease of the integrand in (17) sets in early and a transformation suited to this type of decrease can be used (see [7, § V]). Thus the transformed version of (17), namely,

$$
\begin{aligned}
& p(y)=\frac{b}{\pi} \int_{-\infty}^{\infty} \operatorname{Real}[G(u) H(u)]\left(\frac{d v}{d x}\right) d x \\
& u=u_{0}+i b v \\
& v=\exp \left[2 n^{-1 / 2} e^{x}-n^{1 / 2} e^{-x}\right] \\
& \frac{d v}{d x}=v\left[2 n^{-1 / 2} e^{x}+n^{1 / 2} e^{-x}\right]
\end{aligned}
$$

can be efficiently evaluated by the trapezoidal rule if the $\hat{\xi}_{j}$ 's are not large. The behavior of the integrand in (19) for large $x$ suggests that truncation at $x= \pm x_{1}$, where

$$
\begin{equation*}
x_{1}=\ln \left(M n^{-1 / 2}\right) \tag{20}
\end{equation*}
$$

gives a truncation error of $O[\exp (-M)]$. Actually a slightly larger value of $x_{1}$ may be needed to reduce the error to $\exp (-M)$.

The decreasing sequence $h=x_{1} / 10, x_{1} / 20, x_{1} / 40$ of trapezoidal rule spacings, $h=\Delta x$, was used in the calculations for the example discussed below in $\S 5$.
c. Numerical integration when $\hat{\xi}^{\prime} \hat{\xi}$ is large. In this case the numerical integration is complicated by the fact that the integrand may oscillate rapidly as Imag $(u)$ increases and the final $O\left(1 / u^{1+n / 2}\right)$ decrease may not set in until $u$ is beyond the region of significant contribution. If the numerical integration methods described above perform poorly, it may be necessary to study the integrand in order to find a suitable method.

A procedure that we have found useful is to first calculate the path of steepest descent (of $\exp [\phi(u)]$ ) from the saddle point $u_{0}$, i.e., the path along which $\operatorname{Imag}[\phi(u)]=0$ and Real $[\phi(u)]$ decreases. This path can be calculated step by step by using the recurrence relation (Appendix of [7])

$$
\begin{align*}
& u_{m}=u_{m-1}+d_{m-1}, \quad m=1,2,3, \cdots,  \tag{21}\\
& d_{m}=-\left|\phi^{\prime}\left(u_{m}\right)\right| \Delta / \phi^{\prime}\left(u_{m}\right),
\end{align*}
$$

starting with $m=1$ and $d_{0}=i \Delta$. Here $\Delta$ is a small arbitrary step length, $\phi^{\prime}(u)$ is the $d \phi(u) / d u$ given by (15), and $u_{0}$ is the appropriate solution of $\phi^{\prime}(u)=0$.

At the same time the path is calculated, we can also calculate $\phi\left(u_{m}\right)$ and the approximation

$$
\begin{align*}
& p(y) \approx \sum_{m=1}^{\infty} \operatorname{Real}\left[\left(u_{m}-u_{m-1}\right)\left(f_{m}+f_{m-1}\right) / 2\right], \\
& f_{m}=\exp \left[\phi\left(u_{m}\right)\right] \frac{H\left(u_{m}\right)}{\pi i} \tag{22}
\end{align*}
$$

We suppose that we can choose a constant angle $\theta, 0<\theta<\pi$, such that the path of steepest descent is roughly described by the straight line

$$
\begin{equation*}
u=u_{0}+v b e^{i \theta} \tag{23}
\end{equation*}
$$

where $b$ is given by (16) and $v$ runs from 0 to $\infty$. Now we can use a generalization of (19),

$$
\begin{equation*}
p(y)=\int_{-\infty}^{\infty} \operatorname{Real}\left[\frac{G(u) H(u) b e^{i \theta}}{\pi i}\right]\left(\frac{d v}{d x}\right) d x, \quad u=u_{0}+v b e^{i \theta}, \tag{24}
\end{equation*}
$$

where $v$ and $d v / d x$ are again defined as functions of $x$ by the last two equations in (19). In evaluating (24) it may be necessary to use values of the trapezoidal rule spacing ( $h=\Delta x$ ) somewhat smaller than those mentioned for (19).
5. Numerical integration example. Here the calculation of $p(y)$ is discussed for the case

$$
\begin{equation*}
y=\frac{2 z_{1} z_{2}}{2 z_{1}^{2}+z_{2}^{2}} \tag{25}
\end{equation*}
$$

where $z_{1}$ and $z_{2}$ are normal variables with covariance matrix and mean values

$$
V=\left[\begin{array}{rr}
1 & .5  \tag{26}\\
.5 & 1
\end{array}\right], \quad \xi=\left[\begin{array}{l}
1.25 \\
1.75
\end{array}\right] .
$$

First we outline the steps in the numerical integration method of calculating $p(y)$ described in $\S \S 3$ and 4. In this work we take $y$ to have the typical value $y=0.5$. Then we apply the results of Appendix D to examine the discontinuities of $p(y)$. It turns out that $p(y)$ becomes infinite at $y= \pm 1 / \sqrt{2}$. Note that $p(y)$ for (25) can also be calculated by the "direct method" (Appendix B).

In the notation of $\S 3$, the matrices $A, B$, and $\hat{A}$ associated with (25) are

$$
A=\left[\begin{array}{ll}
0 & 1  \tag{27}\\
1 & 0
\end{array}\right], \quad B=\left[\begin{array}{ll}
2 & 0 \\
0 & 1
\end{array}\right], \quad \hat{A}=\left[\begin{array}{cc}
-2 y & 1 \\
1 & -y
\end{array}\right],
$$

and one of the choices for $L$ in $V=L L^{\prime}$ leads to

$$
L=\frac{1}{2}\left[\begin{array}{cc}
2 & 0  \tag{28}\\
1 & \sqrt{3}
\end{array}\right], \quad L^{\prime} \hat{A} L=\frac{1}{4}\left[\begin{array}{cc}
4-9 y & (2-y) \sqrt{3} \\
(2-y) \sqrt{3} & -3 y
\end{array}\right] .
$$

We want to use the transformed version (19) of the integral (9) to calculate $p(y)$ for $y=0.5$. When $y=0.5$ the eigenvalues of $L^{\prime} \hat{A} L$ and the corresponding eigencolumn matrix are

$$
\lambda_{1}=.411, \quad \lambda_{2}=-.991, \quad P=\left[\begin{array}{rr}
.771 & -.637 \\
.637 & .771
\end{array}\right] .
$$

Also the transformation matrix $L P$ and the transformed matrix $\hat{B}=(L P)^{\prime} B(L P)$ are

$$
L P=\left[\begin{array}{rr}
.771 & -.637 \\
.937 & .349
\end{array}\right], \quad \hat{B}=\left[\begin{array}{rr}
2.067 & -.655 \\
-.655 & .933
\end{array}\right]
$$

Solving the equations $(L P) \hat{\xi}=\xi$ gives $\hat{\xi}_{1}=1.791$ and $\hat{\xi}_{2}=0.206$.
At this stage we know the values of the quantities $\lambda_{i}$, $\hat{\xi}_{j}$, and $\hat{B}_{j k}$ that appear in the integral (9) for $p(y)$ and in equation (14) for the saddle point $u_{0}$. The values of $u_{0}$ and $b$ are found to be $u_{0}=0.166$ and $b=0.600$.

Evaluation of the integral (19) by the trapezoidal rule with truncation at $x= \pm x_{1}$ where $x_{1}=2.65$ (from (20) with $n=2$ and $M=20$ ) gives Table 1 . Here $h=\Delta x$ is the spacing and $N=2 x_{1} / h+1$ is the number of terms in the trapezoidal sum. From the last line in Table 1 we conclude that

$$
\begin{equation*}
p(0.5)=0.9751646 \cdots \tag{29}
\end{equation*}
$$

When $p(y)$ is calculated in this way for a range of values of $y$, it is found to vanish if $|y|>1 \sqrt{2}$ and to resemble a skewed letter $U$ in the region $|y|<1 / \sqrt{2}$.

TAble 1

| $N$ | $h$ | $p(0.5)$ |
| :---: | :---: | :---: |
| 21 | .265 | .97498094 |
| 41 | .133 | .97516465 |
| 81 | .066 | .97516464 |

Now we consider the discontinuities of $p(y)$. According to (D.1), $p(y)$ or its derivatives higher than some order are discontinuities at the zeros of det $\hat{A}$, i.e., from (27), at $y= \pm 1 / \sqrt{2}$. We shall examine the behavior of $p(y)$ around $y=1 / \sqrt{2}$ by following the steps outlined in Appendix D .

The eigenvalues $\lambda_{1}$ and $\lambda_{2}$ of $V A$, and of $L^{\prime} \hat{A} L$, can be shown to be the roots of the characteristic equation

$$
\begin{equation*}
\lambda^{2}+(3 y-1) \lambda+\frac{3}{4}\left(2 y^{2}-1\right)=0 \tag{30}
\end{equation*}
$$

and therefore when $y=1 / \sqrt{2}, \lambda_{1}$ is zero and $\lambda_{2}=-(3 / \sqrt{2}-1)$. When, as in step (i) in Appendix D , we replace the integrand in (9) by the form it assumes when $u \rightarrow \pm i \infty$ and $\lambda_{1}$ is slightly greater than 0 , we get an approximation for $p(y)$ that holds when $y$ is slightly less than $1 / \sqrt{2}$ :

$$
\begin{array}{r}
p(y) \approx \frac{\exp \left[-\hat{\xi}_{1}^{2} / 2-\hat{\xi}_{2}^{2} / 2\right]}{2 \pi i} \int_{-i \infty}^{i \infty} d u \frac{\exp \left[\left(\hat{\xi}_{1}^{2} / 2\right) /\left(1-2 u \lambda_{1}\right)\right]}{\left(1-2 u \lambda_{1}\right)^{1 / 2}\left(1-2 u \lambda_{2}\right)^{1 / 2}} \\
\cdot\left(\frac{\hat{B}_{11}}{1-2 u \lambda_{1}}+\frac{\hat{B}_{11} \hat{\xi}_{1}^{2}}{\left(1-2 u \lambda_{1}\right)^{2}}\right) . \tag{31}
\end{array}
$$

Here $\hat{B}_{11}$ and the transformation matrix $L P$ connecting $\xi$ and $\hat{\xi}$ are calculated from $V$ and from $\hat{A}$ at $y=1 / \sqrt{2}$. Equation (31) suggests that we consider the integral

$$
\begin{equation*}
J_{\mu}=\frac{1}{2 \pi i} \int_{-i \infty}^{i \infty} d u \frac{\exp \left[a /\left(1-2 u \lambda_{1}\right)\right]}{\left(1-2 u \lambda_{1}\right)^{\mu}\left(1-2 u \lambda_{2}\right)^{1 / 2}}, \tag{32}
\end{equation*}
$$

where $a=\frac{1}{2} \hat{\xi}^{2}$ and $\mu$ is either $\frac{3}{2}$ or $\frac{5}{2}$. $J_{\mu}$ can be evaluated by using (D.5) and (D.6) or by expanding the exponential function and using (E.1). The confluent hypergeometric series in $J_{3 / 2}$ and $J_{5 / 2}$ can be combined to given an error function, and the last term in (30) shows that $-\lambda_{1} \lambda_{2}=3\left(1-2 y^{2}\right) / 4$ (cf. (D.4)). The result is the approximation

$$
\begin{equation*}
p(y) \approx \frac{\exp \left[-\hat{\xi}_{1}^{2} / 2-\hat{\xi}_{2}^{2} / 2\right]}{\sqrt{1-2 y^{2}}} \frac{2 \hat{B}_{11}}{\pi \sqrt{3}}\left[1+\sqrt{\frac{\pi}{2}} \hat{\xi}_{1} e^{\hat{\xi}_{1}^{2} / 2} \operatorname{erf}\left(\frac{\hat{\xi}_{1}}{\sqrt{2}}\right)\right] \tag{33}
\end{equation*}
$$

which holds when $y \rightarrow 1 / \sqrt{2}$ from below. The value of $\hat{B}_{11}$ is found to be $3 /(3-\sqrt{2})$.

The above derivation of (33) illustrates the general procedure discussed in Appendix D . In the special case of our example, $n$ is equal to 2 and (33) can be obtained more readily from Appendix B.
6. Examples of $\boldsymbol{p}(\boldsymbol{y})$. Here examples are presented to show some of the forms that $p(y)$ can take. Some, and possibly all, of them are known. The $z$ 's are assumed to be independent normal random variables with zero means and unit variances.
a. $y=z_{1} z_{2} / z_{1}^{2}$. If $z_{1}$ and $z_{2}$ are regarded as rectangular coordinates, changing to polar coordinates gives $y=\tan \theta$ and

$$
\begin{equation*}
p(y)=\pi^{-1} /\left(1+y^{2}\right) \tag{34}
\end{equation*}
$$

b. $y=\left(2 z_{1} z_{2}+2 z_{3} z_{4}+\cdots+2 z_{2 k-1} z_{2 k}\right) /\left(z_{1}^{2}+z_{2}^{2}+\cdots+z_{2 k}^{2}\right)$. With the help of (9) and Appendix E we get

$$
\begin{equation*}
p(y)=\frac{1}{2^{k-1}} \frac{\Gamma(k)}{[\Gamma(k / 2)]^{2}}\left(1-y^{2}\right)^{k / 2-1}, \quad|y|<1, \tag{35}
\end{equation*}
$$

and $p(y)=0$ for $|y|>1$. Special cases for $|y|<1$ are

$$
\begin{array}{ll}
k=1, & p(y)=\pi^{-1}\left(1-y^{2}\right)^{-1 / 2} \\
k=2, & p(y)=\frac{1}{2} \\
k=3, & p(y)=2 \pi^{-1}\left(1-y^{2}\right)^{1 / 2}
\end{array}
$$

c. $y=\left(z_{1}^{2}+z_{2}^{2}+\cdots+z_{2 k}^{2}\right) /\left(2 z_{1} z_{2}+\cdots+2 z_{2 k-1} z_{2 k}\right)$. This case is just the reciprocal of Case $b$. We have $p(y)=0$ for $|y|<1$ and, from (A.4),

$$
\begin{equation*}
p(y)=\frac{1}{2^{k-1}} \frac{\Gamma(k)}{[\Gamma(k / 2)]^{2}}|y|^{-k}\left(y^{2}-1\right)^{k / 2-1}, \quad|y|>1 . \tag{36}
\end{equation*}
$$

In particular, when $k=2, p(y)=1 /\left(2 y^{2}\right)$ for $|y|>1$.
d. $y=2 z_{1} z_{2} /\left(z_{3}^{2}+z_{4}^{2}+\cdots+z_{n}^{2}\right), n \geqq 3 . p(y)$ is an even function of $y$. If $y>0$,

$$
\begin{align*}
p(y) & =\frac{n-2}{4 \pi i} \int_{-i \infty}^{i \infty}\left(1-u^{2}\right)^{-1 / 2}(1+u y)^{-n / 2} d u \\
& =\frac{n-2}{2} \frac{\Gamma(n / 2)(1+y)^{-n / 2}}{\Gamma(1 / 2) \Gamma(n / 2+1 / 2)} F\left(\frac{n}{2}, \frac{1}{2} ; \frac{n+1}{2} ; \frac{1-y}{1+y}\right) . \tag{37}
\end{align*}
$$

The properties of hypergeometric functions given by [8, formulas 15.1.21 and 15.3.10] can be used to show that when $y \rightarrow \infty$,

$$
p(y) \rightarrow \frac{n-2}{2} \frac{\Gamma(n / 2)}{\Gamma^{2}(n / 4+1 / 2)}(2 y)^{-n / 2},
$$

and when $y \rightarrow+0$,

$$
p(y) \rightarrow \frac{n-2}{\pi}\left[\begin{array}{l}
\frac{1}{2} \ln \left(\frac{8}{y}\right)-\left(1+\frac{1}{3}+\cdots+\frac{1}{n-2}\right), n \text { odd } \\
\frac{1}{2} \ln \left(\frac{2}{y}\right)-\left(\frac{1}{2}+\frac{1}{4}+\cdots+\frac{1}{n-2}\right), n \text { even }
\end{array}\right]
$$

In the special case $n=3$

$$
p(y)=(K-E) /\left[\pi(1+y)^{3 / 2} m\right]
$$

where $m=(1-y) /(1+y)$ and $K$ and $E$ are complete elliptic functions with parameter $m$ [8, § 17.3].
e. $y=\left(z_{n}^{2}+z_{n-1}^{2}+\cdots+z_{m+1}^{2}\right) /\left(z_{m}^{2}+\cdots+z_{1}^{2}\right), 1 \leqq m \leqq n-1$. Here $y \geqq 0$ and

$$
\begin{equation*}
p(y)=\frac{\Gamma(n / 2)}{\Gamma(m / 2) \Gamma(n / 2-m / 2)} y^{(n-m) / 2-1}(1+y)^{-n / 2} . \tag{38}
\end{equation*}
$$

f. $y=\left(7 z_{1}^{2}+4 z_{2}^{2}+2 z_{3}^{2}+z_{4}^{2}\right) /\left(z_{1}^{2}+z_{2}^{2}+z_{3}^{2}+z_{4}^{2}\right)$. Equation (D.1) indicates that $p(y)$ has irregularities at $y=1,2,4,7$. Numerical integration shows that $p(y)$ is continuous and is zero outside of $1 \leqq y \leqq 7$. Between 2 and $4, p(y)$ is constant and equal to $2727998 \cdots$ (a surprise), and $d p(y) / d y$ becomes very large near the ends of the intervals $1<y<2$ and $4<y<7$. The procedure described in Appendix D shows that near $y=1, d p(y) / d y \rightarrow \pi^{-1}(y-1)^{-1 / 2} /(6 \cdot 3 \cdot 1)^{1 / 2}$. Similar behavior occurs at 2 , 4 , and 7 .
g. $n=3$ or $4, \xi=0$, and $z^{\prime} B z$ positive definite. In these cases the integral (9) for $p(y)$ is an elliptic integral $[8, \S 17.1]$. However, we have not studied this aspect of $p(y)$.

Appendix A. Some known or readily derived results regarding the distribution of the ratio of two arbitrary functions. Here the probability density $\hat{p}\left(z_{1}, z_{2}, \cdots, z_{n}\right)$ is not necessarily normal, and the real functions $\Phi_{1}\left(z_{1}, z_{2}, \cdots, z_{n}\right)$ and $\Phi_{2}\left(z_{1}, z_{2}, \cdots, z_{n}\right)$ need not be quadratic forms. These functions of the $z$ 's will be written as $\hat{p}(z), \Phi_{1}$, and $\Phi_{2}$, and are assumed to be such that the results hold. The following expressions for the density $p(y)$ and the probability $Q(y)$ that $\Phi_{1} / \Phi_{2}$ exceeds $y$ can be derived by starting with

$$
\begin{equation*}
p(y)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d v \int_{R} d z \hat{p}(z) \exp \left[-i v y+i v \frac{\Phi_{1}}{\Phi_{2}}\right] \tag{A.1}
\end{equation*}
$$

and making changes of variable of the type $v=t \Phi_{2}, d v=\Phi_{2} d t$. In (A.1), $d z=$ $d z_{1} d z_{2} \cdots d z_{n}$ and $R$ is the $n$-dimensional range associated with $\hat{p}(z)$.
a. When $\Phi_{2} \geqq 0$ throughout $R$ (see Cramér [6, Prob. 6, p. 317]),

$$
\begin{equation*}
p(y)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d t \int_{R} d z \Phi_{2} \hat{p}(z) \exp \left[i t\left(\Phi_{1}-y \Phi_{2}\right)\right]=T(y) \tag{A.2}
\end{equation*}
$$

and

$$
\begin{equation*}
Q(y)=\frac{1}{2 \pi i} \int_{-\infty}^{\infty} d t t^{-1} \int_{R} d z \hat{p}(z) \exp \left[i t\left(\Phi_{1}-y \Phi_{2}\right)\right]=S(y), \tag{A.3}
\end{equation*}
$$

where the path of integration for $t$ in (A.3) is indented downwards at $t=0$.
b. When $\Phi_{1} \geqq 0$ throughout $R$ we can set $y_{r}=1 / y=\Phi_{2} / \Phi_{1}$ and calculate its density $p_{r}\left(y_{r}\right)$ from (A.2). Then

$$
\begin{equation*}
p(y)=p_{r}\left(\frac{1}{y}\right) / y^{2} . \tag{A.4}
\end{equation*}
$$

We also have the relations

$$
\begin{array}{ll}
p(y)=T(y), \quad y>0, & p(y)=-T(y), \quad y<0, \\
Q(y)=S(y)-P_{-}, \quad y>0, & 1-Q(y)=S(y)-P_{+}, \quad y<0 \tag{A.5}
\end{array}
$$

where the probabilities

$$
P_{ \pm}=\int_{R_{ \pm}} \hat{p}(z) d z
$$

are independent of $y$, and $R_{+}$is the part of $R$ in which $\Phi_{2}>0$ and $R_{-}$is the part in which $\Phi_{2}<0$.
c. When both $\Phi_{1}$ and $\Phi_{2}$ change sign in $R$ we can obtain

$$
\begin{equation*}
p(y)=\frac{1}{\pi} \int_{0}^{\infty} d t \int_{R} d z\left|\Phi_{2}\right| \hat{p}(z) \cos \left(t \Phi_{1}-t \Phi_{2} y\right) \tag{A.6}
\end{equation*}
$$

by inverting the order of integration in (A.1), making the change of variable $v=\left|\Phi_{2}\right| t$, $d v=\left|\Phi_{2}\right| d t$, and taking the real part. The presence of $\left|\Phi_{2}\right|$ in (A.6) complicates the integration with respect to $z_{1}, z_{2}, \cdots, z_{n}$. It can be removed at the cost of introducting another integration by substituting

$$
\left|\Phi_{2}\right|=\frac{2 \Phi_{2}}{\pi} \int_{0}^{\infty} \sin \left(t \Phi_{2} x\right) \frac{d x}{x}
$$

and writing the product of the sine and cosine as the difference of two sines. This gives

$$
\begin{equation*}
p(y)=\frac{1}{\pi^{2}} \int_{0}^{\infty} d t \int_{0}^{\infty} \frac{d x}{x} \operatorname{Imag}[f(t, y-x)-f(t, y+x)], \tag{A.7}
\end{equation*}
$$

where

$$
f(t, w)=\int_{R} d z \Phi_{2} \hat{p}(z) \exp \left[i t\left(\Phi_{1}-w \Phi_{2}\right)\right] .
$$

We also have the similar result

$$
\begin{equation*}
Q(y)=\frac{1}{2}-\frac{1}{\pi^{2}} \int_{0}^{\infty} \frac{d t}{t} \int_{0}^{\infty} \frac{d x}{x} \operatorname{Real}[F(t, y-x)-F(t, y+x)] \tag{A.8}
\end{equation*}
$$

where

$$
F(t, w)=\int_{R} d z \hat{p}(z) \exp \left[i t\left(\Phi_{1}-w \Phi_{2}\right)\right] .
$$

Appendix B. Probability density of the ratio of two unrestricted quadratic forms in normal variables $z_{1}$ and $z_{2}$. Let $z_{1}$ and $z_{2}$ be normally distributed with unit variances, correlation coefficient $\rho$, and means $\xi_{1}, \xi_{2}$. An expression for $p(y)$, where

$$
\begin{equation*}
y=\left(a_{11} z_{1}^{2}+2 a_{12} z_{1} z_{2}+a_{22} z_{2}^{2}\right) /\left(b_{11} z_{1}^{2}+2 b_{12} z_{1} z_{2}+b_{22} z_{2}^{2}\right), \tag{B.1}
\end{equation*}
$$

can be obtained directly by integrating the joint density $\hat{p}\left(z_{1}, z_{2}\right)$ over the infinitesimal region (in the $z_{1}, z_{2}$ plane) in which the right-hand side of (B.1) lies between $y$ and $y+d y$. Here the denominator, $z^{\prime} B z$, is not required to be definite.

It is found that

$$
\begin{equation*}
p(y)=\hat{p}\left(\xi_{1}, \xi_{2}\right) \sum_{j=1}^{2} C_{j}\left[1+F\left(\frac{b_{j}}{a_{j}^{1 / 2}}\right)\right], \tag{B.2}
\end{equation*}
$$

where

$$
\begin{aligned}
& C_{j}=\frac{1}{a_{j}}\left|\frac{d}{d y} x_{j}\right|, \quad a_{j}=\frac{1-2 \rho x_{j}+x_{j}^{2}}{2\left(1-\rho^{2}\right)}, \\
& b_{j}=\frac{\left(\rho x_{j}-1\right) \xi_{1}+\left(\rho-x_{j}\right) \xi_{2}}{2\left(1-\rho^{2}\right)}, \\
& F(v)=\pi^{1 / 2} v \exp \left(v^{2}\right) \operatorname{erf}(v),
\end{aligned}
$$

in which $x_{j}, j=1,2$, are functions of $y$ given by the roots of

$$
\begin{equation*}
\left(a_{22}-y b_{22}\right) x^{2}+2\left(a_{12}-y b_{12}\right) x+\left(a_{11}-y b_{11}\right)=0 . \tag{B.3}
\end{equation*}
$$

When the roots are complex, $p(y)$ is zero.
Remarks. The term within square brackets in (B.2) appears because it is the value of

$$
a \int_{0}^{\infty} t e^{-a t^{2}}\left(e^{2 b t}+e^{-2 b t}\right) d t .
$$

The combination of functions comprising $F(v)$ appears in an expression given by Kanter [5] for $p(y)$ when $y=z_{1} z_{2} / z_{2}^{2}$ (in our notation). Kanter presents curves of $p(y)$ for several values of $\rho$ and a wide range of $\xi_{1}$ and $\xi_{2}$.

Appendix C. Details of the integration sketched in § 3. The integral (6) for $p(y)$ can be reduced to the integral (9) in § 3 with the help of the transformations

$$
\begin{equation*}
z=L P \hat{z}, \quad \xi=L P \hat{\xi}, \tag{C.1}
\end{equation*}
$$

where $L$ and $P$ are the $n \times n$ matrices in (7) and (8). By using

$$
\begin{equation*}
P^{\prime}=P^{-1}, \quad\left(L^{\prime} \hat{A} L\right) P=P \Lambda \tag{C.2}
\end{equation*}
$$

where $\Lambda=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}\right)$, it can be shown that

$$
\begin{array}{ll}
z^{\prime} V^{-1} z=\hat{z}^{\prime} \hat{z}, & \xi^{\prime} V^{-1} z=\hat{\xi}^{\prime} \hat{z},  \tag{C.3}\\
z^{\prime} \hat{A} z=\hat{z}^{\prime} \Lambda \hat{z}, & \xi^{\prime} V^{-1} \xi=\hat{\xi}^{\prime} \hat{\xi}
\end{array}
$$

Furthermore,

$$
\frac{\partial\left(z_{1}, z_{2}, \cdots, z_{n}\right)}{\partial\left(\hat{z}_{1}, \hat{z}_{2}, \cdots, \hat{z}_{n}\right)}=|L P|=|L|, \quad|V|=|L|^{2},
$$

and the transformations $z=L P \hat{z}$ carries the quadratic form $z^{\prime} B z$ into

$$
\hat{z}^{\prime} \hat{B} \hat{z}=\sum_{i, k=1}^{n} \hat{B}_{j k} \hat{z}_{j} \hat{z}_{k}
$$

where
(C.4)

$$
\hat{B}=(L P)^{\prime} B(L P)
$$

The relations just given enable us to write the integral (6) as

$$
\begin{equation*}
p(y)=\frac{1}{2 \pi i} \int_{-i \infty}^{i \infty} d u \int_{-\infty}^{\infty} d \hat{z}_{1} \cdots \int_{-\infty}^{\infty} d \hat{z}_{n}(2 \pi)^{-n / 2}\left(\hat{z}^{\prime} \hat{B} \hat{z}\right) \tag{C.5}
\end{equation*}
$$

$$
\cdot \exp \left[\sum_{j=1}^{n}\left\{-\frac{1}{2}\left(1-2 u \lambda_{j}\right) \hat{z}_{j}^{2}+\hat{\xi}_{j} \hat{z}_{j}-\frac{1}{2} \hat{\xi}_{j}^{2}\right\}\right] .
$$

The integrations with respect to the $\hat{z}_{j}$ 's can now be performed by using

$$
\begin{equation*}
\int_{-\infty}^{\infty} x^{m} \exp \left[-\frac{1}{2} \alpha x^{2}+\beta x\right] d x=g_{m}\left(\frac{2 \pi}{\alpha}\right)^{1 / 2} \exp \left[\frac{1}{2} \beta^{2} \alpha^{-1}\right] \tag{C.6}
\end{equation*}
$$

where $g_{0}=1, g_{1}=\beta \alpha^{-1}$, and $g_{2}=\beta^{2} \alpha^{-2}+\alpha^{-1}$. The result is the desired integral (9):

$$
\begin{equation*}
p(y)=\frac{1}{2 \pi i} \int_{-i \infty}^{i \infty} G(u) H(u) d u . \tag{C.7}
\end{equation*}
$$

Appendix D. Discontinuities of $\boldsymbol{p}(\boldsymbol{y})$. Here we present some heuristic reasoning regarding the discontinuities of $p(y)$. First we show that if $y=b$ is a root of the determinantal equation $\operatorname{det} \hat{A}=0$, i.e., of

$$
\begin{equation*}
|A-y B|=0 \tag{D.1}
\end{equation*}
$$

then either $p(y)$ or its derivatives higher than some order are discontinuous at $y=b$.
When $y=b$ is a root of (D.1) the characteristic equation

$$
\begin{equation*}
\left|\lambda I-L^{\prime} \hat{A} L\right|=0 \tag{D.2}
\end{equation*}
$$

shows that at least one of the eigenvalues, say $\lambda_{k}$, is zero. Then the factor $\left(1-2 u \lambda_{k}\right)$ in the integral (9) for $p(y)$ is unity and the integrand does not decrease at the usual $O\left(1 / u^{1+n / 2}\right)$ rate as $u \rightarrow i \infty$. Indeed, the integral or some of its derivatives with respect to $y$ will not converge, thereby indicating a discontinuity at $y=b$. Note that this argument is based on (9) which assumes normal $z$ 's and a positive definite $z^{\prime} B z$.

A closer examination of the integrand of (9) when $\lambda_{k}$ is small and $u \rightarrow i \infty$ suggests that if $p(y)$ becomes infinite at $y=b$ it can do so in only the following ways (aside from the spike $p(y)=\delta(y-b)$ ).

$$
\begin{align*}
& p(y) \rightarrow C \ln |y-b| \\
& p(y) \rightarrow C(b-y)^{-1 / 2} \text { when } y<b, \text { and } p(y) \text { bounded when } y>b,  \tag{D.3}\\
& p(y) \rightarrow C(y-b)^{-1 / 2} \text { when } y>b, \text { and } p(y) \text { bounded when } y<b,
\end{align*}
$$

where $C$ is a constant. The $\ln |y-b|$ or $(b-y)^{-1 / 2}$ behavior occurs when the integrand in (9) is $O(1 / u)$ or $O\left(1 / u^{1 / 2}\right)$, respectively, as $u \rightarrow \pm i \infty$ at $\lambda_{k}=0$. Jumps of finite size can also occur in $p(y)$ when the integrand is $O(1 / u)$.

There appears to be no easy way to calculate the constant $C$ in (D.3). A rather lengthy method is to:
(i) replace the integrand in (9) by the form it assumes when $u \rightarrow \pm i \infty$ and $\lambda_{k}$ is close to 0 ,
(ii) evaluate the resulting integral by using Appendix E,
(iii) find the limiting form of the value of the integral as $\lambda_{k} \rightarrow 0$; and
(iv) express $\lambda_{k}$ in terms of $y-b$ with the help of the characteristic equation (D.2).

Step (ii) is possible because we are assuming that $p(b)$ is infinite and that when $\lambda_{k}=0$ the integrand is $O(1 / u)$ or $O\left(1 / u^{1 / 2}\right)$ as $u \rightarrow \pm i \infty$. If in step (iii) the argument of a hypergeometric function tends to unity as $\lambda_{k} \rightarrow 0$, one of the linear transformations given in [8, § 15.3] can be used to obtain the limiting form. A relation of particular use in step (iv) is

$$
\begin{equation*}
\lambda_{1} \lambda_{2} \cdots \lambda_{n}=(\operatorname{det} V)(\operatorname{det} \hat{A}) \tag{D.4}
\end{equation*}
$$

As an example of steps (ii) and (iii), suppose that step (i) gives integrals of the form

$$
\begin{equation*}
J=\frac{1}{2 \pi i} \int_{-i \infty}^{i \infty} \frac{\exp \left[a /\left(1-2 u \lambda_{k}\right)\right] d u}{\left(1-2 u \lambda_{k}\right)^{\mu}\left(1-2 u \lambda_{s}\right)^{\sigma}\left(1-2 u \lambda_{t}\right)^{\tau}} \tag{D.5}
\end{equation*}
$$

where $\lambda_{s}>\lambda_{k}>0>\lambda_{t}, \mu=\frac{3}{2}, 2, \frac{5}{2}, 3, \cdots$, and $\sigma$ and $\tau$ are equal to one of $0, \frac{1}{2}, 1$ subject to $\frac{1}{2} \leqq \sigma+\tau \leqq 1$. When $\tau$ is 0 or 1 , closing the path of integration on the left shows that $J=O(1)$ as $\lambda_{k} \rightarrow 0$. When $\tau=\frac{1}{2}$, the power series for $\exp (x)$, equation (E.2), and the transformations [8, §§ 15.3.3 and 15.3.10] show that as $\lambda_{k} \rightarrow 0$,

$$
\begin{equation*}
J=\frac{\Gamma(\mu-1 / 2)}{2 \Gamma(\mu) \sqrt{-\pi \lambda_{k} \lambda_{t}}} M\left(\mu-\frac{1}{2} ; \mu ; a\right)+O(1), \quad \tau=\frac{1}{2}, \quad \sigma=0 \tag{D.6}
\end{equation*}
$$

$$
\begin{equation*}
J \approx-\frac{1}{2 \pi \sqrt{-\lambda_{s} \lambda_{t}}}\left[\left(\gamma+\ln \left\{\lambda_{k} \frac{\lambda_{s}^{-1}-\lambda_{t}^{-1}}{4}\right\}\right) e^{a}+\sum_{n=0}^{\infty} \frac{a^{n} \psi(\mu+n)}{n!}\right], \quad \tau=\sigma=\frac{1}{2} . \tag{D.7}
\end{equation*}
$$

Here $M(\cdot)$ is a confluent hypergeometric function that can be expressed in terms of the error function if $\mu$ is half an odd integer, or in terms of modified Bessel functions if $\mu$ is an integer [8, $\S \S 13.4$ and 13.6]. In (D.7) $\gamma=0.5772 \cdots$ is Euler's constant and $\psi(z)$ is the derivative of $\ln \Gamma(z)$. When $a$ becomes large, the summation in the second line of (D.7) is approximately equal to $(\exp a) \ln (\mu+a)$.

The values of the covariance matrix $V$ and the values of the means $\xi_{j}$ affect the strengths, but not the positions, of the discontinuities. The shape of $p(y)$ is also affected. In particular, if some of the $\xi_{j}$ 's are large and $\hat{y}=\xi^{\prime} A \xi / \xi^{\prime} B \xi$ is not close to a discontinuity, $p(y)$ often tends to resemble a normal density with mean $\hat{y}$.

Appendix E. Useful contour integrals. Here we state three integrals that occur in the study of the discontinuities of $p(z)$ and when $L^{\prime} \hat{A} L$ has two or three (possibly multiple) eigenvalues. The first is a variation of Pochhammer's contour integral for the beta function:

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{L} \frac{d u}{(u-a)^{\alpha}(b-u)^{\beta}}=\frac{\Gamma(\alpha+\beta-1)}{(b-a)^{\alpha+\beta-1} \Gamma(\alpha) \Gamma(\beta)} \tag{E.1}
\end{equation*}
$$

where Real $(\alpha+\beta)>1$ and the path of integration $L$ runs from $u=-i \infty$ to $u=i \infty$. The points $u=a, u=b$ lie to the left and to the right, respectively, of $L$. When $L$ does not pass between $a$ and $b$ the integral is zero.

The second integral is

$$
\begin{align*}
& \frac{1}{2 \pi i} \int_{L} \frac{d u}{(u-a)^{\alpha}(b-u)^{\beta}(c-u)^{\gamma}} \\
& \quad=\frac{\Gamma(\alpha+\beta+\gamma-1)(c-a)^{-\gamma}}{\Gamma(\alpha) \Gamma(\beta+\gamma)(b-a)^{\alpha+\beta-1}} F\left(\gamma, 1-\alpha ; \beta+\gamma ; \frac{c-b}{c-a}\right) \tag{E.2}
\end{align*}
$$

where Real $(\alpha+\beta-\gamma)>1, F(\cdot)$ is a hypergeometric function, and the path $L$ runs from $-i \infty$ to $+i \infty$ with $a$ on the left and $b$ and $c$ on the right. The arguments of the various factors are determined by continuation from the special case in which all of the arguments are zero when $u=0$ and $a, b, c$ are real with $a<0<b<c$. Equation (E.2) can be obtained by starting with this special case and taking $L$ to be the line Real $u=(a+b) / 2$. Writing $c-u$ as $\hat{\alpha}(u-a)+\hat{\beta}(b-u)$, expanding $(c-u)^{-\gamma}$ in powers of $\hat{\alpha}(u-a) / \hat{\beta}(b-u)$ and integrating termwise with the help of (E.1) leads to (E.2).

The third integral is much like the second:

$$
\frac{1}{2 \pi i} \int_{L} \frac{d u}{(a-u)^{\alpha}(u-b)^{\beta}(u-c)^{\gamma}}
$$

$$
\begin{equation*}
=\frac{\Gamma(\alpha+\beta+\gamma-1)(a-c)^{-\gamma}}{\Gamma(\alpha) \Gamma(\beta+\gamma)(a-b)^{\alpha+\beta-1}} F\left(\gamma, 1-\alpha ; \beta+\gamma ; \frac{b-c}{a-c}\right) . \tag{E.3}
\end{equation*}
$$

Now $b$ and $c$ lie to the left of $L$ and $a$ to the right. The arguments are determined by continuation from the special case $c<b<0<a$.

## REFERENCES

[1] J. Gurland, Inversion formula for distribution of ratios, Ann. Math. Stat., 19 (1948), pp. 228-237.
[2] ——, Distribution of quadratic forms and ratios of quadratic forms, Ann. Math. Stat., 24 (1953), pp. 416-427.
[3] J. Gurland, Distribution of definite and of indefinite quadratic forms, Ann. Math. Stat., 26 (1955), pp. 122-127.
[4] -, Quadratic forms in normally distributed random variables, Sankhyā, 17 (1956), pp. 37-50.
[5] I. KANTER, The ratios of functions of random variables, IEEE Trans. Aerosp. Electron. Syst., AES-13 (1977), pp. 624-630.
[6] H. Cramér, Mathematical Methods of Statistics, Princeton Univ. Press, Princeton, NJ, 1966.
[7] S. O. Rice, Efficient evaluation of integrals of analytic functions by the trapezoidal rule, 52 (1973), pp. 707-722.
[8] M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions, Natl. Bur. Stand., Appl. Math. Series No. 55, Washington, DC, 1964.
[9] R. B. Davies, The distribution of a linear combination of Chi-squared random variables, Algorithm AS155, Appl. Stat. 29, 3 (1980), pp. 323-333.

# ONE-LEG FORMULAS FOR STIFF ORDINARY DIFFERENTIAL EQUATIONS* 
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#### Abstract

New one-leg formulas for stiff ordinary differential equations are presented. They are generalizations of the backward differentiation formulas and have regions of instability which potentially are infinite and fill most of the right half-plane. This property makes the formulas more effective than the backward differentiation formulas in detecting unstable problems. Numerical results illustrating their efficiency and stability properties are presented.
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1. Introduction. There are several effective codes available for solving stiff ordinary differential equations. However, Lindberg [5] observed that these codes will produce reasonable looking solutions which are not close to the desired solution for certain problems. This difficulty can arise in several ways including a stepsize control strategy that selects a stepsize so large that an active region of the solution is missed entirely, or a formula that is stable for an unstable problem and completely ignores increasing components of the solution. Unfortunately, the backward differentiation formulas which are the most widely used stiff formulas suffer from this disadvantage. For example, the backward Euler formula

$$
y_{n}-y_{n-1}=h f\left(x_{n}, y_{n}\right),
$$

when applied to the scalar test problem

$$
y^{\prime}=\lambda y, \quad y(0)=1,
$$

produces a decreasing numerical solution $\left\{y_{n}\right\}$ if $|h \lambda-1|>1$. However, the exact solution $y(x)=e^{\lambda x}$ of the test problem is decreasing only if $\operatorname{Re}(\lambda)<0$. Lindberg gives test problems for which the eigenvalues change from large negative values to large positive values. Linear multistep formulas which are stable in large portions of the right half-plane fail to detect this change in the eigenvalues unless the stepsize $h$ is extremely small.

Our goal was to develop formulas which are more effective than the backward differentiation formulas in detecting unstable problems. The formulas, however, should be as efficient as the backward differentiation formulas and have essentially the same form to facilitate adapting current production codes to the new formulas. One-leg formulas were first introduced by Dahlquist [1]. This paper presents new one-leg generalizations of the backward differentiation formulas whose regions of instability potentially are infinite and fill most of the right half-plane. The formulas appear to possess the desired properties. In the following sections, we first derive the formulas and describe their regions of absolute stability. We then describe the implementation of the formulas in a Nordsieck formulation essentially identical to that of the backward differentiation formulas. Hence it is relatively easy to adapt Nordsieck formulation codes like DIFSUB to the new formulas. Finally we present numerical results illustrating the efficiency of the formulas and their effectiveness in detecting unstable problems.

[^49]2. One-leg formulas. Given the initial-value problem
\[

$$
\begin{equation*}
y^{\prime}=f(x, y), \quad y(0)=y_{0} \tag{1}
\end{equation*}
$$

\]

we wish to generate a sequence $\left\{y_{n}\right\}$ which approximates the sequence of exact values $\left\{y\left(x_{n}\right)\right\}$ on the equispaced mesh $\left\{x_{n}\right\}$ with fixed stepsize $h$. Given the $k$ past values $y_{n-1}, y_{n-2}, \cdots, y_{n-k}$, we seek a polynomial $p_{k}(x)$ of degree $k$ which interpolates these values and the future value $y_{n}$ and choose $y_{n}$ so that $p_{k}(x)$ satisfies the differential equation exactly at the collocation point $x_{n}+\theta_{k} h$. Hence

$$
\begin{align*}
& p_{k}\left(x_{n-i}\right)=y_{n-i}, \quad i=0,1, \cdots, k  \tag{2}\\
& p_{k}^{\prime}\left(x_{n}+\theta_{k} h\right)=f\left(x_{n}+\theta_{k} h, p_{k}\left(x_{n}+\theta_{k} h\right)\right) . \tag{3}
\end{align*}
$$

If we write

$$
p_{k}(x)=\sum_{i=0}^{k} y_{n-i} w_{i}(\theta),
$$

where $\theta=\left(x-x_{n}\right) / h$ and $w_{i}(\theta)$ is the Lagrange weight function

$$
w_{i}(\theta) \equiv \prod_{\substack{j=0 \\ j \neq i}}^{k}(\theta+j) /(j-i)
$$

we can write the collocation condition (3) as the $k$-step one-leg formula

$$
\begin{equation*}
\sum_{j=0}^{k} \alpha_{j} y_{n-j}=h f\left(x_{n}+\theta_{k} h, \sum_{j=0}^{k} \beta_{j} y_{n-j}\right), \tag{4}
\end{equation*}
$$

where the coefficients $\alpha_{j}$ and $\beta_{j}$ are given by

$$
\begin{align*}
\alpha_{j} & \equiv w_{j}^{\prime}\left(\theta_{k}\right),  \tag{5a}\\
\beta_{j} & \equiv w_{j}\left(\theta_{k}\right) \tag{5b}
\end{align*}
$$

Note that the choice $\theta_{k}=0$ yields the $k$-step backward differentiation formula. Using the generating polynomials

$$
\rho(\xi)=\sum_{j=0}^{k} \alpha_{j} \xi^{k-j} \quad \text { and } \quad \sigma(\xi)=\sum_{j=0}^{k} \beta_{j} \xi^{k-j},
$$

and the shift operator $E$ defined by $y(x+h)=E y(x)$, we can write the one-leg formula in the form

$$
\begin{equation*}
\rho(E) y_{n-k}-h f\left(\sigma(E) x_{n-k}, \sigma(E) y_{n-k}\right)=0 \text {. } \tag{6}
\end{equation*}
$$

Dahlquist [2] has analyzed the local discretization error of one-leg formulas with smoothly varying stepsize. Since the analysis is complicated, we shall restrict ourselves to a brief summary of the results relevant to our subclass of formulas. The error consists of two components: the differentiation error associated with the operator $\rho(E)$, and the derivative of the interpolation error associated with the operator $h \sigma(E)$. Let $h_{n}=x_{n+1}-x_{n}$. If $\left(h_{n}-h_{n-1}\right) / h_{n}^{2}$ is bounded, then the differentiation error is dominant for our subclass of one-leg formulas even if the Jacobian matrix $f_{y}$ is large in norm. The leading term of the local discretization error has the form $C(\theta) h^{k+1} y^{(k+1)}$, where

$$
C(\theta)=(-1)^{k+1} \sum_{j=0}^{k} \alpha_{j}(\theta)(\theta+j)^{k+1} /(k+1)!.
$$

Hence the $k$-step formula is of order $k$.

If we apply the one-leg formula (4) to the model equation $y^{\prime}=\lambda y$, we obtain a difference equation whose characteristic equation is $\rho(\xi)-\mu \sigma(\xi)=0$, where $\mu \equiv \lambda h$. The locus in the $\mu$-plane for which a root of this equation has magnitude 1 is obtained by plotting $\mu=\rho\left(e^{i \phi}\right) / \sigma\left(e^{i \phi}\right)$ for $0 \leqq \phi \leqq 2 \pi$. The region of absolute stability is the exterior of this curve. It is desirable to maximize the size of this locus in the right half-plane, particularly near the imaginary axis, in order to increase the probability of detecting instability in the initial-value problem.

We can vary the size of the stability locus by varying the collocation point. The rightmost point of the curve corresponds to $\phi=\pi$, and the locus increases in size as this point increases in magnitude. If we choose the collocation point so that $\sigma\left(e^{i \phi}\right)=0$, then this point is at infinity. However, the region of absolute stability should not include the point at infinity because a formula stable at infinity is unsuited to very stiff problems. Hence we arbitrarily choose the collocation point so that the rightmost point is approximately $2 \times 10^{4}$. There is such a point in each of the $k$ intervals ( $x_{n-k}, x_{n-k+1}$ ), $\left(x_{n-k+1}, x_{n-k+2}\right), \cdots$, and $\left(x_{n-1}, x_{n}\right)$, and we choose the point in the last interval because it is closest to the current mesh point $x_{n}$. For $k=1$ this choice yields a formula whose error constant is almost zero so that it is virtually of order 2 . In order to fix the order at 1 to prevent our code from "chattering" between the 1 -step and 2 -step formulas, we arbitrarily choose $\theta_{1} \equiv-0.48$ so that the rightmost point is 50 . Figure 1 presents the region of stability for the one-leg formula for $k=2$. The regions for $k=3(1) 6$ are identical at this scale.

Although the region of absolute instability is large, the amplification factor is essentially 1 in most of the region. A fairer comparison of the one-leg and backward


Fig. 1. Region of absolute stability for 2-step one-leg formula.


Fig. 2. Loci for 5-step one-leg and backward differentiation formulas for amplification factor $\zeta=1.00(0.01) 1.05$.
differentiation formulas is obtained by comparing the loci given by $\mu=\rho\left(\zeta e^{i \phi}\right) / \sigma\left(\zeta e^{i \phi}\right)$ for $0 \leqq \phi \leqq 2 \pi$ and amplification factor $\zeta>1$. Figure 2 presents the loci for the 5 -step one-leg and backward differentiation formulas for $\zeta=1.00(0.01) 1.05$. The loci for a given value of $\zeta$ for the $k$-step one-leg formulas corresponding to the $k$ possible collocation points tend to increase in size as $|\theta+k / 2|$ increases. Hence our choice of collocation point has the added advantage of yielding larger loci.
3. Implementation. Let $\mathbf{y}_{n} \equiv\left[y_{n}, y_{n-1}, \cdots, y_{n-k}\right]^{T}$ be the vector of saved information for the $k$-step formula. An initial approximation $\mathbf{y}_{n,(0)}$ to $\mathbf{y}_{n}$ is predicted by extrapolating the polynomial defined by $\mathbf{y}_{n-1}$ to $x_{n}$. This approximation is corrected using $\mathbf{y}_{n} \equiv \mathbf{y}_{n,(0)}+\omega \mathbf{l}$, where $\mathbf{I} \equiv[1,0, \cdots, 0]^{T}$ and $\omega$ is chosen to satisfy the one-leg formula(4) written in the form $F\left(\mathbf{y}_{n,(0)}+\omega \mathbf{l}\right)=0$, where

$$
\begin{aligned}
F(\mathbf{y}) & =h f\left(x_{n}+\theta_{k} h, p_{k}\left(x_{n}+\theta_{k} h\right)\right)-h p_{k}^{\prime}\left(x_{n}+\theta_{k} h\right) \\
& =h f\left(x_{n}+\theta_{k} h, \sum_{j=0}^{k} \beta_{j} y_{n-j}\right)-\sum_{j=0}^{k} \alpha_{j} y_{n-j} .
\end{aligned}
$$

The Nordsieck representation of the saved information $\mathbf{a}_{n} \equiv$ $\left[y_{n}, h y_{n}^{(1)}, \cdots, h^{k} y_{n}^{(k)} / k!\right]^{T}$ is convenient to use in practice because it facilitates changing the stepsize. We can transform the preceding formulation using the matrix $T$ for which $\mathbf{a}_{n}=T \mathbf{y}_{n}$. The predictor assumes the form $\mathbf{a}_{n,(0)}=P \mathbf{a}_{n-1}$, where $P$ is the Pascal triangle matrix with $p_{i j}=\binom{i}{i}$. The vector $\mathbf{I}$ is transformed into the first column of T. However, it is convenient to define the scaled vector $\mathbf{l}_{N}=T \mathbf{l} / c\left(\theta_{k}\right)$, where the scaling factor $c$
will be chosen to simplify the equations. The corrector assumes the form $\mathbf{a}_{n}=\mathbf{a}_{n,(0)}+\omega \mathbf{l}_{N}$, where $\omega$ is chosen to satisfy $F\left(\mathbf{a}_{n,(0)}+\omega \mathbf{l}_{N}\right)=0$, where

$$
\begin{equation*}
F(\mathbf{a}) \equiv h f\left(\sum_{j=0}^{k}\left(\theta_{k}\right)^{j}(\mathbf{a})_{j}\right)-\sum_{j=0}^{k} j\left(\theta_{k}\right)^{j-1}(\mathbf{a})_{j}, \tag{7}
\end{equation*}
$$

and $(\mathbf{a})_{i}$ is the $i$ th component of the vector $\mathbf{a}$. This nonlinear equation is solved by the Newton iteration

$$
\omega_{(m+1)}=\omega_{(m)}-\left[\left(\frac{\partial F}{\partial \mathbf{a}}\right) \cdot \mathbf{l}_{N}\right]^{-1} F\left(\mathbf{a}_{n,(0)}+\omega_{(m)} \mathbf{l}_{N}\right) .
$$

By setting $\mathbf{a}_{n,(m)} \equiv \mathbf{a}_{n,(0)}+\omega_{(m)} \mathbf{l}_{N}$, we can rewrite this equation as

$$
\begin{equation*}
\mathbf{a}_{n,(m+1)}=\mathbf{a}_{n,(m)}-\left[\left(\frac{\partial F}{\partial \mathbf{a}}\right) \cdot \mathbf{l}_{N}\right]^{-1} F\left(\mathbf{a}_{n,(m)}\right) \mathbf{l}_{N} . \tag{8}
\end{equation*}
$$

The Jacobian for this iteration is

$$
\begin{equation*}
\left(\frac{\partial F}{\partial \mathbf{a}}\right) \cdot \mathbf{l}_{N}=h \sum_{j=0}^{k}\left(\theta_{k}\right)^{j}\left(\mathbf{l}_{N}\right)_{j} \frac{\partial f}{\partial y}-\sum_{j=1}^{k} j\left(\theta_{k}\right)^{j-1}\left(\mathbf{l}_{N}\right)_{j} . \tag{9}
\end{equation*}
$$

By convention $\mathbf{I}_{N}=T 1$ and $\left(\mathbf{l}_{N}\right)_{1}=1$ for the backward differentiation formula, and the second term on the right reduces to 1 because $\theta_{k}=0$. Hence it is convenient to choose the scaling factor

$$
\begin{equation*}
c\left(\theta_{k}\right) \equiv \sum_{j=1}^{k} j\left(\theta_{k}\right)^{j-1}(T \mathbf{1})_{j} \tag{10}
\end{equation*}
$$

so that this term is identically 1 . This scaled formulation is essentially identical to the Nordsieck formulation of the backward differentiation formulas, the principal difference being the two extra summations required to evaluate $F(\mathbf{a})$. Hence it is relatively easy to adapt a code like DIFSUB to the one-leg formulas.

Table 1 lists $\theta$ and $c(\theta)$ for the $k$-step formulas for $k=1(1) 6$. The coefficients $\mathbf{l}_{N}$ are easily computed using the well-known coefficients $T l$ of the backward differentiation formulas [4].

TAble 1
Parameters $\boldsymbol{\theta}$ and $c(\theta)$ for $k$-step formulas.

| $\boldsymbol{k}$ | $\theta$ | $c(\theta)$ |
| :---: | :---: | :---: |
| 1 | $-0.4800000000000000+0$ | 1.0000000000000000 |
| 2 | $-0.2928432170456855+0$ | 0.8047711886362097 |
| 3 | $-0.1770743416328997+0$ | 0.8153794425272162 |
| 4 | $-0.1075602822332437+0$ | 0.8562575824253686 |
| 5 | $-0.6490390333680813-1$ | 0.8972668593024493 |
| 6 | $-0.3869806056420695-1$ | 0.9305954894447051 |

For a system of equations, the Newton iteration (8) requires the solution of the linear system of equations $J \mathbf{x}=\mathbf{b}$, where the Jacobian matrix $J$ must be updated whenever the stepsize $h$ is changed. This updating can be performed efficiently for systems of moderate size using a scheme given by Enright [3]. We write the Newton iteration (8) as

$$
\mathbf{a}_{n,(m+1)}=\mathbf{a}_{n,(m)}-\frac{1}{h q}\left[\frac{\partial \mathbf{f}}{\partial \mathbf{y}}-\left(\frac{1}{h q}\right) I\right]^{-1} F\left(\mathbf{a}_{n,(m)}\right) \mathbf{l}_{N},
$$

and set $J=\partial \mathbf{f} / \partial \mathbf{y}-(1 / h q) I$. Instead of using the typical $L U$ factorization, we use the factorization $J=L H L^{-1}$, where $L$ is a lower triangular matrix and $H$ is an upper Hessenberg matrix. If the stepsize is changed from $h$ to $\hat{h}$, then

$$
\frac{\partial \mathbf{f}}{\partial \mathbf{y}}-\left(\frac{1}{\hat{h} q}\right) I=L\left(H+\left(\frac{1}{h q}-\frac{1}{\hat{h} q}\right) I\right) L^{-1} .
$$

Hence only the diagonal elements of $H$ need be changed to accommodate the stepsize change.
4. Numerical examples. We tested the one-leg formulas on a variety of problems, and the following examples are typical. Krogh [4] has proposed the following nonlinear stiff test problem. The nonlinear differential equations

$$
z_{i}^{\prime}=-\beta_{i} z_{i}+z_{i}^{2}
$$

for $i=1, \cdots, 4$, have the solutions

$$
z_{i}=\beta_{i} /\left(1+c_{i} e^{\beta_{i} x}\right)
$$

If the initial value $z_{i}(0)=-1$, then $c_{i}=-1-\beta_{i}$. If we set $\mathbf{y}=U \mathbf{z}$, where $\mathbf{z}=\left(z_{i}\right)^{T}$ and $U$ is a unitary matrix, then the differential equation for $\mathbf{y}$ is

$$
\mathbf{y}^{\prime}=-B \mathbf{y}+U \mathbf{w}
$$

where $B=U \operatorname{diag}\left(\beta_{i}\right) U^{*}$, and $\mathbf{w}=\left(z_{i}^{2}\right)^{T}$. The eigenvalues $\lambda_{i}$ of the Jacobian matrix are $2 z_{i}-\beta_{i}$. If $\mathbf{y}(0)=\mathbf{z}(0)$, then $\lambda_{i} \rightarrow-\left|\beta_{i}\right|$ as $x \rightarrow \infty$. Here as in [4], we set $\beta_{1}=1000$, $\beta_{2}=800, \beta_{3}=-10, \beta_{4}=0.001$, and $U=\left(\frac{1}{2}-\delta_{i j}\right)$, where $\delta_{i j}$ is the Kronecker delta.

We solved this problem on an IBM 4341 using a version of DIFSUB [6] and a code DIFSOL, based on this version, which implements the Nordsieck formulation of the one-leg formulas with Enright's technique for updating the Jacobian. The Jacobian was evaluated using numerical differentiation. Table 2 presents the total number of

TAble 2
Comparison of DIFSUB and DIFSOL for Krogh's problem.

| code | $\varepsilon$ | evaluations | Jacobians | time | error |
| :---: | :---: | :---: | :---: | :---: | :---: |
| DIFSUB | $1.0-3$ | 301 | 25 | 3.0 | $2.7-3$ |
| DIFSOL | $1.0-3$ | 280 | 18 | 3.1 | $3.6-3$ |
| DIFSUB | $1.0-6$ | 719 | 33 | 5.0 | $5.1-6$ |
| DIFSOL | $1.0-6$ | 609 | 29 | 5.8 | $5.6-6$ |

derivative evaluations, Jacobian evaluations, and time in seconds required to reach the first mesh point after $x=1000$, and the maximum absolute error in the components of $\mathbf{y}$ observed up to that point for the prescribed local error tolerance $\varepsilon=10^{-3}$ and $10^{-6}$. The results indicate that the one-leg formulas are as efficient as the classical backward differentiation formulas. The additional work required to evaluate $F(\mathbf{a})$ is not very significant for this system and should be negligible for larger systems because it is proportional to the number of equations while the work required for the linear algebraic operations is proportional to the cube of the number of equations.

Lindberg [5] describes two test problems in which the eigenvalues change from large negative values to large positive values. We consider only the first for brevity
because the results are similar for both problems. The first problem is

$$
\begin{array}{ll}
y_{1}^{\prime}=10^{4} y_{1} y_{3}+10^{4} y_{2} y_{4}, & y_{1}(0)=1 \\
y_{2}^{\prime}=-10^{4} y_{1} y_{4}+10^{4} y_{2} y_{3}, & y_{2}(0)=1, \\
y_{3}^{\prime}=1-y_{3}, & y_{3}(0)=-1 \\
y_{4}^{\prime}=-0.5 y_{3}-y_{4}+0.5, & y_{4}(0)=0
\end{array}
$$

The exact solution of this problem can be characterized as follows. Clearly $y_{3}(x)=$ $1-2 e^{-x}$ and $y_{4}=x e^{-x}$. If we set $\mathbf{y}=\left[y_{1}, y_{2}\right]^{T}$, then $\mathbf{y}^{\prime}=A(x) \mathbf{y}$ and $\mathbf{y}(0)=[1,1]^{T}$, where

$$
A(x)=10^{4}\left[\begin{array}{cc}
1-2 e^{-x} & x e^{-x} \\
-x e^{-x} & 1-2 e^{-x}
\end{array}\right]
$$

The eigenvalues of $A(x)$ are

$$
\lambda_{1,2}(x)=10^{4}\left(1-2 e^{-x} \pm i x e^{-x}\right)
$$

Initially the eigenvalues are $-10^{4}$ and approach $10^{4}$ as $x \rightarrow \infty$. We solved the problem using DIFSUB with local error tolerance $\varepsilon=10^{-p}$ for $p=3(1) 12$. We also solved the problem using DIFSOL with $\varepsilon=10^{-p}$ for $p=3(1) 5$. The analytic Jacobian was used in both cases. DIFSUB failed to detect the presence of large positive eigenvalues and produced decaying solutions. DIFSOL also failed to detect the positive eigenvalues for $\varepsilon=10^{-3}$ and $10^{-4}$, but it did detect them and produce a qualitatively correct solution for $\varepsilon=10^{-5}$. Table 3 presents the 2-norm of $\mathbf{y}$ and the approximations to $\mathbf{y}$ computed by DIFSUB and DIFSOL, and the associated local stepsizes for $\varepsilon=10^{-5}$.

Table 3
Comparison of DIFSUB and DIFSOL for Lindberg's problem.

|  | exact | DIFSUB |  | DIFSOL |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $x$ | $\\|\mathbf{y}\\|_{2}$ | $h$ | $\\|\mathbf{y}\\|_{2}$ | $h$ | $\\|\mathbf{y}\\|_{2}$ |
| 0.00 | $1.4+0$ | - | $1.4+0$ | - | $1.4+0$ |
| 0.33 | $8.4-1009$ | $3.7-2$ | $1.1-8$ | $4.9-2$ | $8.5-7$ |
| 0.79 | $1.7-1313$ | $8.5-2$ | $3.5-9$ | $1.7-2$ | $1.4-5$ |
| 0.88 | $6.5-1262$ | $8.5-2$ | $1.1-7$ | $6.7-3$ | $1.5-5$ |
| 0.90 | $2.1-1246$ | - | - | $1.6-3$ | $2.8-5$ |
| 0.91 | $4.2-1238$ | - | - | $4.1-5$ | $1.1+7$ |
| 0.93 | $1.8-1220$ | - | - | $4.1-5$ | $2.4+20$ |
| 0.95 | $1.8-1201$ | - | - | $4.1-5$ | $2.3+39$ |
| 0.97 | $3.9-1181$ | $8.5-2$ | $2.2-9$ | $4.1-5$ | $5.5+59$ |
| 0.98 | $1.8-1170$ | - | - | $4.1-5$ | $2.4+70$ |
| 3.91 | $1.8+8469$ | $2.1-1$ | $2.5-9$ | - | - |

The solution computed by DIFSOL exhibits the correct rate of growth for $x>0.93$, but it is too large and begins to grow prematurely because DIFSOL does not track the solution below the error tolerance and the region of instability for the $k$-step one-leg formula contains a small portion of the left half-plane. Thus in a system where the eigenvalues have large imaginary components and small negative real components, the solution would grow rather than decay as it should. Furthermore the detection of positive eigenvalues is sensitive to the error tolerance and the details of the Newton iteration. For example, we have observed that decreasing the error tolerance, evaluating
the Jacobian by numerical differentiation, or increasing the number of Newton iterations can delay the growth of the computed solution. The stability properties of the one-leg formulas are thus not ideal, but these formulas are more likely to warn the user of possible difficulties when the eigenvalues approach the right half-plane.
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#### Abstract

Large sparse least squares problems arise in many applications, including geodetic network adjustments and finite element structural analysis. Although geodesists and engineers have been solving such problems for years, it is only relatively recently that numerical analysts have turned attention to them. In this paper we present a survey of numerical methods for large sparse linear least squares problems, focusing mainly on developments since the last comprehensive surveys of the subject published in 1976. We consider direct methods based on elimination and on orthogonalization, as well as various iterative methods. The ramifications of rank deficiency, constraints, and updating are also discussed.


Key words. sparse least squares, normal equations, elimination, orthogonalization, Givens rotations, iterative methods

1. Introduction. The method of least squares often means different things to different people. For statisticians, least squares is a method for estimating unknown parameters. For engineers and experimental scientists, it is a method for curve fitting or data smoothing. For numerical analysts, least squares has come to mean solving nonsquare systems of equations, that is, systems whose equations and unknowns differ in number. Of course, such a system does not necessarily have a solution, and so instead we settle for minimizing some norm of the residual. Although other norms are sometimes used, the (possibly weighted) Euclidean norm is by far the most common, hence the name "least squares." If such a minimum residual solution is not unique, then an additional requirement is imposed, such as that the norm of the solution itself also be minimal.

From both practical and computational points of view, linear problems are an extremely important subclass. This is true not only because many systems are inherently linear, but also because many algorithms for solving nonlinear problems require the solution of a succession of linear subproblems. For this reason, a great deal of effort over an extended period of time has gone into the development of a number of effective algorithms for solving linear least squares problems. In many cases the seeds of these algorithms are contained in computing practices which predate electronic computers and were not necessarily originally intended for least squares problems. These techniques were later sharpened and refined, particularly with regard to their numerical properties, for use on digital computers before finally receiving a systematic modern implementation for solving least squares problems. The present survey is concerned with a further phase of development, the extension of these algorithms to handle large sparse least squares problems.

[^50]To fix notation, the problem we wish to consider is

$$
\begin{equation*}
\min _{x}\|b-A x\|_{2}, \tag{1.1}
\end{equation*}
$$

where $A$ is an $m \times n$ matrix and $b$ and $x$ are vectors of dimension $m$ and $n$, respectively. Standard assumptions are that $m \geqslant n$ and $\operatorname{rank}(A)=n$, in which case the solution to (1.1) is unique. Problems in which $m<n$ or $\operatorname{rank}(A)<\min \{m, n\}$ do occur, however, in many important contexts. For such underdetermined or rank deficient problems, (1.1) does not have a unique solution, so that the minimum norm solution, or some other particular solution, is usually what is required. Other important generalizations of (1.1) include the imposition of constraints and updating the solution when new data are added. For a comprehensive discussion of algorithms for least squares problems see [44]. For statistical interpretation see [58].

This survey is primarily concerned with methods which are effective for solving (1.1) when the matrix $A$ is large and sparse, which means that $A$ contains relatively few nonzero elements. Areas in which large sparse least squares and related problems arise include geodesy, photogrammetry, image enhancement, structural analysis, spline data smoothing, and mathematical programming.

In order to make the solution of very large sparse least squares problems computationally feasible with respect to execution time and storage requirements, algorithms for such problems should store and operate on only the nonzero entries of the matrix and should try to minimize the creation of new nonzeros as computations proceed. Another important consideration is the manner in which the data are accessed, since auxiliary storage is often required for large problems. Conventionally, the rows of the matrix $A$ correspond to observations (successive measurements or replications), whereas the columns of $A$ correspond to the unknown variables or parameters of the problem. Thus it is more convenient to generate, store, and access the data matrix by rows rather than by columns.

In addition to sparsity preservation and data management, questions of numerical stability must also be taken into account when evaluating algorithms for sparse least squares problems. Indeed, the main purpose of much of the research on least squares algorithms in the past twenty years has been to improve on the numerical shortcomings of more traditional methods. As in other areas of sparse matrix computations, here, too, the tradeoffs between sparsity and stability are of vital importance.
2. Normal equations. If $\operatorname{rank}(A)=n$, then the solution to (1.1) is given by the solution to the system of normal equations

$$
\begin{equation*}
A^{T} A x=A^{T} b \tag{2.1}
\end{equation*}
$$

If $\operatorname{rank}(A)=m$, the minimum norm solution to (1.1) is given by $x=A^{T} y$, where $y$ is the solution to the linear system

$$
\begin{equation*}
A A^{T} y=b \tag{2.2}
\end{equation*}
$$

In either case, the matrix of the linear system is symmetric and positive definite so that the solution can be obtained by Cholesky factorization. For system (2.1) the latter factorization takes the form $A^{T} A=R^{T} R$, with $R$ upper triangular, so that (2.1) can be solved by forward and backward substitution. Most of the following discussion will be given in terms of system (2.1) for the overdetermined case; an analo-
gous discussion is applicable to system (2.2) for the underdetermined case. (See [13] for a survey of basic methods for underdetermined problems.)

For dense problems, algorithms based on this approach are quite efficient, requiring only about half as many arithmetic operations as competing methods when $m \gg n$, although this advantage diminishes for more nearly square problems. The normal equations method is also very attractive for sparse problems, since excellent software packages are available for solving large sparse symmetric positive definite linear systems (eg., YSMP [20], SPARSPAK [27] and MA27 [19]). These software packages symmetrically reorder the equations and unknowns so that the Cholesky factor suffers relatively little fill (creation of new nonzeros). A number of reordering heuristics are known which can dramatically reduce the fill resulting from factorization. These include the minimum degree algorithm, various dissection schemes, and various bandwidth or profile minimization schemes.

Let $P$ and $Q$ be permutation matrices of order $n$ and $m$, respectively. Then

$$
(Q A P)^{T} Q A P=P^{T} A^{T} Q^{T} Q A P=P^{T} A^{T} A P
$$

We conclude that the row ordering of $A$ has no bearing on the normal equations, but reordering the columns of $A$ corresponds to a symmetric row and column permutation of $A^{T} A$. In particular, the rows of $A$ can be processed sequentially from an auxiliary file in arbitrary order. In the software packages mentioned in the previous paragraph, the symmetric reordering is determined by analyzing the structure of the graph corresponding to the symmetric matrix. For the symmetric matrix of the system of normal equations this graph is easily determined: the nonzeros of each row of $A$ generate a clique in the graph of $A^{T} A$. (See [27] for relevant graph-theoretic concepts and terminology.) It is important to emphasize that, since pivoting is not required for numerical stability in the Cholesky algorithm, the reordering phase is entirely symbolic and takes place before any floating point computation. Furthermore, by anticipating all fill in advance, dynamic storage allocation is unnecessary, so that an efficient static data structure can be used.

Thus, an algorithm implementing (2.1) for sparse least squares problems goes like this (an analogous algorithm implements (2.2) for the underdetermined case):

## Algorithm 1. Normal Equations.

1. Determine the structure (not the numerical values) of $A^{T} A$.
2. Find a permutation matrix $P$ such that $P^{T} A^{T} A P$ has a sparse upper triangular Cholesky factor $R$.
3. Factor $P^{T} A^{T} A P$ symbolically, generating a row-oriented data structure for $R$.
4. Compute $A^{T} A$ and $A^{T} b$ numerically, processing the rows of $A$ one by one from an external file.
5. Factor $P^{T} A^{T} A P=R^{T} R$ numerically.
6. Solve $R^{T} z=P^{T} A^{T} b$.
7. Solve $R y=z$.
8. $x=P y$.

The use of the normal equations is as old as the method of least squares itself. The normal equations are easy to derive and understand, and, as we have seen, they adapt nicely to deal with sparse problems. Indeed, for many people "normal equations" and "least squares" are virtually synonymous, and algorithms based on the nor-
mal equations are still by far the most commonly used for solving least squares problems (see, e.g., [36]). The only trouble in this apparent paradise is that use of the normal equations may lead to numerical difficulties which are relatively harmless in some cases, but can be disastrous in others.

The potential numerical problems associated with the normal equations spring from two sources. One is the potential loss of information in explicitly computing the cross-product matrix $A^{T} A$ and vector $A^{T} b$. The other source of difficulty is the fact that the condition number of the matrix $A^{T} A$ is the square of that of $A$, so that an accurate solution of (2.1) may be difficult or impossible to compute if $A$ itself is already poorly conditioned (see, e.g., [60], [48], [32]). If $A$ is not of full column rank, then $A^{T} A$ is singular and the Cholesky factorization algorithm breaks down. Near rank degeneracy causes similar numerical problems in finite precision arithmetic. The upshot of all this is that forming and solving the normal equations requires relatively high working precision in order to guarantee suitable accuracy, which would often entail an unacceptable increase in storage requirements for very large problems. The principal motivation for the other methods we will discuss is to alleviate these numerical difficulties.

Another problem which the reader may have noticed is that the sparsity of $A$ does not guarantee that $A^{T} A$ is comparably sparse. Indeed, if an otherwise sparse $A$ has even one dense row, then, barring numerical cancellation, $A^{T} A$ is completely full. Clearly, such a situation is disastrous for the normal equations algorithm. The day can be saved, however, by initially omitting any rows of $A$ which would cause excessive fill in $A^{T} A$ (assuming full rank is still maintained) and later updating the solution to incorporate the effect of the omitted rows. Such updating procedures are common in least squares applications when new observations are added to a previously solved problem. The possibility of excessive fill in forming $A^{T} A$ is sometimes given as justification for some alternative method. Barring accidental cancellation, however, all direct methods suffer the same or a similar fate when confronted with a matrix $A$ having one or more dense rows. On the other hand, the updating procedures necessary to cope with such situations can be more stably implemented using other techniques, such as orthogonal transformations.
3. Elimination methods. For simplicity of presentation, in this section we assume $\operatorname{rank}(A)=n$. Carrying out Gaussian elimination with row and column interchanges on the $m \times n$ matrix $A$ leads to a factorization of the form

$$
\begin{equation*}
P_{1} A P_{2}=L U \tag{3.1}
\end{equation*}
$$

where $P_{1}$ and $P_{2}$ are permutation matrices of order $m$ and $n$, respectively, $L$ is an $m$ $\times n$ unit lower trapezoidal matrix, and $U$ is an $n \times n$ upper triangular matrix. Utilizing this factorization, together with the orthogonal invariance of the Euclidean norm and the change of variable

$$
\begin{equation*}
U P_{2}^{T} x=y \tag{3.2}
\end{equation*}
$$

problem (1.1) becomes

$$
\begin{equation*}
\min _{y}\left\|P_{1} b-L y\right\|_{2} \tag{3.3}
\end{equation*}
$$

One way to solve problem (3.3) is by means of the system of normal equations

$$
\begin{equation*}
L^{T} L y=L^{T} P_{1} b \tag{3.4}
\end{equation*}
$$

The solution $x$ to (1.1) is then recovered by solving the triangular system (3.2). It appears that little has been gained by this approach compared to solving system (2.1) directly. As observed by Peters and Wilkinson [52], however, by using an appropriate pivoting strategy in the elimination (i.e., choice of $P_{1}$ and $P_{2}$ ), it is possible to control the conditioning of $L$, isolating any ill conditioning of $A$ in $U$. Thus, it should be safe numerically to form and solve system (3.4). Other authors have suggested the use of orthogonalization techniques to solve (3.3), but there is no real advantage over applying such methods directly to (1.1) unless the problem is only slightly overdetermined (see [12] and [53]).

This elimination scheme of Peters and Wilkinson has been extended and adapted for sparse problems by Björck and Duff [8]. When $A$ is sparse, the permutations $P_{1}$ and $P_{2}$ must be chosen to preserve sparsity in $L$ and $U$ as well as to enhance the conditioning of $L$ and the numerical stability of the factorization. A threshold pivoting strategy is used by Björck and Duff as a compromise between considerations of sparsity and stability. Note that here, too, one or more dense rows in $A$ could cause unacceptable fill in $L^{T} L$, and so an updating scheme should be used to account for such rows. Usually the nonzero pattern of $L$ is very much like that of $A$, and so solving system (3.4) requires about the same work and storage as system (2.1). Thus, the improved numerical behavior of the Peters-Wilkinson scheme is bought at the possibly high price of computing the factorization (3.1). One saving grace is that since $U$ is not involved in solving (3.3), $U$ may be written out on an external file and then recalled for the back substitution (3.2), thereby conserving main storage.

Björck and Duff introduce a modification of the Peters-Wilkinson scheme in which the solution $x$ is split into two parts, one of which does not involve the normal equations (3.4). Using the partitioning

$$
L=\left[\begin{array}{l}
L_{1}  \tag{3.5}\\
L_{2}
\end{array}\right], \quad P_{1} b=\left[\begin{array}{l}
b_{1} \\
b_{2}
\end{array}\right],
$$

where $L_{1}$ is a matrix of order $n$ and $b_{1}$ is a vector of dimension $n$, let the $n$-vector $c$ be defined by

$$
L_{1} c=b_{1} .
$$

Note that this is equivalent to taking $c$ to be the first $n$ components of the transformed right-hand side vector, if the latter is processed simultaneously with $A$ during the elimination. Let the $(m-n)$-vector $d$ be defined by

$$
d=b_{2}-L_{2} c .
$$

We now observe that

$$
P_{1}(b-A x)=\left[\begin{array}{l}
0 \\
d
\end{array}\right]-L z,
$$

where

$$
z=U P_{2}^{T} x-c
$$

Thus, if $z$ is the solution of the problem

$$
\min _{z}\left\|\left[\begin{array}{l}
0 \\
d
\end{array}\right]-L z\right\|_{2},
$$

and $x_{1}$ and $x_{2}$ are given by the triangular systems

$$
U P_{2}^{T} x_{1}=c, \quad U P_{2}^{T} x_{2}=z
$$

then $x=x_{1}+x_{2}$ is the solution of (1.1). There are two principal advantages to splitting the solution into two parts in this manner. First, since $\left\|b-A x_{1}\right\|_{2}=\|d\|_{2}$, if $\|d\|_{2}$ is sufficiently small (i.e., the original problem (1.1) is nearly consistent), then $x_{1}$ is already an adequate solution, so that $x_{2}$, and hence $z$, need not be computed at all. Second, any ill conditioning in $L$ affects only the computation of the "correction" term $x_{2}$.

The steps of the Peters-Wilkinson method as modified by Björck and Duff are summarized in the following algorithm.

Algorithm 2. Elimination.

1. Compute the factorization (3.1), choosing $P_{1}$ and $P_{2}$ to produce sparse $U$ and $L$ and well conditioned $L$.
2. Solve $L_{1} c=b_{1}$, with $L_{1}$ and $b_{1}$ as in (3.5).
3. Solve $U P_{2}^{T} x_{1}=c$.
4. $d=b_{2}-L_{2} c$.
5. If $\|d\|_{2}<\epsilon$, set $x=x_{1}$ and stop.
6. Solve $L^{T} L z=L^{T}\left[\begin{array}{l}0 \\ d\end{array}\right]$ using Algorithm 1 .
7. Solve $U P_{2}^{T} x_{2}=z$.
8. $x=x_{1}+x_{2}$.

In their paper [8], Duff and Björck show how to extend this algorithm to handle rank deficient problems, weighted problems, constraints, and updating. Delves and Barrodale [15] have published a related elimination algorithm in which first a square subsystem of (1.1) is solved by the usual square $L U$ factorization, then the remaining rows of $A$ are treated as updates. Such an approach is advantageous for problems which are only slightly overdetermined. Their algorithm does not appear to have been implemented as yet specifically for sparse problems.

Another family of elimination methods is based on the fact that the solution $x$ to (1.1) and the residual $r=b-A x$ must satisfy the augmented $(m+n) \times(m+n)$ linear system

$$
\left[\begin{array}{cc}
I & A  \tag{3.6}\\
A^{T} & O
\end{array}\right]\left[\begin{array}{l}
r \\
x
\end{array}\right]=\left[\begin{array}{l}
b \\
0
\end{array}\right] .
$$

This system has been used by Björck [2] in studying iterative refinement for least squares solutions, and its use for sparse problems has been advocated by Hachtel, who calls this the "sparse tableau" approach [37]. The idea here is simply to use a standard sparse solver for square linear systems to solve (3.6). Note that block elimination applied to (3.6) without pivoting yields the usual normal equations for $x$. The hope is that the sparse square system solver will use the additional freedom in choosing pivots to find a considerably more sparse factorization. Although system (3.6) is symmetric, it is indefinite, so that the pivoting must take account of numerical stability as well as sparsity. While a sparse symmetric indefinite factorization is certainly possible [19], there are actually certain advantages to ignoring the symmetry of (3.6) and using a nonsymmetric system solver [18]. On the other hand, ignoring symmetry incurs the heavy penalty of having to store two copies of $A$.

## 4. Orthogonalization methods.

4.1. Basic methods. We have seen that the chief difficulty with the normal equations is numerical: the information loss and ill conditioning associated with the explicit formation of the cross-product matrix. The elimination method of Peters and Wilkinson tries to lessen these numerical effects. Another alternative is to avoid explicit formation of the cross-product matrix altogether by computing its triangular Cholesky factor $R$ directly from $A$, and this can be done by means of orthogonal factorization. An orthogonal matrix $Q$ of order $m$ is computed which reduces $[A, b]$ to the form

$$
Q A=\left[\begin{array}{l}
R  \tag{4.1}\\
O
\end{array}\right], \quad Q b=\left[\begin{array}{l}
c \\
d
\end{array}\right],
$$

where $R$ is an upper triangular matrix of order $n$ and $c$ is a vector of dimension $n$. (We consider first the $m \geqslant n$ case; the underdetermined case will be taken up later in this section.) To see that $R$ is indeed the Cholesky factor of the cross-product matrix (assuming $Q$ is chosen so that $R$ has positive diagonal entries), we need merely note that

$$
A^{T} A=A^{T} Q^{T} Q A=\left[\begin{array}{ll}
R^{T} & O
\end{array}\right]\left[\begin{array}{l}
R \\
O
\end{array}\right]=R^{T} R
$$

Since the Euclidean norm is invariant under orthogonal transformation, the solution to (1.1) may be obtained by solving the triangular system $R x=c$.

There are three principal methods for computing the factorization (4.1): GramSchmidt orthogonalization ([55], [1]), Householder reflections ([41], [32], [9]), and Givens rotations ([31], [21-23], [38]). Both Gram-Schmidt and Householder reduce $A$ to triangular form by annihilating all the subdiagonal elements in an entire column at each step. Though effective for dense problems, this column-oriented, "sledge hammer" approach has serious drawbacks for large sparse problems. The trouble is that at each step each column in the remaining unreduced portion of the matrix which has a nonzero inner product with the column being reduced takes on the sparsity pattern of their union. Although this newly created fill scattered throughout the unreduced matrix will eventually be annihilated by the orthogonalization process, in the mean time it must be stored, greatly increasing storage requirements beyond that required for $R$ (see Fig. 1). Givens rotations are a much more appropriate tool in this context because of their ability to introduce zeros more selectively and in a more flexible order [21]. In particular, $R$ can be built up gradually as the rows of $A$ are processed one by one in their natural order (or any other desired order), intermediate fill is confined to $R$ and the working row, and the unreduced rows of $A$ can remain untouched on external storage until their turn for actual reduction (see Fig. 2).

A problem which plagues all orthogonalization methods is that even if $A$ and $R$ are sparse, it is unlikely that the orthogonal matrix $Q$ will be particularly sparse. There has been some study of maintaining sparsity in $Q$ ([61],[11],[16]), but the outlook in general is quite unpromising, especially since sparsity must be maintained simultaneously in $R$. Instead, most practical procedures simply discard the orthogonal transformations which make up $Q$ as they are used in processing the matrix and right hand side vector. For a simple problem with a single right hand side no real harm is done, since $Q$ is not actually needed to compute the least squares solution once $R$ and $c$ have been obtained. But for more complicated problems, such as those having mul-


FIG. 1. Reducing a sparse matrix by Householder reflections.


FIG. 2. Reducing a sparse matrix by Givens rotations.


Fig. 3. Cost for reducing $A: O\left(n^{2}\right), P A: O\left(k n^{2}\right)$.
tiple right-hand sides which are not known in advance, or certain applications which require explicit computation of an orthogonal basis, getting along without $Q$ can be a headache. One alternative is to write the orthogonal transformations on auxiliary storage as they are generated. Each Givens rotation can be represented by a single floating point number [59], thereby economizing storage. In other cases the need for $Q$ can be circumvented, although not always with equivalent numerical stability. For example, one way to handle multiple right hand sides is to solve the system

$$
\begin{equation*}
R^{T} R x=A^{T} b \tag{4.2}
\end{equation*}
$$

using the $R$ already computed, so that only the original matrix $A$, which is available on an external file, is needed to transform subsequent right hand sides. Although system (4.2) shares some of the numerical shortcomings of the normal equations method, at least $R$ is accurately computed, and the accuracy of the solution can be improved by a few iterations of iterative refinement [4].

Having decided to use Givens rotations, there remains the problem of choosing a good row and column ordering for $A$. There has been a good deal of work ([16],[23],[62]) on choosing these orderings dynamically: the ordering is determined according to some local minimization-of-fill criterion as numerical computations proceed, and storage is inserted into the data structure as needed to accommodate any fill generated. Such algorithms are very similar in spirit to square, nonsymmetric linear system solvers in that access to the whole unreduced matrix is required at each step for possible pivot selection. An important difference, however, is that the stability of orthogonal transformations allows the selection to be based solely on sparsity considerations (assuming the problem is not too disparately weighted: see further comments on row ordering below).

A different approach is taken in [24], which is patterned more after symmetric positive definite linear system solvers. Recall our earlier remark in discussing the normal equations that the row ordering for $A$ has no bearing on the structure of $A^{T} A$, but that the column ordering for $A$ determines the structure of $A^{T} A$ and hence that of $R$, its Cholesky factor. Thus the structure of $A^{T} A$ can be analyzed symbolically in advance of any numerical computation in order to find a good column order for $A$ which will limit fill in $R$, and also to set up a data structure which will accommodate any fill in $R$ which does occur. Such a static data structure can be very efficient, requiring none of the garbage collection and other overhead associated with dynamic data structures.

An algorithm based on these considerations is as follows:

Algorithm 3. Triangularization by Givens Rotations.

1. Determine the structure (not the numerical values) of $A^{T} A$.
2. Find a permutation matrix $P$ such that $P^{T} A^{T} A P$ has a sparse upper triangular Cholesky factor $R$.
3. Factor $P^{T} A^{T} A P$ symbolically, generating a row-oriented data structure for $R$.
4. Compute $R$ and $c$ numerically, processing the rows of $[A P, b]$ one by one using Givens rotations.
5. Solve $R y=c$.
6. $x=P y$.

Steps 1 through 3 of Algorithm 3 are the same as those of Algorithm 1 and can be carried out very efficiently using standard sparse matrix software designed for symmetric positive definite linear systems. In particular, assuming the Givens rotations are either discarded or written on secondary storage, Algorithm 3 exploits sparsity to the same degree and requires the same amount of primary storage as Algorithm 1, but is more stable numerically.

The details of step 4 of Algorithm 3 are of some interest. Let $a^{T}$ be a given row of $A P$ to be processed next. Let $j$ be the subscript of the first nonzero component of $a^{T}$. It is shown in [24] that there is space in row $j$ of the data structure of $R$ to accommodate $a^{T}$. If row $j$ of the data structure is still vacant, as will likely be the case early in the row by row processing, then $a^{T}$ may simply be placed into row $j$ of the data structure. If, on the other hand, row $j$ of the data structure is already occupied by previously stored numerical values, then row $j$ may be used to annihilate the first nonzero of $a^{T}$ with a Givens rotation. It is further shown in [24] that the resulting "shorter" row can also be accommodated in the data structure, even though some fill may have occurred as a result of the transformation. Thus, the process may be repeated until either an unoccupied row is found in which to place the working row or all its nonzeros have been annihilated.

Although the order in which the rows of $A$ are processed in step 4 does not affect the structure of $R$, it does affect the amount of fill created in the working row and hence the total cost of computing $R$. Fig. 3 gives an extreme example of the difference row ordering can make with respect to numerical factorization cost. Heuristic row ordering rules have been suggested which can substantially reduce computational costs for certain classes of problems, but the general relationship between row and column orderings is not yet well understood (see [24] and [28]). Another factor which may dictate a particular row ordering is that any heavily weighted rows should be processed first for optimum numerical stability (see [44], pp. 103-106).

Specialized algorithms which adapt orthogonalization techniques to problems having banded or similar structure are given in [14], [44], and [54].
4.2. Extensions and generalizations. Algorithm 3 lends itself to a number of useful extensions and generalizations in order to handle more difficult or complicated problems. For example, the problem may be so large that $R$ will not fit in main memory, and hence auxiliary storage must be used. Indeed, for extremely large problems such as the geodetic readjustment of the North American Datum [42], storage requirements may even exceed the virtual address space of the largest computers, so that auxiliary space cannot be managed implicitly by a paging algorithm. In [26] an algorithm is given in which such large problems are partitioned by incomplete nested dissection into a sequence of smaller subproblems, each of which is processed by the basic Givens algorithm, eventually producing the solution to the original problem.

It is clear that Algorithm 3 suffers the same catastrophic fill as the other methods we have discussed when confronted with a matrix $A$ having one or more dense rows. It is also sometimes desired that some of the equations in a linear system be satisfied exactly while the remaining equations are satisfied only in the least squares sense. For example, it may be required that the sum of all the variables be equal to 1 or some other prescribed constant. Extensions to Algorithm 3 which enable it to incorporate such constraints and/or updating are derived in [39]. Further generalization to allow arbitrary rank along with constraints and updating is given in [7].

Another implicit assumption in Algorithm 3 is that $\operatorname{rank}(A)=n$. The usual gen-
eralization of the orthogonal factorization (4.1) for dense rank deficient problems is to use column interchanges during the orthogonalization process to obtain a factorization of the form

$$
Q A P=\left[\begin{array}{ll}
R & S  \tag{4.3}\\
O & T
\end{array}\right]
$$

where $R$ is an upper triangular matrix of order $k=\operatorname{rank}(A), P$ is a permutation matrix which performs the column interchanges, and the elements of $T$ are negligible in magnitude. In Algorithm 3, however, the column ordering for $A$ represented by $P$ is fixed in advance to preserve sparsity, and cannot be altered during the numerical phase. It is shown in [39] that a factorization of the form (4.3) can nevertheless be obtained without explicit column pivoting, leading in turn to a basic or minimumnorm solution for underdetermined and/or rank deficient sparse linear least squares problems.

An alternate approach for underdetermined problems is to apply Algorithm 3 to $A^{T}$ rather than $A$, yielding an orthogonal factorization of the form

$$
A=\left[\begin{array}{ll}
R^{T} & O \tag{4.4}
\end{array}\right] Q
$$

This enables us to replace system (2.2) by the system

$$
\begin{equation*}
R^{T} R y=b \tag{4.5}
\end{equation*}
$$

which can be solved by forward and back substitution. Such an approach fits in well with the philosophy of discarding $Q$, but it would appear to have the same condition squaring effect as that suffered by (2.2) and (4.2). In practice, however, the use of (4.5) usually yields results which are comparable to the theoretically more accurate algorithm which involves $Q$ explicitly [56]. This surprising behavior has been explained by Paige [49], who shows that as long as $A$ is not too ill conditioned, the error resulting from (4.5) depends essentially on the condition number of $A$ rather than the condition number squared. In using (4.4) and (4.5) for the sparse case via Algorithm 3, we must now avoid dense columns rather than dense rows. Appropriate updating procedures are given in [29].
5. Iterative methods. For some large sparse least squares problems iterative methods are a useful alternative to the direct methods we have discussed thus far. Unlike direct methods, which compute an approximation to the exact solution in a finite number of steps, iterative methods successively improve an initial approximate solution until the approximation is acceptably close to the exact solution. One advantage of this approach is that one need not spend time computing an unnecessarily accurate solution if the data do not warrant it. Direct methods, on the other hand, generally have fixed accuracy and do not produce meaningful intermediate results. Iterative methods are also especially appropriate for problems in which the entries of the matrix are easily generated on demand. In such cases the matrix need not be stored at all, but instead can be defined by its action on vectors.

In principle any iterative method for symmetric positive definite (or semidefinite) linear systems can simply be applied to the system of normal equations (2.1). Explicit formation of the cross-product matrix $A^{T} A$ can be avoided by keeping the normal equations in factored form

$$
\begin{equation*}
A^{T}(b-A x)=0 \tag{5.1}
\end{equation*}
$$

In this way the matrix $A$ is used only to compute matrix-vector products of the form $A x$ and $A^{T} y$. Although this formulation avoids some of the numerical difficulties and fill which can result from explicitly forming $A^{T} A$, the convergence rate of iterative methods based on (5.1) still depends on the spectrum of $A^{T} A$, and can therefore be very slow. Because of this the main emphasis in research on iterative methods for least squares problems has been to accelerate convergence by means of various splittings and preconditioners.

A splitting takes the form $A=M-N$, leading to a sequence of least squares problems of the form

$$
M x_{k+1} \simeq N x_{k}+b
$$

Preconditioning is a change of variable $z=C x$, where $C$ is a nonsingular matrix of order $n$, so that

$$
b-A x=b-A C^{-1} z
$$

In either case the strategy is to choose $M$ or $C$ so that $M$ or $A C^{-1}$ gives a more favorable spectrum than $A$, thereby speeding convergence. Since these two approaches are essentially equivalent [10], we will concentrate on preconditioning methods.

In implementing a preconditioner for least squares problems matrix-vector products of the form $A x$ and $A^{T} y$ become $A C^{-1} z$ and $C^{-T} A^{T} y$, respectively. Of course the matrix product $A C^{-1}$ is never explicitly computed, but instead is treated as the product of two successive operators. Thus each iteration will require solution of linear systems of the form

$$
\begin{equation*}
C x=z \quad \text { and } \quad C^{T} x=y . \tag{5.2}
\end{equation*}
$$

For this reason $C$ is usually chosen to be diagonal or triangular so that systems (5.2) can be solved easily. Several different preconditioners have been used effectively for least squares problems:

1. Diagonal scaling. $C=\operatorname{diag}\left(d_{i}\right)$, where the $d_{i}$ are norms of the columns of $A$.
2. SSOR preconditioning [5]. $C=I+\omega L^{T}$, where $A$ has been scaled so that $A^{T} A=L+I+L^{T}$ with $L$ strictly lower triangular, and $\omega$ is a scalar relaxation parameter.
3. Incomplete Cholesky factorization ([45],[46]). $C=R^{\prime}$, where $R^{\prime}$ is an approximation to the Cholesky factor $R$ but is more sparse. Note that the true Cholesky factor $R$ would be the ideal choice for $C$ since then $A C^{-1}$ is orthogonal.
4. $L U$ preconditioning [57]. $C=U$, where $U$ is the upper triangular factor from a factorization of the form (3.1).
5. Gauss-Jordan preconditioning [43]. $C=A_{1}^{-1}$, where $A_{1}$ is a square, nonsingular submatrix of $A$ of order $n$.

Notice that this last preconditioner gives an algorithm that is essentially the same as the direct method of Delves and Barrodale [15] mentioned in section 3, except that the updating is done iteratively rather than in closed form. This is just one example of the many ways in which preconditioning blurs the distinction between direct and iterative methods.

As a concrete example of an iterative method for least squares problems we now consider the method of conjugate gradients. There are many variants of conjugate gradients which are theoretically equivalent but differ in their numerical behavior. One of the most effective for reasonably well conditioned least squares problems is this early version due to Hestenes and Stiefel [40]:

Algorithm 4. Conjugate Gradients.
. $x_{0}=0$
. $r_{0}=b$
$s_{0}=A^{T} r_{0}$
$\gamma_{0}=\left\|s_{0}\right\|_{2}^{2}$
. $p_{1}=s_{0}$
6. For $k=1,2, \ldots$ repeat the following:
a. $\quad q_{k}=A p_{k}$
b. $\alpha_{k}=\gamma_{k-1} /\left\|q_{k}\right\|_{2}^{2}$
c. $x_{k}=x_{k-1}+\alpha_{k} p_{k}$
d. $r_{k}=r_{k-1}-\alpha_{k} q_{k}$
e. $s_{k}=A^{T} r_{k}$
f. $\quad \gamma_{k}=\left\|s_{k}\right\|_{2}^{2}$
g. $\beta_{k}=\gamma_{k} / \gamma_{k-1}$
h. $p_{k+1}=s_{k}+\beta_{k} p_{k}$.

Although this algorithm theoretically produces the exact solution to (1.1) in at most $n$ iterations, with the rounding errors of finite precision arithmetic it may require far more or far fewer than $n$ iterations to yield a satisfactory solution. If a preconditioner is used to accelerate convergence, then the matrix-vector products $A p$ and $A^{T} r$ are replaced by $A C^{-1} p$ and $C^{-T} A^{T} r$ implemented by solving systems of the form (5.2). In using a preconditioner there is a tradeoff between the reduction in the number of iterations required and the increase in work per iteration.

A variant of conjugate gradients which is effective for more ill conditioned least squares problems has been developed by Paige and Saunders in [50], which should be consulted for algorithmic details. Their algorithm is based on the bidiagonalization procedure of Golub and Kahan [33] in the same way that the conjugate gradient algorithm is related to Lanczos tridiagonalization. The bidiagonalization approach has also been adapted to obtain regularized solutions of ill-posed problems ([6],[47]).

These bidiagonalization algorithms can be thought of as a natural extension of the singular value decomposition method to solve sparse problems. The singular value decomposition, which has the form

$$
\begin{equation*}
A=U \Sigma V^{T}, \tag{5.3}
\end{equation*}
$$

where $U$ and $V$ are orthogonal matrices of order $m$ and $n$, respectively, and $\Sigma$ is an $m \times n$ nonnegative diagonal matrix, is in many ways the most satisfactory numerical method for solving least squares problems ([33], [35], [44]). Unfortunately the full decomposition (5.3) is not computationally useful for large sparse problems because the orthogonal matrices $U$ and $V$ are generally too dense. Through Lanczos-style bidiagonalization, however, a few dominant triples ( $\sigma, u, v$ ) of singular values and vectors can be generated even for very large matrices [34].
6. Concluding remarks. In this paper we have surveyed the principal numerical methods available for solving large sparse linear least squares problems. We have concentrated on developments since the surveys [3], [18], and [30] published in 1976. Several of these methods have been compared in numerical experiments using a variety of test problems ([18],[25],[50],[57]). Although much more testing is needed on a broader spectrum of test examples, some preliminary conclusions are possible:

1. For well conditioned problems the traditional method of normal equations implemented using modern sparse matrix techniques is very effective and hard to beat, especially on problems for which $m \gg n$ and which are quite sparse.
2. For more difficult problems which require the greater numerical stability of orthogonal factorization, the method of Givens rotations can be implemented so as to use essentially the same storage as the normal equations method (see Algorithm 3).
3. For problems which are only slightly overdetermined, or are overdetermined but consistent, a method based on elimination is likely to be best.
4. Several effective techniques are available for problems which are well suited to iterative solution. If conditioning is a problem, the method of Paige and Saunders [50] is especially to be recommended. A preconditioner can help speed convergence but must be chosen carefully.

Most of the methods we have discussed have been implemented in computer software which is publicly available, or soon will be:

1. Several symmetric positive definite linear system solvers (e.g., SPARSPAK [27], YSMP[20], MA27 [19]) are available which could form the basis of an efficient implementation of the normal equations method. Since it handles indefinite problems as well, MA27 could also be used to solve the augmented system (3.6).
2. The implementation of the Peters-Wilkinson elimination method by Björck and Duff [8] is to be included in the Harwell Subroutine Library. Their code uses a modified version of the Harwell subroutine MA28 [17] to compute the $L U$ factorization (3.1).
3. Software implementing the algorithms of George and Heath [24], [39] is to be included in a new, expanded version of SPARSPAK, giving it the capability of solving nonsymmetric and nonsquare problems. The new modules rely heavily on the existing SPARSPAK for the symbolic parts of the computation.
4. The work of Zlatev [62] is implemented in the software package LLSS01 [63]. To conserve storage, this code allows for an incomplete triangular factorization (determined by a drop tolerance), followed by iterative refinement.
5. The iterative algorithm of Paige and Saunders has been implemented as subroutine LSQR and is available from ACM TOMS [51]. This code solves damped least squares problems as well as ordinary least squares and nonsymmetric equations.

There is considerable room for further research on algorithms for sparse least squares problems. Better row and column orderings are needed, as well as a better understanding of the relationship between them. The tradeoffs between static and
dynamic data structures need further study. In elimination methods, the structural relationships between $A$ and $L$ and between $U$ and $R$ need to be better understood. Also worthy of exploration are row elimination schemes using stabilized elementary eliminators, as opposed to the use of a general threshold (partial or complete) pivoting approach. More sophisticated criteria are needed for withholding rows which lead to excessive fill in the Cholesky factor. The numerical behavior of updating schemes needs to be further scrutinized and improved. Existing algorithms should be extended to allow more generality with regard to constraints, updating and rank. An important problem for iterative methods is automating the choice of an effective preconditioner to speed convergence. With all of these methods relatively little attention has been given to handling problems which are too large to fit in main storage or to the use of advanced computer architectures such as pipelined, array, or parallel processors.

The answers to these and many other outstanding questions will undoubtedly lead to more effective and efficient methods for solving large sparse least squares problems. In addition, advances in sparse least squares computations will have an effect on other areas of sparse matrix computations, such as the application of sparse orthogonal factorizations to problems in optimization, control, and eigenvalue and singular value computations.
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#### Abstract

Historically there are two principal methods of matrix structural analysis, the displacement (or stiffness) method and the force (or flexibility) method. In recent times the force method has been used relatively little because the displacement method has been deemed easier to implement on digital computers, especially for large sparse systems. The force method has theoretical advantages, however, for multiple redesign problems or nonlinear elastic analysis because it allows the solution of modified problems without restarting the computation from the beginning. In this paper we give an implementation of the force method which is numerically stable and preserves sparsity. Although it is motivated by earlier elimination schemes, in our approach each of the two main phases of the force method is carried out using orthogonal factorizaton techniques recently developed for linear least squares problems.
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1. Introduction. Given the external loads on a structure, the object of structural analysis is to determine the resulting internal forces, stresses, and displacements. The solution to this problem is provided by a variational principle (minimization of energy) subject to the linear elastic relationships among the nodes and elements of the finite element model of the structure. Either the forces or the displacements may be taken as the primary quantities to be computed, and the other can then be determined as a by-product. These two approaches give rise to the force (or flexibility) method and the displacement (or stiffness) method, respectively. In recent times the displacement method has predominated, largely because it is easier to implement on digital computers, especially for large sparse systems, and makes use of well established techniques of numerical linear algebra. The displacement method can be inefficient, however, for structural optimization problems in which a sequence of related structural analysis problems must be solved (e.g., problems having a fixed layout but differing material properties). The force method is then preferable because it utilizes a portion of earlier computations in order to solve such modified problems without starting the computations over from the beginning. Unfortunately, most implementations of the force method have suffered from excessive fill or numerical difficulties, or both. In this paper we give an implementation of the force method which is numerically stable and preserves sparsity for large-scale problems.

Before stating our problem precisely, we need to develop some notation. The notational conventions used by structural engineers and by numerical analysts are quite different. As a compromise, we will use the same letters to denote various quan-

[^51]tities as are commonly used by structural engineers (see, e.g., [20]), but we will retain the usual convention in numerical analysis that lower case letters represent vectors, while upper case letters represent matrices. Our notation is summarized in Table 1.

TAble 1

```
            equilibrium matrix : E
    element flexibility matrix : D
    element stiffness matrix : D}\mp@subsup{D}{}{-1
        system stiffness matrix : K=ED}\mp@subsup{D}{}{-1}\mp@subsup{\textrm{E}}{}{\textrm{T}
            self-stress matrix : B
    system flexibility matrix : F= 酏DB
        nodal load vector : p
            system force vector : }
    nodal displacement vector : }
system displacement vector : v
    redundant force vector : x
```

The known, defining quantities for a structural analysis problem are the equilibrium matrix $E$, the element flexibility matrix $D$ (or equivalently the element stiffness matrix $D^{-1}$ ), and the nodal load vector $p$. The unknowns to be determined are the system force vector $f$, the system displacement vector $v$, and the nodal displacement vector $r$. The remaining variables in Table 1 , such as the redundant force vector $x$, are derived, intermediate quantities. We assume that $E$ is an $m \times n$ matrix of rank $m$ and that $D$ is a symmetric positive definite matrix of order $n$. Here $D$ is block diagonal with the diagonal blocks having orders ranging from one to six, depending on the finite element model of the structure. An example, taken from [13], of a twodimensional frame and its equilibrium matrix are shown in Figs. 1 and 2.


FIG. 1. Two-dimensional frame with element and node numbering.


Fig. 2. Equilibrium matrix E for two-dimensional frame.
The linear elastic relationships for the system are

1. Equilibrium equation:

$$
E f=p
$$

2. Compatibility equation:

$$
E^{T} r=v
$$

## 3. Material equation:

$$
D f=v
$$

The equilibrium and compatibility equations represent constraints on the forces and displacements, respectively, and the material equation represents the material characteristics.

The minimum principle of complementary potential energy can be stated as the quadratic programming problem

$$
\begin{equation*}
\min _{f} 1 / 2 f^{T} D f \quad \text { subject to } \quad E f=p \tag{1.1}
\end{equation*}
$$

A similar minimum principle can be stated in terms of displacements rather than forces, but, as we shall see, both the force method and the displacement method can be derived from (1.1). First-order necessary conditions for a solution to the quadratic programming problem (1.1) are given by the $(m+n) \times(m+n)$ system of linear equations

$$
\left[\begin{array}{cc}
D & E^{T}  \tag{1.2}\\
E & O
\end{array}\right]\left[\begin{array}{c}
f \\
\lambda
\end{array}\right]=\left[\begin{array}{l}
0 \\
p
\end{array}\right]
$$

where $\lambda$ is an is an $m$-vector of Lagrange multipliers (see, e.g., [16], p. 224). A number of numerical methods are at our disposal for solving system (1.2); the force and displacement methods correspond to two of these. The most obvious approach is simply to solve the entire system directly, applying any convenient algorithm for square linear systems. System (1.2) is symmetric, but indefinite, so that some form of pivoting for numerical stability will be required if a direct elimination method is used. One standard approach to such problems, the use of block $2 \times 2$ pivots [3], has recently been implemented for large sparse systems [6].

Although not at all unreasonable, the direct solution of (1.2) is somewhat unsatisfying because one feels that the imposition of constraints ought to reduce rather than increase the dimensionality of a problem. If instead we carry out block elimination on (1.2) we obtain the smaller $m \times m$ system

$$
\begin{equation*}
E D^{-1} E^{T} \lambda=-p \tag{1.3}
\end{equation*}
$$

which can be solved for $\lambda$. We then solve for the system force vector $f$ using the $n \times n$ block diagonal system

$$
\begin{equation*}
D f=-E^{T} \lambda \tag{1.4}
\end{equation*}
$$

The symmetric matrix $K=E D^{-1} E^{T}$ of system (1.3) is called the stiffness matrix and this approach is called the stiffness or displacement method (note that $\lambda$ is simply the negative of the nodal displacement vector $r$ ). Both systems (1.3) and (1.4) are symmetric and positive definite and therefore each could be solved by applying the Cholesky factorization algorithm, for which well-developed software is available to handle large sparse problems. As with the normal-equations method for least squares problems, however, explicit formation of the cross-product matrix $K$ worsens the condition of the problem and can lead to serious loss of accuracy.

As in the least squares case, a numerically superior alternative is provided by orthogonal transformations. First, suppose we have a factorization of the form

$$
\begin{equation*}
D^{-1}=G G^{T} \tag{1.5}
\end{equation*}
$$

where $G$ is a square matrix of order $n$. Such a factorization, involving the diagonal blocks of $D$, is usually directly available at the element level, or could be computed if necessary by the Cholesky algorithm. Now compute the orthogonal factorization

$$
E G=\left[\begin{array}{ll}
L & O \tag{1.6}
\end{array}\right] Q
$$

where $L$ is a nonsingular, lower triangular matrix of order $m$ and $Q$ is an orthogonal matrix of order $n$. Using the factorization (1.6), system (1.3) becomes

$$
\begin{equation*}
L L^{T} \lambda=-p \tag{1.7}
\end{equation*}
$$

which can be solved by forward and backward substitution. In effect, the Cholesky factor of $K$ has been obtained without explicitly forming $K$. This approach is known as the natural factor method because of the use of (1.5) (see [1]).

Suppose we have solved a structural analysis problem for given $E, D$, and $p$. With either the standard stiffness method or the natural factor variant of it, if the element flexibility matrix $D$ is now changed, then the entire computation must be repeated from the beginning. Such a situation is not uncommon in multiple redesign problems, structural optimization problems, and nonlinear elastic analysis, in which the geometry of the system is fixed but the material properties vary over a sequence of problems. In such cases a more efficient approach is provided by the force method (see, e.g., [20] and [13]).

The force method is motivated by the observation that problem (1.1) is asking for a weighted, minimum-norm solution to the equilibrium equation. Given any particular solution $s$ to such an underdetermined system, any other solution can be expressed as a sum of $s$ and a solution to the corresponding homogeneous system $E f=0$. Thus we may write the system force vector $f$ as

$$
\begin{equation*}
f=s+B x \tag{1.8}
\end{equation*}
$$

where the $n \times(n-m)$ matrix $B$, called the self-stress matrix, is chosen so that its columns form a basis for the null space of $E$. Once $s$ and $B$ have been determined, we then need to determine the proper linear combination of the columns of $B$, represented by the vector $x$, so that $f$ solves problem (1.1). If we substitute the representation for $f$ given by (1.8) into the upper row of system (1.2) we get the system

$$
\begin{equation*}
D B x=-D s-E^{T} \lambda \tag{1.9}
\end{equation*}
$$

If we now premultiply system (1.9) by $B^{T}$ and note that $B^{T} E^{T}=O$, we obtain the system

$$
\begin{equation*}
B^{T} D B x=-B^{T} D s \tag{1.10}
\end{equation*}
$$

from which we can now compute $x$, and thence $f$. The vector $x$ is called the redundant force vector and the symmetric matrix $F=B^{T} D B$ of system (1.10) is called the system flexibility matrix. The displacements, if needed, can be computed from the overdetermined but consistent system

$$
E^{T} r=v=D f
$$

The force method is usually carried out in two phases:
Phase 1. Compute a particular solution $s$ of the equilibrium equation, together with a self-stress matrix $B$ such that $E B=O$.

Phase 2. Compute the redundant force vector $x$ from system (1.10) and the system force vector $f$ from (1.8).
Since phase 1 depends only on $E$ and $p$, it need be executed only once in order to solve a sequence of problems which differ only in $D$, with just phase 2 being repeated for each new value of $D$. In order for the force method to be viable in practice, however, we need numerically stable algorithms for both phases which preserve sparsity. This is the subject of the next two sections.

## 2. The force method: phase 1 .

2.1 General methods. There are two basic approaches to phase 1 of the force method: elimination and orthogonalization. Both approaches can be implemented in several different ways, leading to a number of distinct methods for performing phase 1. (See [4] for a survey of methods for solving general underdetermined systems.) Each method requires a preliminary factorization of the equilibrium matrix $E$, then $s$ and $B$ are computed using the resulting factors. In order to preserve numerical stability, sparsity, or both, it may be necessary to perform row and column interchanges on the equilibrium matrix $E$ prior to, or as part of, the factorization process. Such row and column permutations are equivalent to relabeling the equations and unknowns in the equilibrium equation, and may be expressed by permutation matrices $P_{1}$ and $P_{2}$ of order $m$ and $n$, respectively. Thus, in effect, the factorization is actually carried out on the reordered matrix $P_{1} E P_{2}$.

We now list the principal methods for phase 1 , then discuss their relative merits. In some of the factorizations we will need identity matrices of various sizes, and so for clarity a subscript will be used to indicate the order of each identity matrix.

## 1. Gauss-Jordan elimination.

$$
\begin{gathered}
P_{1} E P_{2}=M\left[\begin{array}{ll}
I_{m} & J
\end{array}\right] \\
s=P_{2}\left[\begin{array}{c}
I_{m} \\
O
\end{array}\right] M^{-1} P_{1} p, \\
B=P_{2}\left[\begin{array}{c}
-J \\
I_{n-m}
\end{array}\right]
\end{gathered}
$$

where $M$ is $m \times m$ and $J$ is $m \times(n-m)$.
2. Row elimination.

$$
\begin{gather*}
P_{1} E P_{2}=L\left[\begin{array}{ll}
U_{1} & U_{2}
\end{array}\right],  \tag{2.1}\\
J=U_{1}^{-1} U_{2},  \tag{2.2}\\
s=P_{2}\left[\begin{array}{c}
I_{m} \\
O
\end{array}\right] U_{1}^{-1} L^{-1} P_{1} p,  \tag{2.3}\\
B=P_{2}\left[\begin{array}{c}
-J \\
I_{n-m}
\end{array}\right], \tag{2.4}
\end{gather*}
$$

where $L$ and $U_{1}$ are lower and upper triangular matrices, respectively, of order $m$, and $U_{2}$ is $m \times(n-m)$.

## 3. Column elimination.

$$
\begin{gathered}
P_{1} E P_{2}=\left[\begin{array}{ll}
L & O
\end{array}\right] U, \\
{\left[\begin{array}{ll}
N_{1} & N_{2}
\end{array}\right]=U^{-1}} \\
s=P_{2} N_{1} L^{-1} P_{1} p \\
B=P_{2} N_{2}
\end{gathered}
$$

where $L$ is a lower triangular matrix of order $m, U$ is an upper triangular matrix of order $n$, and $N_{1}$ and $N_{2}$ are $n \times m$ and $n \times(n-m)$ matrices, respectively.

## 4. $Q R$ factorization.

$$
\begin{gather*}
P_{1} E P_{2}=Q\left[\begin{array}{ll}
R_{1} & R_{2}
\end{array}\right],  \tag{2.5}\\
J=R_{1}^{-1} R_{2},  \tag{2.6}\\
s=P_{2}\left[\begin{array}{c}
I_{m} \\
O
\end{array}\right] R_{1}^{-1} Q^{T} P_{1} p,  \tag{2.7}\\
B=P_{2}\left[\begin{array}{c}
-J \\
I_{n-m}
\end{array}\right] \tag{2.8}
\end{gather*}
$$

where $R_{1}$ is an upper triangular matrix of order $m, R_{2}$ is $m \times(n-m)$, and $Q$ is an orthogonal matrix of order $m$.

## 5. $L \boldsymbol{Q}$ factorization.

$$
\begin{gathered}
P_{1} E P_{2}=\left[\begin{array}{ll}
L & O
\end{array}\right] Q \\
{\left[\begin{array}{ll}
Q_{1} & Q_{2}
\end{array}\right]=Q^{T}} \\
s=P_{2} Q_{1} L^{-1} P_{1} p \\
B=P_{2} Q_{2}
\end{gathered}
$$

where $L$ is a lower triangular matrix of order $m, Q$ is an orthogonal matrix of order $n$, and $Q_{1}$ and $Q_{2}$ are $n \times m$ and $n \times(n-m)$ matrices, respectively.
6. Singular value decomposition.

$$
\begin{gathered}
P_{1} E P_{2}=V\left[\begin{array}{ll}
\Sigma & O
\end{array}\right] Q \\
{\left[\begin{array}{ll}
Q_{1} & Q_{2}
\end{array}\right]=Q^{T}} \\
s=P_{2} Q_{1} \Sigma^{-1} V^{T} P_{1} p \\
B=P_{2} Q_{2}
\end{gathered}
$$

where $\Sigma$ is a nonnegative diagonal matrix of order $m, V$ and $Q$ are orthogonal matrices of order $m$ and $n$, respectively, and $Q_{1}$ and $Q_{2}$ are $n \times m$ and $n \times(n-m)$ matrices, respectively.

For convenience in describing the various methods we have reused some symbols (e.g., $J, L, Q$ ) which do not necessarily have the same meaning for different methods; all symbols should be taken as locally defined for a particular method only. For each method it is easily verified by direct substitution that $E s=p$ and $E B=O$. Of course, the indicated matrix inverses are not computed explicitly, but are implicitly handled by simultaneously transforming the right hand side during the factorization process and by backsubstitution in triangular systems.

The main points of comparison among the methods are computational efficiency, storage requirements, and numerical properties. Method 1, Gauss-Jordan elimination, is the method traditionally used by structural engineers, but it has severe limitations when dealing with large sparse problems. A very large number of eliminations is generally required in order to produce the identity matrix $I_{m}$, and they can cause a great deal of intermediate fill, which will itself eventually be eliminated, but in the interim must be stored. In addition, the matrix $J$ is likely to be rather dense and therefore $B$ will require a great deal of storage unless $n-m$ is quite small. Finally, Gauss-Jordan elimination can encounter numerical difficulties, even when pivoting is used (see [12], pp. 50-51).

Method 2, row elimination, is superior to method 1 numerically, requires less work, and causes less intermediate fill. Even though the matrix $J$ is not produced directly but must be computed by backsubstitution in the triangular system $U_{1} J=U_{2}$, this is more than offset by the lower cost and fill of the initial factorization. Moreover, there exists good software for computing $L U$ factorizations of sparse matrices (e.g., [5], [21], [23]). In addition to trying to limit fill, it is also desirable to keep $U_{1}$ and $L$ as well conditioned as possible, and so a compromise pivoting strategy should be used. Unfortunately, it is difficult to control the fill in $J$, which may be quite dense except in special situations which we will discuss later. In fact, for the same permutation matrices $P_{1}$ and $P_{2}$, methods 1 and 2 produce the same matrix $J$.

Method 3, column elimination, is comparable in work and fill to Gauss-Jordan elimination and also tends to yield a rather dense matrix $B$. The self-stress matrix $B$ which results from applying method 2 to the equilibrium matrix of Fig. 2 is shown in Fig. 3.


Fig. 3. Self-stress matrix B.

Methods using orthogonalization are numerically superior to their counterparts which use elimination, but orthogonalization methods generally require more work and cause more fill than elimination-based methods. Moreover, even if the triangular factor is relatively sparse, it is unlikely that comparable sparsity can be maintained in the orthogonal factor. Methods 4 and 5 are obvious analogues of methods 2 and 3, respectively, but despite their numerical superiority they have been little used in conjunction with the force method because of the lack of effective implementations for sparse problems. Fortunately, an effective sparse orthogonal factorization scheme has recently been developed in the context of linear least squares problems [8]. In that algorithm the orthogonal matrix $Q$ is computed as a product of a sequence of Givens rotations, which are discarded as they are used in order to conserve storage. Such an approach is inappropriate for method 5 , which makes explicit use of the orthogonal factor $Q$ in defining $s$ and $B$, but is ideally suited to implementing method 4 , which makes no use of $Q$ after the initial factorization (the vector $Q^{T} P_{1} p$ which is needed to compute $s$ as in (2.7) can be computed during the factorization process by applying the rotations to the permuted right hand side).

In computing an orthogonal factorization of the form (2.5), column pivoting is normally used in order to guarantee that $R_{1}$ is nonsingular and as well conditioned as possible. In the algorithm of [8], however, the column ordering $P_{2}$ is fixed in advance in order to maintain sparsity in the triangular factor, and therefore column pivoting for numerical reasons is not permissible. It is shown in [11] how a factorization of
the form (2.5) can still be computed without explicit column pivoting. In effect, when all processing of the rows of $E$ by Givens rotations is complete, in the sparse triangular data structure of order $n$ there are $n-m$ null rows. The columns of $R_{1}$ and $R_{2}$ are those corresponding to nonzero and zero diagonal entries, respectively. (See [11] for details, especially regarding numerical tolerances required.) The net result is that this algorithm provides a sparse implementation of method 4 which is analogous to a sparse $L U$ implementation of method 2. Unfortunately, it also shares with method 2 the tendency to produce a rather dense matrix $B$. We will address this difficulty for both methods shortly.

Method 6, the singular value decomposition, is theoretically equivalent (but numerically superior) to the eigenforce method [20], in which the eigenvalueeigenvector decomposition of the $n \times n$ matrix $E^{T} E$ is computed. Although the singular value decomposition is the most reliable method of all numerically, it is prohibitively expensive in both work and storage for large problems and is therefore not a viable alternative for large-scale structural analysis.

From the above discussion it is evident that the most promising methods for phase 1 are methods 2 and 4 , with the former likely to be the most efficient, while the latter is more reliable numerically. Since we regard numerical reliability as of paramount importance, we will emphasize method $4, Q R$ factorization, throughout the remainder of this paper, although we will rely on recent developments of method 2 [13] for motivation.

Before we leave the general discussion of methods, it is perhaps worthwhile to point out that the natural factor approach to the displacement method can also be exploited in the force method. In particular, if we have a factorization of the form (1.5), then we can apply any of the orthogonalization methods to $E G$ instead of $E$. By treating the problem explicitly as a weighted least squares problem in this manner, the system force vector $f$ can be computed directly without the need for solving system (1.10) in phase 2 . In doing so, however, we would be giving up the principal advantage of the force method, since $B$ would then depend on $D$ and would have to be recomputed whenever $D$ changed.
2.2 Band schemes. For a general sparse equilibrium matrix $E$ it is difficult to say anything about the structure of the resulting self-stress matrix $B$ other than that it might be quite full. If $E$ has a banded structure, however, Topcu [22] and Kaneko, Lawo and Thierauf [13] have shown how method 2 can be adapted to compute a $B$ which also is banded. By modifying and extending their algorithm, we will show how method 4 can also be used to produce a banded self-stress matrix $B$. Since $E$ and $B$ are not square matrices, perhaps we should first point out that we do not mean banded with respect to the usual main diagonal, but with respect to a line from the upper left corner to the lower right corner of the matrix. Also, for our purposes the distinction between band and profile (also known as variable band, envelope, or skyline) implementations is unimportant, and so we will use the shorter term "band" to mean both possibilities.

For most structural analysis problems there is a fairly obvious natural ordering of the nodes and elements of the underlying physical structure in which the equilibrium matrix $E$ is banded [20]. In any case we give a simple recipe for finding such an ordering for any sparse $E$ :

1. Apply a bandwidth minimization algorithm (e.g., Reverse Cuthill-McKee [10]) to the nonzero structure of the symmetric matrix $E^{T} E$. This gives a column permutation $P_{2}$.
2. Sort the rows of $E P_{2}$ into increasing order with respect to the subscript of the first (i.e., leftmost) nonzero entry in each row, breaking ties arbitrarily. This gives a row permutation $P_{1}$.

The resulting matrix $P_{1} E P_{2}$ will have the desired band structure. (Note that, due to the combinatorial difficulty of bandwidth minimization and the consequent heuristic nature of the algorithms, the resulting band structure is not necessarily optimal, but is usually nearly optimal. Also, the matrix $E^{T} E$ is not formed numerically, but its nonzero structure is analyzed symbolically.) We will henceforth assume that the equilibrium matrix $E$ is given with such an ordering. Some additional reordering of rows and columns may be required by the algorithms given below.

We now consider what happens when methods 2 and 4 are applied to a banded equilibrium matrix $E$. In order to produce a triangular factorization of the form (2.1) or (2.5) we annihilate the subdiagonal elements of each successive column of $E$ using either Gaussian elimination or Givens rotations. In either case the computations are restricted in each column to the block of rows having nonzeros in that column, and, due to the band structure, this block should be relatively small. In order to ensure that the multipliers are less than 1 in Gaussian elimination, row interchanges may be required, but only within blocks. A convenient way in which to implement this procedure is to set up a banded triangular data structure based on symbolic factorization of the (reordered) symmetric matrix $E^{T} E$ (see step 1 of the reordering algorithm given above), then process the rows of $E$ one by one, reading them from an external file. Alternatively, if $E$ is stored in main memory, then the factorization can be done in place, but additional storage must be available to allow for possible growth in the band due to rotations or row interchanges.

With either elimination or rotations, as we proceed down the main diagonal of $E$ we may encounter a column which is already zero on and below the main diagonal. Indeed, if the bandwidth of $E$ is sufficiently small, this situation must occur before we reach the bottom of $E$, since the first $k$ columns of $E$ cannot be linearly independent if the ( $k, k$ ) element of $E$ lies to the left of the band. If column $k$ is such a column, then in order to ensure that our final triangular matrix $U_{1}$ or $R_{1}$ is nonsingular, we move column $k$ to the $(m+1)$ st position and move columns $k+1$ through $m+1$ to the left by one position before continuing with the annihilation procedure. Of course it is not necessary actually to move the columns in storage, but merely to record the permutation implicitly by means of relabeling. We should also note that in floating point arithmetic one would not expect to find exact zeros but would instead test against some small tolerance. In this regard, the use of orthogonal transformations should prove superior to elimination at detecting such linear dependencies. When the subdiagonal annihilation process is complete and the bottom of $E$ is reached, the resulting factorization will have the form schematically depicted in Fig. 4. Thus, the matrix $U_{2}$ or $R_{2}$ inherits a lower band structure from $E$.

The structure we have just described would be of little benefit were it not for the fact that it carries over to the resulting self-stress matrix $B$. Specifically, the matrix $J$ formed according to (2.2) or (2.6) has the same lower band structure as $U_{2}$ or $R_{2}$, and when we form the matrix $B$ according to (2.4) or (2.8) the permutation matrix $P_{2}$
(which incorporates the column permutations described in the previous paragraph) simply places the rows of the identity matrix $I_{n-m}$ at the "breakpoints" in the structure of $J$, thereby preserving a lower band structure. These concepts are illustrated pictorially in Fig. 5.


Fig. 4. Orthogonal factorization of $E$.


Fig. 5. Self-stress matrix B.
Lower band structure alone is not enough to make the storage of $B$ practical. Therefore we now outline a "turnback" procedure, based on that originally developed in [22] and [13], which determines a self-stress matrix having an upper band structure as well. For each column $j$ of $B$, let

$$
k_{j}=\min \left\{k: b_{i j}=0 \text { for all } i>k\right\} .
$$

(The $k_{j}$ are just a convenient way of describing the lower band structure of $B$; the $k_{j}$ indicate where the rows of $I_{n-m}$ are located within $B$. ) Since $E B=O$, each column of $B$ reveals a linear dependency among the columns of $E$; indeed, for each $j$ the first $k_{j}$ columns of $E$ are linearly dependent. The idea of the turnback procedure is, for each column of $B$, to find a smaller subset of the columns of $E$ which is still linearly dependent. In order to find such a subset we begin with column $k_{j}$ of $E$ and work backward through the columns of $E$ until a dependent set is found. Linear dependence can be determined numerically by either $L U$ or $Q R$ factorization, implemented as in methods 2 and 4 above. The turnback procedure was originally proposed using $L U$ factorization, but an orthogonalization approach provides a more robust indicator of linear dependence, so we state our version of the algorithm in that form.

We now consider the first step of the turnback procedure. Let

$$
t_{1}=\max \left\{1, k_{1}-m-1\right\}
$$

Let $E_{1}$ be the matrix whose columns are columns $k_{1}, k_{1}-1, \ldots, t_{1}$ of $E$, in that order. If we carry out the orthogonalization process on $E_{1}$ analogous to (2.5) but stop when the first zero diagonal element is encountered, the result is a factorization of the form

$$
E_{1}=Q_{1}\left[\begin{array}{ccc}
T_{1} & c_{1} & V_{1}  \tag{2.9}\\
O & 0 & W_{1}
\end{array}\right]
$$

where $T_{1}$ is a nonsingular, upper triangular matrix of order $s_{1}$, say. (The subscripts in (2.9) are merely meant to indicate that this is the first step of the turnback procedure, and have no relation to any subscripts used earlier.) Thus we now know that columns $k_{1}-s_{1}-1, \ldots, k_{1}$ of $E$ are linearly dependent, and we can determine the coefficients of that dependency by solving the triangular linear system $T_{1} y_{1}=c_{1}$. We then have

$$
E_{1}\left[\begin{array}{c}
y_{1} \\
-1 \\
0
\end{array}\right]=0
$$

Permuting this vector back into the column ordering of $E$ and augmenting it with zeros corresponding to those columns of $E$ which are not in $E_{1}$, we obtain a vector $z_{1}$ which belongs to the null space of $E$. In Fig. 6 this new null-space vector $z_{1}$ is compared schematically with the first column of the matrix $B$ computed by (2.8). The vector $z_{1}$ forms the first column of a new, banded null-space basis matrix $Z$.

The remaining steps $2, \ldots, n-m$ of the turnback procedure are similar to step 1 , but with one important difference. At step $j$ we start with column $k_{j}$ of $E$ and work backward, but we want to avoid the possibility of finding again any linear dependency which has already been found on a previous step. Thus at step $j$ we omit from the matrix $E_{j}$ the dependent column (i.e., the column where the zero diagonal occurred)


Fig. 6. Columns of $B$ and $Z$ compared.
from each previous step. This strategy may result in some "spikes" in the upper band structure of $Z$, but is necessary to ensure that $Z$ has full column rank. It is important to note that we do not need the matrix $B$ in order to generate $Z$, but only the indices $k_{j}$, which are directly available from the factorization (2.5). Thus we need allocate only enough storage for the banded basis matrix $Z$, not the much more full matrix $B$. Of course a great deal of computation is required to generate a banded basis matrix in this manner, but the philosophy of the force method is that this investment is worthwhile if the matrix is to be used repeatedly in phase 2 to solve a long sequence of related problems. The banded self-stress matrix resulting from applying the turnback- $Q R$ process to the equilibrium matrix of Fig. 2 is shown in Fig. 7.


Fig. 7. Banded self-stress matrix Z.
The turnback procedure described above is modeled after that of [22] and [13], although there are some important differences (these include the use of orthogonal transformations in finding the linear dependencies as well as in the original factorization, the way the coefficients of the dependencies are determined, and the omitting of dependent columns to ensure full rank). A more radically different approach is to compute a banded null-space basis matrix by applying a turnback procedure directly to the matrix [ $R_{1}, R_{2}$ ] of (2.5) (or the matrix [ $U_{1}, U_{2}$ ] of (2.1) if elimination is being used), rather than the original matrix $E$. This is certainly possible, since the nonsingularity of $Q$ implies that $E$ and $\left[R_{1}, R_{2}\right.$ ] have the same null-space.

A turnback procedure can be implemented on the matrix $\left[R_{1}, R_{2}\right] P_{2}^{T}$ (i.e., in the original column order of $E$ ) by simply rotating each column having a zero diagonal into the preceding columns, in order from right to left. As soon as such a column is annihilated, a linear dependency has been found. What we are in fact doing is computing the complete orthogonal factorization (see [15], p. 13)

$$
P_{1} E P_{2}=Q\left[\begin{array}{ll}
R & O \tag{2.10}
\end{array}\right] V,
$$

where $R$ is a nonsingular upper triangular matrix of order $m$ and $Q$ and $V$ are orthogonal matrices of order $m$ and $n$, respectively. If we now partition $V$ as

$$
V^{T}=\left[\begin{array}{ll}
V_{1} & V_{2}
\end{array}\right]
$$

where $V_{2}$ is $n \times(n-m)$, then $P_{2} V_{2}$ is a basis for the null space of $E$. If the columns of $R_{2}$ in (2.5) are annihilated in the indicated order (left to right and bottom to top) in arriving at (2.10), then $P_{2} V_{2}$ will be banded. These concepts are illustrated in Fig. 8.

$$
\begin{aligned}
& P_{2} V_{2}=P_{2}\left[\begin{array}{lll}
x & & \\
x & x & \\
& x \\
& x & \\
& & x \\
& & x \\
x & x \\
& x & \\
& & x
\end{array}\right] \quad\left[\begin{array}{ll}
x & \\
x & x \\
x & x \\
& x \\
& \\
& x \\
& \\
& x \\
& x \\
& \\
&
\end{array}\right]
\end{aligned}
$$

Fig. 8. Complete orthogonal factorization and resulting self-stress matrix.
(Nonzero structure depends on values of numerical entries.)

This procedure applied to [ $R_{1}, R_{2}$ ] should require about the same amount of work as the turnback procedure applied to $E$, since the bandwidths of the two matrices are about the same. Determining linear dependence in terms of the computed quantities in [ $R_{1}, R_{2}$ ] might be less robust than working with the original data in $E$, but this effect is lessened by using orthogonal transformations at all stages.

## 3. The force method: phase 2.

3.1 General methods. Given a particular solution $s$ of the equilibrium equation and a self-stress matrix $B$ whose columns form a basis for the null space of $E$, the main task of phase 2 of the force method is the computation of the redundant force vector $x$ which satisfies system (1.10). The system force vector $f$ is then given by (1.8).

System (1.10) is simply the normal equations for the weighted least squares problem

$$
\begin{equation*}
\min _{x}\left\|G^{-1}(B x+s)\right\|_{2}, \tag{3.1}
\end{equation*}
$$

where $G$ is as in (1.5). Several methods for solving problems of the form of (3.1) are described in [15]. The traditional method of normal equations consists of the direct application of Cholesky's method to the symmetric positive definite matrix $F=B^{T} D B$. With the reordering necessary to limit fill for large sparse problems, this gives an algorithm of the form

Normal equations

$$
\begin{gathered}
P_{2} F P_{2}^{T}=R^{T} R, \\
y=-R^{-T} P_{2} B^{T} D s, \\
x=P_{2}^{T} R^{-1} y,
\end{gathered}
$$

where $R$ is an upper triangular matrix of order $n-m$ and $P_{2}$ is a permutation matrix of order $n-m$. (Again, the indicated inverses imply backsubstitution processes rather than explicit inversion.) Excellent computer software is available for efficiently carrying out this approach for large problems (e.g., [6], [7], [10]).

Unfortunately, explicitly forming the cross product matrix $F=B^{T} D B$ can lead to significant loss of information and worsening of the conditioning of the problem. A better approach in this regard is to apply orthogonal transformations to the matrix $G^{-1} B$, leading to an algorithm of the form

## Orthogonal factorization

$$
\begin{gathered}
P_{1} G^{-1} B P_{2}^{T}=Q\left[\begin{array}{l}
R \\
O
\end{array}\right], \\
{\left[\begin{array}{l}
c \\
d
\end{array}\right]=-Q^{T} P_{1} G^{-1} s,} \\
x=P_{2}^{T} R^{-1} c,
\end{gathered}
$$

where $R$ is an upper triangular matrix of order $n-m, P_{1}$ and $P_{2}$ are permutation matrices of order $n$ and $n-m$, respectively, $Q$ is an orthogonal matrix of order $n$, and $c$ and $d$ are vectors of length $n-m$ and $m$, respectively. An implementation of this approach which is effective for large sparse problems is given in [8]. Comparisons of the normal equations, orthogonal factorization, and other methods on a variety of finite element and other types of problems are given in [8] and [9].
3.2 Paige's method. Although orthogonal factorization is numerically superior to the normal equations, poor results may be obtained with either method when the element flexibility matrix $D$ is ill conditioned. In a series of papers ([17], [18], [19], [14]) Paige has developed a scheme which can considerably reduce this difficulty. Following Paige, if we define the weighted residual vector

$$
u=G^{-1}(B x+s),
$$

then problem (3.1) can be written in the equivalent form

$$
\begin{equation*}
\min _{x, u} u^{T} u \text { subject to } G u=B x+s \tag{3.2}
\end{equation*}
$$

Because of its special form, problem (3.2) is sometimes referred to as the linearly constrained sum-of-squares (LCSS) problem. In addition to leading to a better numerical method, (3.2) also has important theoretical advantages over (3.1) in that it requires no restrictive assumptions regarding the ranks of the matrices involved. In particular, it is possible to compute a $G$ satisfying (1.5) and suitable for use in (3.2) even if the element stiffness matrix is only semidefinite (see [15], p. 124). For this reason, problem (3.2) has also been referred to as generalized least squares. We will not need the full generality of LCSS, since we assume that $B$ has been determined so that it has full column rank.

We first present a formulation of Paige's LCSS scheme which is easy to understand, then present a second formulation which is usually more efficient. In order to avoid excessively complicated notation in describing the algorithms, we will omit the permutation matrices which may be necessary in order to preserve sparsity, ensure numerical stability, or estimate rank.

First formulation [18]. We begin by performing the orthogonal transformation

$$
Q^{T} B=\left[\begin{array}{l}
R  \tag{3.3}\\
O
\end{array}\right], \quad Q^{T} G=\left[\begin{array}{l}
G_{1} \\
G_{2}
\end{array}\right], \quad Q^{T}=\left[\begin{array}{l}
s_{1} \\
s_{2}
\end{array}\right],
$$

where $Q$ is an orthogonal matrix of order $n, R$ is a nonsingular upper triangular matrix of order $n-m$, and the remaining matrices are partitioned conformally. Applying this orthogonal transformation to (3.2), the constraint equation breaks into the two equations

$$
\begin{gather*}
G_{1} u=R x+s_{1},  \tag{3.4a}\\
G_{2} u=s_{2} . \tag{3.4b}
\end{gather*}
$$

Since (3.4a) can be solved for $x$ given any value of $u$, problem (3.2) therefore becomes

$$
\begin{equation*}
\min _{u} u^{T} u \quad \text { subject to } \quad G_{2} u=s_{2} \tag{3.5}
\end{equation*}
$$

Problem (3.5) is simply that of computing the minimum norm solution to an underdetermined linear system and can therefore be solved by any of the methods discussed previously for phase 1 . Using method 5 , for example, we compute an orthogonal factorization

$$
\begin{align*}
& G_{2}=\left[\begin{array}{ll}
L & O
\end{array}\right] V,  \tag{3.6}\\
& {\left[\begin{array}{ll}
V_{1} & V_{2}
\end{array}\right]=V^{T},}
\end{align*}
$$

where $L$ is a lower triangular matrix of order $m, V$ is an orthogonal matrix of order $n$, and $V_{1}$ and $V_{2}$ are $n \times m$ and $n \times(n-m)$ matrices, respectively. Assuming $L$ is nonsingular we now obtain

$$
u=V_{1} L^{-1} s_{2}
$$

then $x$ is recovered from the triangular system (3.4a). Singularity of $R$ or $L$ due to rank deficiency of $B$ or $G$ can also be handled by this scheme (see [18] for details).

Second formulation [14]. The first formulation does not take advantage of any special structure the matrix $G$ may have ( $G$ will be triangular if it is computed by Cholesky factorization, and in our case $G$ has block diagonal structure as well); indeed, that structure is in general destroyed by the first orthogonal transformation $Q$. Paige has given a second formulation of LCSS in which the two orthogonal transformations $Q$ and $V$ are computed simultaneously in a manner which retains the triangular structure of $G$ throughout the computations. The approach taken is a familiar "zero chasing" technique using Givens rotations. For implementation details, see [19].

The result is a factorization of the form

$$
Q^{T}[s, B, G V]=\left[\begin{array}{cccc}
y_{1} & O & L_{1} & O  \tag{3.7}\\
y_{2} & R^{T} & L_{21} & L_{2}
\end{array}\right]
$$

where $R^{T}, L_{1}$, and $L_{2}$ are lower triangular matrices of order $n-m, m$, and $n-m$, respectively, and $Q$ and $V$ are orthogonal matrices of order $n$ and $m$, respectively. (Note that the matrices in (3.7) are not necessarily identical to the corresponding matrices in (3.3) and (3.6).) Applying transformation (3.7) and using the change of variable

$$
V^{T} u=\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]
$$

problem (3.2) becomes

$$
\min _{u_{1}, u_{2}} u_{1}^{T} u_{1}+u_{2}^{T} u_{2} \quad \text { subject to } \quad\left[\begin{array}{cc}
L_{1} & O \\
L_{21} & L_{2}
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]=\left[\begin{array}{c}
o \\
R^{T}
\end{array}\right] x+\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right] .
$$

Thus $u_{1}$ is completely determined by the equation

$$
L_{1} u_{1}=y_{1}
$$

and the functional is minimized by taking $u_{2}=o$. Finally, the solution $x$ may now be determined from the system

$$
R^{T} x=L_{21} u_{1}-y_{2}
$$

Again we have not used the full generality of Paige's method, which allows rank degeneracy in $B$ and $G$, leading to trapezoidal rather than triangular matrices in the factorization (3.7).

In both formulations of $L C S S$ the computations can be arranged so that it is unnecessary to save the orthogonal matrices $Q$ and $V$. This is an important factor in keeping storage requirements to a minimum. For solving a sequence of problems with fixed $B$ but varying $G$, in theory it is necessary to compute the orthogonal transformation $Q$ only once. This approach is in keeping with the philosophy of the force method, but its computational advantage may be nullified by the necessity of storing $Q$ for subsequent use.

Our interest is in problems for which $B$ is banded and $G$ is block diagonal and lower triangular. By a careful implementation of the Givens rotations which carry out the orthogonal factorization (3.7), these properties can be used to advantage and at least partially preserved. For example, consider the matrix shown in Fig. 2, which leads to a stacked banded form (see Fig. 7)

$$
B=\left[\begin{array}{l}
B_{1} \\
B_{2} \\
B_{3}
\end{array}\right]
$$

where each $B_{i}$ is banded, with more rows than columns. If $G$ is partitioned conformally, the constraint equation of (3.2) becomes

$$
\left[\begin{array}{lll}
G_{1} & O & O  \tag{3.8}\\
O & G_{2} & O \\
O & O & G_{3}
\end{array}\right] u=\left[\begin{array}{l}
B_{1} \\
B_{2} \\
B_{3}
\end{array}\right] x+s
$$

In carrying out the factorization (3.7), after the first two blocks of $B$ have been reduced to lower triangular form, only the block immediately below $G_{1}$ in $G$ will have filled in. As observed in [19], p. 171, we may at this point drop the columns of $G$ corresponding to $G_{1}$ and continue the computation with a problem having the same form as (3.8) but with one less block. This technique generalizes to problems having any number of blocks, and such structure is common in the analysis of two- or threedimensional frames. Dropping columns in this manner is of critical importance for large problems, since otherwise a full lower triangular matrix $L$ could be generated. Another important observation in determining storage requirements is that $R^{T}$ has the same band structure as the lower triangle of $B^{T} B$.
4. Concluding remarks. The force method is an attractive method for solving sequences of related structural analysis problems. We have suggested an implementation of the force method which uses turnback- $Q R$ for phase 1 and Paige's LCSS for phase 2. Such an approach has two principal advantages: band structure is exploited in order to solve very large problems, and orthogonal transformations are used to maintain numerical stability and avoid forming normal equations. We therefore expect the force method to become a more computationally viable alternative to the displacement method for structural optimization.

The algorithms we have described are currently being implemented in computer programs and tested on a collection of practical structural analysis problems kindly provided by I. Kaneko of the University of Wisconsin and M. Lawo of the University of Essen. Our test problems include two- and three-dimensional frames, and plane stress, plate bending, and turbine problems. The results of these numerical tests and comparisons will be reported in detail elsewhere [2].
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# NONLINEARLY PRECONDITIONED KRYLOV SUBSPACE METHODS FOR DISCRETE NEWTON ALGORITHMS* 
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#### Abstract

We propose an algorithm for implementing Newton's method for a general nonlinear system $f(x)=0$ where the linear systems that arise at each step of Newton's method are solved by a preconditioned Krylov subspace iterative method. The algorithm requires only function evaluations and does not require the evaluation or storage of the Jacobian matrix. Matrix-vector products involving the Jacobian matrix are approximated by directional differences. We develop a framework for constructing preconditionings for this inner iterative method which do not reference the Jacobian matrix explicitly. We derive a nonlinear SSOR type preconditioning which numerical experiments show to be as effective as the linear SSOR preconditioning that uses the Jacobian explicitly.
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1. Introduction. One of the most common methods for solving an $n$ by $n$ nonlinear systems of the form

$$
\begin{equation*}
f(x)=0 \tag{1}
\end{equation*}
$$

is Newton's method:
Start with an initial guess $x_{0}$.
Repeat until convergence:
(2) Solve $J\left(x_{i}\right) \delta x=-f\left(x_{i}\right)$,
(3) Set $x_{i+1}=x_{i}+\delta x$,
where $J(x)$ is the Jacobian matrix $f_{x}(x)$.
For many large problems, most of the work is done in solving the linear system (2). This is usually accomplished by evaluating and $L U$-factoring the Jacobian $J$ and backsolving for $\delta x$. However, when $J$ is large and sparse, it is natural to consider iterative methods, which usually require much less storage. Moreover, truncated forms of Newton's method [4], [22], in which the linear system (2) is only solved approximately by an iterative method, can be implemented easily.

Among the most popular and successful iterative methods for large sparse systems are methods based on the Krylov subspace, for example, the Chebyshev method [14], [18] and the conjugate gradient method [14], [15]. These methods all have the property that only matrix-vector products involving the coefficient matrix are needed. In the context of applications to Newton's method, the matrix-vector product $J v$ can be approximated by the directional difference $(f(x+d v)-f(x)) / d$, where $d$ is the scalar difference interval. This has the advantage of requiring only function evaluations and avoiding explicit evaluation and storage of the Jacobian matrix. Thus, it is well-suited for large sparse problems, especially if the Jacobian is difficult to evaluate or store.

[^52]Often, it is desirable to precondition the Krylov subspace methods as the rate of convergence is often unacceptably slow otherwise, especially for ill-conditioned problems. However, since most preconditioning techniques require $J$ explicitly [2], [6], [7], [13], [16], it is not obvious how to apply them in the context of directional differencing, as $J$ is not explicitly available. We address this problem in this paper.

After a review of discrete Newton algorithms and Krylov subspace methods in § 2, we develop in § 3 a framework for constructing nonlinear preconditionings that do not require $J$ explicitly. We then give in $\S 4$ a specific preconditioning algorithm that is based on nonlinear SSOR sweeps. The efficiency of this nonlinear preconditioned Krylov subspace Newton method is discussed in § 5. Numerical experiments in § 6 show that this nonlinear preconditioning is as effective as the linear SSOR preconditioning that requires $J$ explicitly. Some conclusions are given in $\S 7$.
2. Discrete Newton algorithms and Krylov subspace methods. Newton's method is among the best methods for solving general nonlinear systems. Part of the reason for its success is its quadratic rate of local convergence. Also, it is often more robust than competing methods, for example quasi-Newton methods, especially for optimization problems [12], [22].

These advantages of Newton's method are offset by the requirement that, at each step, the user compute the Jacobian matrix explicitly and solve the linear system (2). For problems for which the Jacobian is difficult to calculate (for example in optimization the Jacobian corresponds to the Hessian matrix which consists of second derivatives of the cost function), methods have been proposed which do not require the user to compute the Jacobian explicitly. Among these are Quasi-Newton methods [5], Nonlinear Conjugate Gradient methods [8] and Discrete Newton methods [12], [22], [23].

Discrete Newton methods are perhaps the most natural of the three classes of methods, in that they retain the form of Newton's method but approximate the Jacobian matrix by finite differences of the function values. These differences are often taken along the unit coordinate directions:

$$
\begin{equation*}
\frac{\partial f}{\partial x_{i}} \approx\left(f\left(x+d e_{i}\right)-f(x)\right) / d, \tag{4}
\end{equation*}
$$

where $d$ is an appropriately chosen difference interval. ${ }^{1}$ It is easy to see that it takes $n$ function evaluations to obtain an approximation for $J$. However, for large and sparse problems, other directions may be more efficient, in terms of both work and storage. At least two approaches using finite differences are possible.

The first approach is to order the columns of $J$ into groups according to the sparsity pattern of $J$ so that the nonzero elements in each group can be evaluated with only one function evaluation by finite differencing along a carefully chosen direction. For matrices with highly structured sparsity patterns, this can result in a significant reduction in the number of function evaluations needed to obtain an approximation for $J$. For example, a tridiagonal Jacobian can be approximated by three function evaluations, independent of the dimension of the matrix. Curtis, Powell and Reid [17] are credited as being the first to make such an observation and they proposed a heuristic algorithm for obtaining a good (but generally not optimal) column ordering for matrices with arbitrary sparsity patterns. Recently, there has been a lot of interest in developing more efficient finite-differencing schemes by solving related graph coloring problems

[^53][3], [19], [26], [27]. We call a Newton method employing this approach to approximate the Jacobian the standard discrete Newton algorithm.

The second approach is rather different in that it does not attempt to compute an explicit approximation to the Jacobian matrix at all. Methods in this class use a Krylov subspace iterative method (e.g. the conjugate gradient method) to solve approximately the linear system (2) at each step of Newton's method. In the application of these iterative methods, one does not need to access the Jacobian matrix explicitly. Instead, all that is required is the ability to form matrix-vector products of the form $J v$ for a given vector $v$. The central theme of the methods in this class is to approximate matrix-vector products of this form by a directional difference:

$$
\begin{equation*}
J(x) v \approx(f(x+d v)-f(x)) / d . \tag{5}
\end{equation*}
$$

Note that the direction $v$ is usually unknown a priori and depends on the iterates in the Krylov subspace method. Only function evaluations are needed. This method is especially attractive if only a few matrix-vector products are needed at each Newton step, as is often the case in truncated Newton algorithms. For general dense matrices that arise in optimization problems, O'Leary [23] has shown that this method takes fewer operations than the standard discrete Newton method when $n>39$. Garg and Tapia [9] and Nash [22] have also used this technique in optimization problems. Gear and Saad [10] have employed this idea successfully in solving stiff ordinary differential equations. We shall call this the Directional Differencing Discrete Newton (DDDN) Method.

Traditionally, Krylov subspace methods were developed for matrices with special properties, e.g. symmetric positive definiteness. However, for a general function $f$, the Jacobian $J$ does not necessarily possess these properties. Even for optimization problems, although $J$ is often symmetric, it need not be positive definite. Recently, the application of Krylov subspace methods to general linear systems has attracted a lot of research interest and significant progress has been achieved. For a survey of recent research in this area the reader is referred to [7], [16].

In this paper, we are concerned with preconditioning the Krylov subspace methods in order to accelerate their convergence. Most preconditionings are based upon a splitting of the form $J=M-N$ and can be implemented by supplying a routine for computing the matrix-vector product $M^{-1} v$ for a given vector $v$. A good preconditioning is one for which $M$ is a good approximation to $J$ and $M^{-1} v$ is inexpensive to compute.

The matrix $M$ is usually defined in terms of the elements of $J$. This is true, for example, of the most commonly used incomplete $L U$-factorizations [13], [20] and the SSOR-type preconditionings [1], [2]. This creates a problem in the context of applications to Newton's method with directional differencing since the Jacobian matrix $J$ is not available explicitly. Computing the elements of $J$ explicitly in order to compute and store the preconditioning $M$ would take away the advantage of the directional differencing. It is thus desirable to be able to apply a preconditioning algorithm that requires function evaluations only and does not reference the Jacobian explicitly. In the next section, we derive a class of nonlinear preconditionings with this property.
3. Nonlinear preconditioning. In the context of a Krylov subspace method, a preconditioning $M$ is needed only to compute matrix-vector products of the form

$$
\begin{equation*}
w=M^{-1} v . \tag{6}
\end{equation*}
$$

That is, we want to be able to solve the linear system

$$
\begin{equation*}
M w=v . \tag{7}
\end{equation*}
$$

The optimal preconditioning, at least as far as convergence is concerned, is the choice $M=J$. However, this leads to solving the linear system

$$
\begin{equation*}
J w=v \tag{8}
\end{equation*}
$$

which is as difficult as the original problem (2). On the other hand, it shows that, for any preconditioning $M, M^{-1} v$ can be viewed as an algorithm for obtaining an approximate solution of (8). With this in mind, we can approximate the term $J w$ in (8) by a directional difference and solve

$$
\begin{equation*}
F(w) \equiv(f(x+d w)-f(x)) / d-v=0 \tag{9}
\end{equation*}
$$

for $w$. At first glance, this appears to be as difficult as the original nonlinear problem (1). The crucial observation, however, is that any approximate method for solving (9) will constitute a preconditioning $M$ for $J$, where $M$ is generally a nonlinear operator.

We note that (9) does not involve $J$ explicitly. Also, there are many algorithms for solving nonlinear systems that do not involve the Jacobian $J$ explicitly. Therefore, we have a framework for constructing many possible preconditionings that require function evaluations only.

One may argue that nothing is gained by this approach, because any method used to solve (9) approximately can also be applied to the original equation $f(x)=0$ as well. There is a difference, however. Independent of the method used to solve (9), the outer method is still Newton's method, and thus for example local quadratic convergence is achievable [4]. If the same method applied to (9) is applied to (1) directly, that method will determine the convergence of the outer loop. The resulting method may converge much less quickly and, in particular, quadratic convergence may be lost. See for example Mittelmann [21] who considered an algorithm for nonlinear finite element problems in which nonlinear Gauss-Seidel iterates are accelerated by the conjugate gradient method.

Whether Newton's method is the appropriate choice for the outer algorithm probably depends on the particular problem, but there is some evidence [22] that it is among the best choice for general nonlinear problems. In any case, the general framework in this section allows any algorithm for solving (9) to be used as a preconditioning for the Krylov subspace method used to solve the linear systems in Newton's method. If the method used for the nonlinear preconditioning does not require explicit reference to the Jacobian, then the overall directional differencing discrete Newton algorithm can be implemented using only function evaluations. In the next section, we derive one such nonlinear preconditioning.
4. A nonlinear SSOR preconditioning. A class of methods for solving a nonlinear system $F(w)=0$ that does not use the Jacobian matrix explicitly is the class of

Nonlinear Relaxation Methods [24]:
Start with some initial guess for $w$ and a relaxation factor $\omega$.
Repeat until convergence:
Do $i=1, \cdots, n, n, \cdots, 1$
(0) Save $\left(w_{i}\right)_{\text {old }} \Leftarrow w_{i}$.
(1) Solve for $w_{i}$ in $F_{i}\left(w_{1}, \cdots, w_{i}, \cdots, w_{n}\right)=0$ assuming that all other components of $w$ are fixed at their current values.

> (2) Set $w_{i} \Leftarrow(1-\omega)\left(w_{i}\right)_{\text {old }}+\omega w_{i}$.
> End do
> End Repeat

The above algorithm can be applied directly to (9), provided we specify the initial guess for $w$, the relaxation factor $\omega$, and the number of times the outer loop is to be repeated. By looking at the linear SSOR preconditioning for $J$, we shall show that the initial guess $w=0$ and one iteration of the outer loop are appropriate choices.

Let $J$ be written as

$$
J=D-L-U
$$

where $D, L$ and $U$ are the diagonal, the strictly lower triangular, and strictly upper triangular parts of $J$, respectively. The linear SSOR preconditioning for $J$ can be written as [1], [2]

$$
M=\omega(2-\omega)(D-\omega L) D^{-1}(D-\omega U) .
$$

Thus, $M^{-1} v$ can be computed by two backsolves with triangular matrices. However, there is another well-known interpretation for $M^{-1} v$. Consider the following two-stage iteration:

$$
\begin{align*}
& (D-\omega L) w_{1}=((1-\omega) D+\omega U) w_{0}+\omega v,  \tag{10}\\
& (D-\omega U) w_{2}=((1-\omega) D+\omega L) w_{1}+\omega v . \tag{11}
\end{align*}
$$

It is easily verified that, if $w_{0}=0$, then $w_{2}=M^{-1} v$. On the other hand, it is also well-known that this two-stage iteration is equivalent to the nonlinear SSOR algorithm applied to the linear system $F(w) \equiv J w-v$ with one iteration of the outer loop [24]. For nonlinear systems, $F(w)$ in (9) is an approximation to $J w-v$. Thus, it follows that, for the nonlinear SSOR preconditioning, $w_{0}=0$ is an appropriate initial guess and the outer loop should be iterated once. It also follows that, if $f$ is linear, the nonlinear SSOR preconditioning reduces to the linear SSOR preconditioning for J.

We note that the problem to be solved in Step (1) of the nonlinear SSOR preconditioning algorithm is a scalar one. Any one-dimensional nonlinear equation solver can be used. Moreover, the problem in Step (1) does not have to be solved exactly. For example, if one step of Newton's method is used [24], then we have the following algorithm:

Algorithm NSSORP: (One Step Nonlinear SSOR-Newton Preconditioning)
Given $\omega$ and $v$. Returns preconditioned $v$ in $w$.
$w \Leftarrow 0$.
For $i=1, \cdots, n, n, \cdots, 1$
Compute $(D J)_{i} \Leftarrow$ the $i$ th diagonal elements of $J(x+d w)$.
Set $w_{i} \Leftarrow w_{i}-\omega F_{i}(w) /(D J)_{i}$.
The diagonal elements $(D J)_{i}$ of the Jacobian $J$ can either be supplied by the user or be approximated by finite differences. We note that, for efficiency, Algorithm NSSORP requires the function $f$ to be supplied in component form.
5. Efficiency. In this section, we compare the efficiency of the following four discrete Newton algorithms:
(a) Form $J$ using a sparse Jacobian algorithm, use a Krylov subspace method to solve (2).
(b) Form $J$ using a sparse Jacobian algorithm, use a linear SSOR preconditioned Krylov subspace method to solve (2).
(c) Use a Krylov subspace method to solve (2), with directional differencing for $J v$.
(d) Use a preconditioned Krylov subspace method to solve (2), with directional differencing for $J v$ and preconditioned with Algorithm NSSORP.
Note that all four methods do not require the explicit Jacobian. Method (d) is the method that we proposed in $\S 4$. Method (c) is the same except the Krylov subspace method is not preconditioned. Methods (a) and (b) are the corresponding methods except the Jacobian $J$ is approximated by a sparse Jacobian evaluation algorithm. These are the discrete Newton methods that one might consider using if the Jacobian is not available explicitly.

Concerning the storage requirements, all four methods need storage for the Krylov subspace method, which is usually $O(n)$. Methods (a) and (b), however, require additional storage for the Jacobian $J$. Thus, methods (c) and (d) might be preferred for problems where the storage of $J$ presents difficulties, e.g. $J$ is too large for the machine, or $J$ is dense with no exploitable structures for storage, or $J$ has a nontrivial sparsity structure which is not convenient to handle.

Next, we compare work. We define one function evaluation of $f$ to be one evaluation of each component of $f$. First we consider the case that function evaluations are expensive compared to matrix-vector operations. All four methods need one function evaluation to evaluate the right-hand side of the linear system (2) in Newton's method. In addition, method (c) requires one function evaluation per step of the Krylov subspace method (to approximate $J v$ ). Method (d) requires three function evaluations per step (one to approximate $J v$ and two for the nonlinear preconditioning). The total number of function evaluations of course depends on the number of iterations taken by the Krylov subspace method to achieve the desired accuracy. Let us denote by $I_{\mathrm{c}}$ and $I_{\mathrm{d}}$ the number of iterations taken by method (c) and (d) respectively. For methods (a) and (b), the number of function evaluations needed to evaluate $J$ depends on the sparsity structure of $J$ and the sparse evaluation algorithm. Let us denote this number by $s$. The total number of function evaluations per Newton step are summarized in Table 5.1. Methods (a) and (b) can easily be modified to reduce the number of function evaluations required at each step by employing the chord variant of Newton's method which uses the same Jacobian approximation for several steps. We note, however, that methods (c) and (d) can be modified in a similar way to reduce the number of function evaluations required at each step by reusing the projection generated from previous iterations [25]. Here, though, for simplicity, we assume these savings are not exploited.

Table 5.1
Total number of function evaluations per Newton step.

| Method | a | b | c | d |
| :--- | :---: | :---: | :---: | :---: |
| func. eval. | $s+1$ | $s+1$ | $I_{c}+1$ | $3 I_{d}+1$ |

$s$ : number of function evaluations needed to evaluate $J$.
$I_{c}$ : number of iterations taken by Krylov subspace method for method (c).
$I_{d}$ : number of iterations taken by Krylov subspace method for method (d).

We can make the following observations from the table. If the number of Krylov subspace iterations needed is small compared to $s$, then it is more efficient to use directional differencing (methods (c) and (d)). Such situations arise, for example, in the early stages of a truncated Newton algorithm [4] or if $J$ has an advantageous
distribution of eigenvalues (e.g. stiff ODEs with only a few large eigenvalues [10]). On the other hand, if the number of iterations can be reduced by a factor of more than about three by the nonlinear SSOR preconditioning, then it pays to use method (d) instead of method (c). Whether the preconditioning can achieve this depends on the eigenvalue distribution of $J$ and on the accuracy desired. We note that for model partial differential equations, the linear SSOR preconditioning can be shown to reduce the number of iterations by a factor of $O\left(h^{-1 / 2}\right)$, where $h$ is the mesh size [2]. Thus, for this class of problems, the benefits of preconditioning are more pronounced for larger problems.

Next, we consider the case that function evaluations are inexpensive compared to matrix-vector operations. For example, if one function evaluation costs approximately the same as forming the matrix-vector product $J v$ (which is often the case for difference methods for PDEs with simple coefficients), then the costs of methods (c) and (d) would be about the same as that of methods (a) and (b), respectively.
6. Numerical experiments. We have performed some numerical experiments with the following model nonlinear partial differential equation

$$
-u_{x x}+2 b\left(e^{u}\right)_{x}+c e^{u}=R(x), \quad 0<x<1,
$$

with homogeneous Dirichlet boundary conditions. This problem is discretized on a uniform grid with $n$ intervals using standard centered finite differencing. The function $R(x)$ is constructed so that the discrete solution has each component equal to 1 . The resulting $n$ by $n$ nonlinear algebraic system is solved by the methods discussed in earlier sections. The coefficients $b$ and $c$ allow us to control the asymmetry and the diagonal dominance of the Jacobian matrix respectively. We note that in practice it would not be cost effective to solve a one-dimensional problem like this one by an iterative method. However, the distribution of the eigenvalues of $J$ for this problem is similar to the distribution of eigenvalues for problems in higher dimensions. Thus, this problem is quite suitable for testing purposes.

For the Krylov subspace method, we used the Direct Incomplete Orthogonalization Method (DIOM) of Saad [28]. This method is related to Arnoldi's method for computing eigenvalues of general nonsymmetric matrices [29]. At the $i$ th step, an orthogonal basis for the $i$ th Krylov subspace is generated and the new solution is constructed so that the corresponding residual is orthogonal to this subspace. Saad has improved the basic method so that the same code can be adapted to symmetric positive definite, symmetric indefinite and general nonsymmetric problems. For the preconditioning, we fix $\omega=1$ (symmetric Gauss-Seidel).

All computations were carried out on a DEC 20 , with a machine precision of about $10^{-8}$ ( 27 bit mantissa). For the finite difference interval used in the directional differencing, we use $d=10^{-4}$. For the stopping criteria of the inner loop, we use a simple form of truncated Newton strategy:

$$
\left\|J\left(x_{i}\right) \delta x+f\left(x_{i}\right)\right\| /\left\|f\left(x_{i}\right)\right\|<10^{-i-1} .
$$

For the convergence of the outer Newton iteration, we use

$$
\left\|f\left(x_{i}\right)\right\|<10^{-4} \quad \text { and } \quad\|\delta x\|<10^{-4}+10^{-3}\left\|x_{i}\right\| .
$$

All norms used are infinity norms.
The main objective of the experiments is to compare the performance of directional differencing methods to that of the corresponding methods using the explicit Jacobian.

For this purpose, we also tested the following two methods:
(e) Exact Jacobian used in Krylov subspace method.
(f) Exact Jacobian used in Krylov subspace method, linear SSOR preconditioning based on the exact Jacobian.
Another objective is to show the effectiveness of the nonlinear preconditioning. Experiments were carried out with methods (c), (d), (e) and (f) for various values of $n, b$ and $c$. The results are summarized in Table 6.1. In the table, the columns labelled $\|f\|$ and $\|$ error $\|$ denote the values of $\|f(x)\|$ and the error in the solution $x$ at termination of the Newton iteration.

Table 6.1
Numerical results for model problem.

| Test | $n$ | $b$ | $c$ | Method | No. of DIOM iters. at each step of Newton's method |  |  |  |  |  | $\\|f\\|$ | \|error ${ }^{\text {d }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | 1 | 2 | 3 | 4 | 5 | 6 |  |  |
| 1 | 20 | 1 | 1 | c | 20 | 45 | 61 |  |  |  | . $3(-5$ ) | . $4(-5)$ |
| 2 |  |  |  | e | 20 | 45 | 64 |  |  |  | . $2(-6)$ | . $1(-5$ ) |
| 3 |  |  |  | d | 8 | 10 | 10 |  |  |  | . $3(-5$ ) | . $3(-5$ ) |
| 4 |  |  |  | f | 8 | 10 | 10 |  |  |  | . $2(-6)$ | . $1(-5$ ) |
| 5 | 20 | 1 | 10 | c | 20 | 25 | 30 | 40 |  |  | . $1(-5$ ) | . $3(-5$ ) |
| 6 |  |  |  | e | 20 | 25 | 34 | 35 |  |  | . $3(-6$ ) | . $2(-5)$ |
| 7 |  |  |  | d | 7 | 7 | 8 | 9 |  |  | . 3 (-5) | . $3(-5$ ) |
| 8 |  |  |  | f | 7 | 7 | 8 | 9 |  |  | . $2(-6)$ | . $1(-5$ ) |
| 9 | 20 | 10 | 1 | c | 20 | 30 | 50 | 55 |  |  | . $5(-6)$ | . $2(-6)$ |
| 10 |  |  |  | d | 7 | 5 | 7 | 6 | 7 | 9 | . $2(-5)$ | $1.0(-5)$ |
| 11 | 40 | 1 | 1 | c | 40 | *120 | 108 | *120 |  |  | . $6(-4)$ | . $4(-3)$ |
| 12 |  |  |  | d | 15 | 24 | 26 |  |  |  | . $6(-5)$ | . $5(-4)$ |
| 13 | 60 | 0 | 1 | c | 30 | 71 | 74 |  |  |  | . $8(-5)$ | . 9 (-4) |
| 14 |  |  |  | d | 14 | 28 | 31 |  |  |  | . $3(-5$ ) | . $6(-4)$ |
| 15 | 60 | 1 | 1 | c | 60 | 110 | ${ }^{*} 140$ | *140 | ${ }^{*} 140$ | ${ }^{*} 140$ | . $5(-4)$ | . $2(-3)$ |
| 16 |  |  |  | d | 22 | 55 | 78 |  |  |  | . $5(-5)$ | . $3(-4)$ |

Notation: $a(b)$ means $a \times 10^{b}$.
*I means that the desired accuracy was not achieved after $I$ iterations.
Tests 1-4 and 5-8 show that the directional differencing algorithms behave almost exactly like the corresponding algorithm with the explicit Jacobian. They show that the nonlinear preconditioning (Algorithm NSSORP) is as effective as the linear SSOR preconditioning based on the explicit Jacobian.

Tests $9-10$ show the effectiveness of the preconditioning for a more nonsymmetric problem (larger $b$ ). The reduction of the number of DIOM iterations caused by the preconditioning is more pronounced than for more symmetric problems (e.g. Tests 5 and 7 and Tests 13-14), especially near convergence of the Newton iteration where higher accuracy is needed in the inner loop.

Tests 11-12, 15-16 are similar to Tests 1 and 3 ( $b$ and $c$ are the same), except that the size $n$ of the system is larger. They show that the unpreconditioned algorithms converge rather slowly and take a lot of DIOM iterations to achieve the desired accuracy. On the other hand, the preconditioned algorithms converged rather fast and took much fewer iterations. These results confirm that, at least for PDE type problems, the benefit of preconditioning is more pronounced for larger problems.

We have also performed tests on some other non-PDE type problems (e.g. the PEN1 Problem tested in [22], [23]). The trends are similar to the ones reported here, namely, that the directional differencing algorithms behave almost exactly like the corresponding algorithms with the exact Jacobian.
7. Conclusion. In this paper, we propose an algorithm for implementing Newton's method that is particularly attractive for certain large sparse nonlinear systems. A preconditioned Krylov subspace method is used to solve the linear systems that arise at each step of Newton's method. However, the Jacobian matrix is neither stored nor referenced explicitly. The user supplies the nonlinear function only. The main contribution of the paper is a framework in which various nonlinear preconditionings can be derived which require function evaluations only. We derived and tested a nonlinear SSOR preconditioning.

On the limited numerical experiments that we have performed, it is as effective as the linear SSOR preconditioning that uses the exact Jacobian explicitly. These tests also indicate that the nonlinearly preconditioned discrete Newton algorithm has the potential of being as efficient and as robust as the standard discrete Newton algorithms.
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# INCOMPLETE FACTORIZATION METHODS FOR FULLY IMPLICIT SIMULATION OF ENHANCED OIL RECOVERY* 
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#### Abstract

Several incomplete factorization methods (ILU) for strongly nonsymmetric block-banded systems are developed. These systems result from the coupled partial differential equations which occur in the simulation of enhanced oil recovery. Several approximations using natural, diagonal (D2) and alternating diagonal (D4) orderings are used with ORTHOMIN acceleration. These methods can all be used in conjunction with the COMBINATIVE method for multi-phase problems. Use of the modified first order factorization is also investigated. Test results are given for single- and multi-phase problems. Timings for both scalar and vector mode on the CRAY are presented.
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1. Introduction. Simulation of thermal methods for enhanced oil recovery requires the solution of coupled sets of highly nonlinear partial differential equations. Usually it is necessary to solve 3 to 10 coupled equations per finite difference cell. These equations represent the conservation of the various oil, gas and water components, and energy. The equations are usually discretized using a fully implicit time step scheme with nearest neighbor coupling in space. The resulting set of nonlinear equations is solved using Newton iteration [10], [9], [15]. Since the solution of the Jacobian matrix may represent $90 \%$ or more of the total computing cost for a large thermal (steam or in situ combustion) simulation problem, it is clear that effective iterative methods are required. Our methods are designed principally for fully implicit systems. However, these techniques are also applicable to the linear systems arising from an IMPES approximation [3]. The IMPES method uses explicit saturations with only the pressure taken implicitly. This gives rise to only one equation per finite difference cell.

The Jacobian matrix arising from thermal problems is block-banded and strongly nonsymmetric. The block-bands represent the nearest neighbor connections arising from finite difference approximations, with five bands in two dimensions, and seven in three dimensions. The Jacobian also tends to be nondiagonally dominant. Since oil reservoirs have complicated geologies, the equation coefficients (and hence the elements of the Jacobian) are strongly anisotropic with large jump discontinuities of several orders of magnitude. Methods such as LSOR [31] either diverge or converge intolerably slowly.

In order to minimize user intervention and costly numerical experimentation, solution methods for reservoir simulators should not be crucially dependent on iteration parameters. Incomplete factorization methods (ILU) with conjugate gradient acceleration [24], [22], [35] for symmetric problems or ORTHOMIN [32], [4] for nonsymmetric problems have few, if any, iteration parameters. Recently, these methods have been widely used for IMPES [35], fully implicit black oil [4] and fully implicit thermal [4], [29] simulation. The objective of this paper is to generalize these techniques to block-banded nonsymmetric systems, and compare the numerical performance of ILU

[^54]methods on some test problems. The test problems consist of model nonsymmetric single-phase examples, as well as some problems generated from thermal simulations.

As noted by Watts [35], ordering can significantly affect the performance of ILU methods. This is essentially because the problems are highly anisotropic. Since the grid is usually aligned with the principal axes of the permeability tensor, it is natural to assume that some form of diagonal ordering will reduce the directional bias. (For engineering purposes it is commonly assumed that the permeability axis has a constant direction.) Consequently, we will investigate various degrees of factorization for natural, diagonal (D2) and alternating diagonal (D4) orderings. These orderings are described in detail in [26]. The natural orderings are an extension of the methods described in [4], while the D2 methods are a generalization of the work described in [35] to the nonsymmetric block-banded case. Tan and Letkeman [29] suggested D4 ordering in the context of an incomplete factorization. The method described here uses a slightly different approach than the one described in reference [29], and requires less work per iteration. All these techniques may be used in conjunction with the COMBINATIVE method [4]. We will also investigate the effect of using the modified factorization (MILU) [16], [17], [20] to account for the error terms in the incomplete factorization.
2. ILU methods. Given a sparse banded matrix $\mathbf{A}$, an incomplete factorization LDU of $\mathbf{A}$ is defined to be:

$$
\begin{equation*}
\mathbf{L D U}=\mathbf{A}+\mathbf{E} \tag{1}
\end{equation*}
$$

where $\mathbf{E}$ is the error matrix, $\mathbf{L}, \mathbf{D}$ and $\mathbf{U}$ are lower triangular, diagonal and upper triangular matrices respectively. In order to minimize the work per iteration, $\mathbf{L}+\mathbf{D}+\mathbf{U}$ should have a sparse banded structure close to the structure of $\mathbf{A}$. However convergence will be more rapid if $\mathbf{E}$ is made as small as possible. This is generally achieved at the expense of extra bands in $\mathbf{L}$ and $\mathbf{U}$. An incomplete factorization can be viewed as carrying out a few steps of Gaussian elimination on $\mathbf{A}$. If the bands of the original matrix are labelled first degree, then higher degree bands are formed by fill-in resulting from elimination. The degree of a fill band is equal to the degree of the band being eliminated plus the degree of the band inducing it. Our use of degree is equivalent to Watts' concept of order [35]. We use the word degree to avoid confusion with the "first order" factorization of Gustafsson [16], [17]. The concept of degree is explained in greater detail in [35] and [5].

Having decided on a particular degree of factorization, the elements of $\mathbf{L}, \mathbf{D}$ and $\mathbf{U}$ can be determined by requiring that LDU be as close as possible to $\mathbf{A}$. The simplest way to achieve this is as follows: if bands of $\mathbf{L D U}$ coincide with bands of $\mathbf{L}+\mathbf{D}+\mathbf{U}$ then the corresponding elements of $\mathbf{L D U}$ are set equal to the elements of $\mathbf{A}$. There are additional bands in $\mathbf{L D U}$ outside the structure of $\mathbf{L}+\mathbf{D}+\mathbf{U}$ which are nonzero and can be represented by the error matrix $\mathbf{E}$ (1). These error terms will be discussed in a later section. Note that there is another strategy for adding extra bands which amounts to adding bands to $\mathbf{L}+\mathbf{D}+\mathbf{U}$ corresponding to the structure of $\mathbf{A}+\mathbf{E}$ at each stage [16]. However, we will use the "degree" strategy defined above in the following. It will also be assumed that the matrix $\mathbf{A}$ is derived from the usual five-point molecule in two dimensions, or the seven-point molecule in three dimensions. These assumptions can be relaxed if necessary [16], [25].

The structure of each of the incomplete factorizations to be used in this paper is given in Figs. 2, 4, and 6. These figures show the nonzero elements in $\mathbf{L}+\mathbf{D}+\mathbf{U}$ as they appear on the finite-difference grid. Consider first a natural ordering of the grid

| 21 | 22 | 23 | 24 | 25 |
| :---: | :---: | :---: | :---: | :---: |
| 16 | 17 | 18 | 19 | 20 |
| 11 | 12 | 13 | 14 | 15 |
| 6 | 7 | 8 | 9 | 10 |
| 1 | 2 | 3 | 4 | 5 |

Fig. 1. Natural ordering in two dimensions.
points. Natural ordering for a $5 \times 5$ two-dimensional grid is shown in Fig. 1. The computational molecule used in naturally ordered factorizations is illustrated in Fig. 2. The point under consideration (corresponding to the diagonal) is labelled $D$. The points corresponding to bands in $\mathbf{L}$ are labelled by $L$ with a subscript giving the degree of the band, similarly with the bands in $\mathbf{U}$. The plane of each portion of the molecule is also labelled. Restricting attention to the two-dimensional molecule (plane $K$ ), it is easily seen that the original five-point operator of nearest neighbor connections is given by the diagonal point ( D ), and all the points labelled $L_{1}, U_{1}$. This molecule corresponds to a five-banded matrix. The second degree factorization includes all the above elements plus the elements labelled $L_{2}, U_{2}$. These add connections to the ( $i-1, j+1)$ and $(i+1, j-1)$ points, and correspond to extra bands in the ILU decomposition adjacent to the outermost bands of the original matrix. Similarly, the third degree factorization consists of all the above elements plus the elements labelled $L_{3}, U_{3}$. These elements correspond to extra bands adjacent to the bands represented by $L_{2}, U_{2}$. In the following, second and third degree naturally ordered factorizations will be investigated. Note that a second degree factorization corresponds to the $A B$ factorization described in [4]. The third degree factorization is the next more accurate factorization according to the strategy outlined above.


K
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FIG. 2. Computational molecule for ILU natural ordering. The asterisk indicates points directly above or below the diagonal point.

| 11 | 16 | 20 | 23 | 25 |
| :--- | :--- | :--- | :--- | :--- |
| 7 | 12 | 17 | 21 | 24 |
| 4 | 8 | 13 | 18 | 22 |
| 2 | 5 | 9 | 14 | 19 |
| 1 | 3 | 6 | 10 | 15 |

Fig. 3. D2 ordering in two dimensions.

Diagonal or D2 ordering of a two-dimensional grid is shown in Fig. 3. The extension to three dimensions is described in [35], [26]. For D2 ordering, we will consider third and fourth degree factorizations in three dimensions, and second through fifth degree factorizations in two dimensions. These factorizations are also described by Watts [35]. We have made the obvious generalization to multi-phase nonsymmetric systems. The molecule for the D2 factorizations is illustrated in Fig. 4.


FIG. 4. Computational molecule for ILU with D2 ordering. The asterisk indicates points directly above or below the diagonal point.

For alternating diagonal or D4 ordering, we proceed in a slightly different manner from that in [29]. Firstly, the unknowns are red-black ordered so that $\mathbf{A x}=b$ can be written [36] (see Fig. 5a):

$$
\left[\begin{array}{ll}
\mathbf{D}_{R} & \mathbf{A}_{R}  \tag{2}\\
\mathbf{A}_{B} & \mathbf{D}_{B}
\end{array}\right]\left[\begin{array}{l}
x_{R} \\
x_{B}
\end{array}\right]=\left[\begin{array}{c}
b_{R} \\
b_{B}
\end{array}\right]
$$

where $\mathbf{D}_{R}, \mathbf{D}_{B}$ are block diagonal matrices, and $\mathbf{A}_{R}$ and $\mathbf{A}_{B}$ are block-banded. For


Fig. 5. D4 ordering in two dimensions. (a) red-black, (b) diagonal ordering of black points.
convenience we unitize $\mathbf{D}_{R}$ so that (2) is equivalent to

$$
\left[\begin{array}{cc}
\mathbf{I} & \mathbf{A}_{R}^{\prime}  \tag{3}\\
\mathbf{A}_{B} & \mathbf{D}_{B}
\end{array}\right]\left[\begin{array}{l}
x_{R} \\
x_{B}
\end{array}\right]=\left[\begin{array}{l}
b_{R}^{\prime} \\
b_{B}
\end{array}\right] .
$$

This system is equivalent to:

$$
\left[\begin{array}{cc}
\mathbf{I} & \mathbf{A}_{R}^{\prime}  \tag{4}\\
\mathbf{O} & \mathbf{D}_{B}-\mathbf{A}_{B} \mathbf{A}_{R}^{\prime}
\end{array}\right]\left[\begin{array}{l}
x_{R} \\
x_{B}
\end{array}\right]=\left[\begin{array}{c}
b_{R}^{\prime} \\
b_{B}-\mathbf{A}_{B} b_{R}^{\prime}
\end{array}\right] .
$$

If we let

$$
\begin{align*}
& \mathbf{R}=\mathbf{D}_{B}-\mathbf{A}_{B} \mathbf{A}_{R}^{\prime} \\
& C=b_{B}-\mathbf{A}_{B} b_{R}^{\prime} \tag{5}
\end{align*}
$$

then the system:

$$
\begin{equation*}
\mathbf{R} x_{B}=C \tag{6}
\end{equation*}
$$

is completely decoupled. Of course, the above reduction process can only be used with a nearest neighbor discretization on the original grid. The red points have been eliminated and we need only concern ourselves with the solution of (6). The reduced system $\mathbf{R}$ is then diagonally ordered (see Fig. 5b). A more detailed description of D4 ordering is given in [26]. The bands of $\mathbf{R}$ are defined to be first degree. The idea of using an incomplete factorization on red-black ordered systems was suggested by Axelsson and Gustafsson [2]. In the following we will consider first through third degree factorizations of $\mathbf{R}$ in two dimensions, and a first degree factorization of $\mathbf{R}$ in three dimensions. These molecules are illustrated in Fig. 6. The spaces in the molecule correspond to the red points which have been eliminated. Note that in reference (29) the original system is D4 ordered, and the entire matrix $\mathbf{A}$ is factored. This effectively doubles the number of unknowns compared to the technique described above. Note that the three-dimensional first degree molecule (Fig. 6) corresponds to the threedimensional molecule of "induced terms" in reference [29]. However, the twodimensional molecule of induced terms in reference [29] does not not correspond to either a second or third degree factorization of $\mathbf{R}$, since two of the third degree bands are missing.

The intermediate step of red-black ordering has some advantages in developing a fast code. Although the original elements of $\mathbf{R}$ are needed in order to compute its incomplete factorization, they are overwritten by the elements of the factorization. The elements of $\mathbf{R}$ need not be stored explicitly if $\mathbf{D}_{B}, \mathbf{A}_{B}$ and $\mathbf{A}_{R}^{\prime}$ are stored. $\mathbf{D}_{B}$ and


FIG. 6. Computational molecule for ILU with D4 ordering. The asterisk indicates points directly above or below the diagonal point.
$\mathbf{A}_{B}$ are simply the black portion of the original system $\mathbf{A}$, while $\mathbf{A}_{R}^{\prime}$ can be stored in $\mathbf{A}_{R}$. Acceleration methods such as ORTHOMIN [32], [4] require a matrix-vector multiply at each iteration of the form:

$$
\begin{equation*}
y=\mathbf{R} v . \tag{7}
\end{equation*}
$$

In three dimensions the first degree factorization of $\mathbf{R}$ has 19 bands so that a straightforward evaluation of equation (7) would require $19 N_{B}$ multiply-adds, where $N_{B}$ is the number of black points. However, if (7) is evaluated by

$$
\begin{equation*}
y=\mathbf{R} v=\mathbf{D}_{B} v-\left(\mathbf{A}_{B}\left(\mathbf{A}_{R}^{\prime} v\right)\right), \tag{8}
\end{equation*}
$$

then this costs only $13 N_{B}$ multiply-adds. In two dimensions both methods require the same amount of work to evaluate (7). However, the red-black ordering is useful in producing vectorizable code. This will be discussed later.

Recall from (2) that

$$
\mathbf{L D U}=\mathbf{A}+\mathbf{E}
$$

where the block-bands of the error matrix fall outside the structure of $\mathbf{L}+\mathbf{D}+\mathbf{U}$. The error matrix $\mathbf{E}$ can be taken into account in an approximate way by using the first-order modified factorization (MILU) of Gustafsson [16], [17]. In the following we will use both the ILU and MILU factorizations, except that the arbitrary parameter used by

Gustafsson [16], [17] is not included here. However, this method can occasionally produce undesirable results [13].
3. ORTHOMIN acceleration. The various ILU factorizations discussed above form the basis of an iterative solution method of the system of linear equations:

$$
\begin{equation*}
\mathbf{A} x=b \tag{9}
\end{equation*}
$$

An acceleration procedure is generally added to the ILU factorization. Some acceleration procedures which have been used for nonsymmetric systems are Chebyshev acceleration [23], ORTHODIR AND ORTHORES [37], ORTHOMIN [4], [32] and Lanczos acceleration [18]. The acceleration method used in this paper is ORTHOMIN. It provides a computationally simple, robust acceleration method. It does not require estimation of eigenvalues as does Chebyshev acceleration for example. Some comparisons between ORTHOMIN and the ORTHODIR and ORTHORES algorithms have been made in references [13], [37].

The acceleration is added to the system in (9) which has been preconditioned by the ILU factorization in the following way:

$$
\begin{equation*}
\left[\mathbf{A}(\mathbf{L D U})^{-1}\right](\mathbf{L D U}) x=b \tag{10}
\end{equation*}
$$

This gives rise to the computational algorithm (for $k=0,1, \cdots$ ):

$$
\begin{gather*}
v^{(k)}=(\mathbf{L D U})^{-1} r^{(k)},  \tag{11}\\
a_{i}^{(k)}=\left\{\begin{aligned}
-\frac{\left(\mathbf{A} v^{(k)}, \mathbf{A} q^{(i)}\right)}{\left(\mathbf{A} q^{(i)}, \mathbf{A} q^{(i)}\right)} & \text { for all } i \text { in }(m \leqq i \leqq k-1), \\
0 & \text { otherwise },
\end{aligned}\right.  \tag{12}\\
q^{(k)}=v^{(k)}+\sum_{\substack{i=m \\
m \leqq k-1}}^{\substack{k-1}} a_{i}^{(k)} q^{(i)},  \tag{13}\\
\mathbf{A} q^{(k)}=\mathbf{A} v^{(k)}+\sum_{\substack{i=m \\
m \leqq k-1}}^{k-1} a_{i}^{(k)} \mathbf{A} q^{(i)},  \tag{14}\\
\omega^{(k)}=\frac{\left(\mathbf{A} q^{(k)}, r^{(k)}\right)}{\left(\mathbf{A} q^{(k)}, \mathbf{A} q^{(k)}\right)}  \tag{15}\\
x^{(k+1)}=x^{(k)}+\omega^{(k)} q^{(k)},  \tag{16}\\
r^{(k+1)}=r^{(k)}-\omega^{(k)} \mathbf{A} q^{(k)}, \tag{17}
\end{gather*}
$$

where

$$
m=\operatorname{int}(k /(\mathrm{NORTH}+1)) *(\mathrm{NORTH}+1)
$$

and int $(x)$ is the largest integer less than or equal to $x$. Note that this is referred to in [12] as the restarted version of the ORTHOMIN algorithm. The algorithm is restarted every NORTH +1 iterations. Note that the search direction $q^{(k)}$ at each iteration level is constructed to be $\mathbf{A}$ orthogonal to the previous ( $k-m$ ) search directions. The ORTHOMIN procedure is discussed in more detail in [4]. This reference also discusses guidelines for the choice of NORTH and gives work counts. For low degree ILU factorizations an efficient way to implement ORTHOMIN acceleration is given in reference [11]. These methods were not used in this study since they are not efficient for higher degree factorizations.
4. COMBINATIVE method. Another method of producing an approximate factorization of the sparse block-banded matrix $\mathbf{A}$ has been discussed in [4]. It works on the assumption that the matrix elements corresponding to certain derivatives (for instance pressure) are more strongly coupled than the others. These equations are decoupled from the others in the following way. Consider a block-row of the Jacobian matrix representing the equations at the $(i, j)$ node for a 2 D system with three coupled equations per node. This is illustrated in Fig. 7. It is assumed that we are solving for oil pressure, $P_{0}$, water saturation, $S_{w}$, and oil saturation, $S_{0}$, in each block. The elements marked " $D$ " represent the derivatives with respect to pressure and are strongly coupled to each other. The elements marked " $G$," in the diagonal block, are eliminated exactly by doing row operations. This of course, changes other elements in the row. The elements marked " $\varepsilon$ " are now assumed to be zero, giving a decoupled system for the " $D$ " elements. This system is solved using D4-ordered Gaussian elimination to obtain an estimate of $P_{0}$ in each grid block. The estimate is used to remove the remaining derivatives with respect to $P_{0}$ to the right-hand side. $S_{w}$ and $S_{0}$ are now approximated using the elements of the diagonal block matrix, which is in lower triangular form. This last step was not done in [4]. It has been included in the present paper since it provides a more accurate approximation of all the variables at the expense of very little extra work.


Fig. 7. Block row of Jacobian matrix for a two-dimensional grid with three coupled equations per node.

This second type of approximate factorization used in conjunction with an ILU factorization of all the variables and ORTHOMIN acceleration forms the basis of the COMBINATIVE method. The method is characterized by fast convergence. The residual is often reduced by several orders of magnitude at each iteration. This usually results in a smaller residual for a given convergence tolerance than an ILU method alone. The application of the COMBINATIVE method need not be solely to reservoir simulation problems. It could equally well be applied to other types of fluid mechanics problems where pressure is a dominant variable.

The algorithm proceeds in the following way. We call the first approximate factorization (produced by the method described above) $\mathbf{L}_{1} \mathbf{U}_{1}$. We call the second approximate factorization (produced by an ILU factorization) $\mathbf{L}_{2} \mathbf{D}_{2} \mathbf{U}_{2}$. Then

$$
\begin{align*}
& v^{*}=\left(\mathbf{L}_{1} \mathbf{U}_{1}\right)^{-1} r^{(k)}  \tag{18}\\
& r^{*}=r^{(k)}-\mathbf{A} v^{*}  \tag{19}\\
& v^{(k)}=\left(\mathbf{L}_{2} \mathbf{D}_{2} \mathbf{U}_{2}\right)^{-1} r^{*} \tag{20}
\end{align*}
$$

is followed by ORTHOMIN acceleration as in (12) to (17). Note that the COMBINATIVE method only applies to block-banded systems resulting from fully implicit simulation of multi-phase systems (more than one equation per finite difference cell). ILU factorizations, in contrast, can be used also on the systems of equations arising in single-phase simulation (one equation per finite difference cell). Since the COMBINATIVE method uses Gaussian elimination to solve for the pressure, this method
is restricted to problems having a fairly small half-bandwidth. Assuming $n x>n y>n z$ (number of grid blocks in the $x, y$ and $z$ direction respectively), we have found $n y * n z<50$ on scalar machines or $n y * n z<100$ on vector machines to be the practical upper limit for the COMBINATIVE method.
5. Programming considerations for vector machines. The methods described above were coded in standard FORTRAN; no machine specific subroutine calls were used. Consequently, this code should be completely portable. The matrix-vector multiply used in ORTHOMIN acceleration can be performed efficiently on a vector machine by multiplying each band individually [21] for naturally ordered factorizations. In the case of D2 ordering, the matrix has curved bands, which are not conducive to efficient matrix-vector multiplication. The unknowns are reordered, and the matrixvector multiply is carried out using natural ordering. For D4 ordering, the unknowns are reordered into red-black ordering. However, for arbitrary $n x$, $n y$ (number of grid blocks in the $x$ and $y$ direction respectively) the bands of $\mathbf{R}$ (7) may be curved even for red-black ordering. The bands of $\mathbf{R}$ are straight only if $n x$ is odd in two dimensions, and $n x, n y$ odd in three dimensions. In our code, null blocks are added to the system to ensure this condition. The small amount of extra work required is more than offset by the large gain in speed of vectorized code. On a scalar machine, this extra work can be skipped around. Ensuring that $n x, n y$ are odd also allows the reduction operation (3)-(6) to be fully vectorized. Note that in this case the red blocks are the odd numbered naturally ordered blocks, and the black blocks are the even numbered naturally ordered blocks. The remaining portions of the ORTHOMIN algorithm are trivially vectorizable. All these vector operations are of length equal to the number of unknowns. This section of the code is typically 6-8 times faster in vector mode over scalar mode on the CRAY.

The forward and back substitution phase of the ILU iteration is highly recursive, but some of the operations in each step can be vectorized. Assuming the factors are suitably stored, then all the unknowns in a block can be computed using dot-products. However, it is necessary to gather all the required unknowns into a single vector, and this is not a very efficient operation. The length of these dot-products is neq $*$ nbd, where neq is the number of unknowns per block, and nbd is the number of block-bands in $\mathbf{L}$ or $\mathbf{U}$. The number of block-bands is typically between 3 and 17 depending on dimension and type of factorization. In spite of the short vectors and the gather operation (which is performed in Fortran), we obtain approximately a $30 \%-40 \%$ reduction in time for the vector over the scalar compilation of the forward and back substitution. Note that for a first degree naturally ordered factorization, the forward and back substitution can be partially vectorized by ordering along diagonals. In reference [30], a $70 \%-80 \%$ reduction in time was reported for the vector mode on the CRAY. However, it is not clear that the same savings will be obtained for block-banded systems. It has also been observed that a first degree naturally ordered factorization sometimes gives very poor results for thermal problems [4].

It might be possible to reduce the recursion in the forward and backward substitution by writing $\mathbf{L}^{-1}=\left(\mathbf{D}^{\prime}\left(\mathbf{I}+\mathbf{L}^{\prime}\right)\right)^{-1} \simeq\left(\mathbf{I}-\mathbf{L}^{\prime}+\cdots\right)\left(\mathbf{D}^{\prime}\right)^{-1}[34]$. However, since the $\mathbf{L}^{-1}$ is only approximate, this would affect the convergence of the ILU methods. Our code is also used on scalar machines, so that any change in the algorithm which is slower on a scalar machine is clearly undesirable.

The initial incomplete factorization consists of highly recursive, small (neq $\times$ neq) matrix-matrix multiplies, and produces slower vector code than scalar code. Consequently, these subroutines are always compiled in scalar mode.

The D4 elimination which is used either by itself or as part of the COMBINATIVE routine can be effectively vectorized, since the inner loop consists of a scalar-vector multiply of length equal to the bandwidth [7].
6. Test problems. There is a lack of standard test problems for strongly nonsymmetric systems. The usual test problems (Stone's problems [28], Kershaw's problem [22]) are symmetric. For symmetric problems of course, the ICCG/MICCG [16], [17], [22], [24], [35] or multi-grid techniques [1], [6] are the most efficient.

Problem 1. Some recent tests have been carried out using the convection diffusion equation [12]:

$$
\begin{equation*}
-\left(P_{x x}+P_{y y}\right)+\beta P_{x}=0 \tag{21}
\end{equation*}
$$

If (21) is discretized on the unit square with a uniform mesh of size $h(x=i h, y=j h)$ then (21) becomes

$$
\begin{equation*}
4 P_{i, j}-P_{i, j-1}-(1+\beta h / 2) P_{i-1, j}-(1-\beta h / 2) P_{i+1, j}-P_{i, j+1}=0, \tag{22}
\end{equation*}
$$

where central differencing is used on the convective term. The boundary conditions are

$$
\begin{array}{ll}
P(x, 0)=0, & P(0, y)=1,  \tag{23}\\
P(x, 1)=1, & P_{x}(1, y)=0 .
\end{array}
$$

The derivative boundary condition at $x=1=n h$ is approximated by:

$$
\begin{equation*}
(3+\beta h / 2) P_{n, j}-P_{n, j-1}-(1+\beta h / 2) P_{n-1, j}-P_{n, j+1}=0 . \tag{24}
\end{equation*}
$$

Note that for $\beta h / 2>1$, (22) loses diagonal dominance and the off-diagonals change sign. This problem was solved on both $33 \times 33$ and $65 \times 65$ meshes, with $\beta=1000$.

Problem 2. In order to examine the effect of large differences in permeability, we consider the problem

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(K X \frac{\partial P}{\partial x}\right)+\frac{\partial}{\partial y}\left(K Y \frac{\partial P}{\partial y}\right)-\beta\left(\frac{\partial P}{\partial x}-\frac{\partial P}{\partial y}\right)=-q \tag{25}
\end{equation*}
$$

which is discretized on the unit square with a uniform mesh of size $h$ in the following way:

$$
\begin{align*}
& \frac{K X_{i+1 / 2, j}}{h^{2}}\left(P_{i+1, j}-P_{i, j}\right)-\frac{K X_{i-1 / 2, j}}{h^{2}}\left(P_{i, j}-P_{i-1, j}\right)+\frac{K Y_{i, j+1 / 2}}{h^{2}}\left(P_{i, j+1}-P_{i, j}\right) \\
& \quad-\frac{K Y_{i, j-1 / 2}}{h^{2}}\left(P_{i, j}-P_{i, j-1}\right)-\frac{\beta_{i, j}}{h^{2}}\left(P_{i, j}-P_{i-1, j}\right)+\frac{\beta_{i, j}}{h^{2}}\left(P_{i, j+1}-P_{i, j}\right)=-\frac{q_{i j}}{h^{2}} . \tag{26}
\end{align*}
$$

Upstream differencing is used on the convective terms, and $\beta=\beta_{i, j} / h$ so that equation (26) is independent of $h^{2}$. The region used is shown in Fig. 8 with:

$$
\begin{aligned}
K X & =K Y=1, \quad(x, y) \in A, \\
K X & =K Y=1000, \quad(x, y) \in B, \\
q_{1} & =1, \quad q_{2}=.5, \quad q_{3}=.6, \\
q_{4} & =-1.83, \quad q_{5}=-.27, \quad \beta_{i, j}=10
\end{aligned}
$$

where $K X_{i+1 / 2, j}, K Y_{i, j+1 / 2}$ (26) are defined harmonically [3]. The Dirichlet condition $P_{i, j}=1$ is imposed on the boundary of $A v B$. Both $33 \times 33$ and $65 \times 65$ problems were considered.


Fig. 8. Areal geometry for test problem 2.
Problem 3. A few results will be given for the problem used by Tan and Letkeman [29]. Although this problem is symmetric, it does demonstrate the effect of the modified factorization (MILU), at least for this special case. This problem is Case 1 of reference [29]. This is essentially Poisson's equation on a $10 \times 10$ grid with off-diagonals equal to 100 if not zero, and diagonal equal to the negative of the sum of the off-diagonals plus $10^{-3}$. A single constant rate injection well of strength $q=10$ is placed in the $i=1$, $j=1$ cell. Neuman boundary conditions are used.

Problem 4. The thermal simulator ISCOM [15] was used to generate a Jacobian matrix from a two-dimensional $31 \times 31$ steam injection problem. The matrix was generated from the first Newton iteration of the first time step. With one dead oil


Fig. 9. Areal geometry for test problem 4.
component, there were three unknowns per grid block. The uniform $31 \times 31$ grid is depicted in Fig. 9. Each block has dimensions $40 \times 40 \times 40 \mathrm{ft}$, porosity .3 except in region $B$ which has porosity .03 . The permeabilities (in darcies) are:

$$
\begin{array}{lll}
K X=.01, & K Y=8.0, & (x, y) \in A \\
K X=8.0, & K Y=.01, & (x, y) \in C \\
K X=0, & K Y=4 \times 10^{-4}, & (x, y) \in B
\end{array}
$$

The oil and water compressibilities are taken to be $2 \times 10^{-6} \mathrm{psi}^{-1}$, with no rock compressibilities. These small compressibilities make this problem quite difficult. The initial pressure everywhere is 130 psi . There is an injection well at $q_{1}$, injecting $75 \%$ quality steam ( $T=650^{\circ} \mathrm{F}$ ), constant rate $800 \mathrm{bbl} /$ day water equivalent. At $q_{2}$ there is a constant pressure production well with bottom hole pressure 14.7 psi . The initial time step was .2 days, while gravity is in the negative $y$ direction.

Problem 5. ISCOM was used to generate a Jacobian matrix from a threedimensional $11 \times 11 \times 8$ steam problem. As before, the number of unknowns per grid block was three, and the matrix was generated from the first iteration, first time step. The $x-y$ cross-section is depicted in Fig. 10, with gravity in the negative $y$ direction.


FIG. 10. Cross-section in $x-y$ plane of the three-dimensional test problem 5.

Each block has dimensions $40 \times 40 \times 40 \mathrm{ft}$, porosity .3 except in region $B$ which has porosity .03. The permeabilities (in darcies) are:

$$
\begin{array}{llll}
K X=.01, & K Y=.8, & K Z=.01, & (x, y, z) \in A, 1 \leqq k \leqq 4 \\
K X=.8, & K Y=.01, & K Z=8, & (x, y, z) \in A, 5 \leqq k \leqq 8, \\
K X=0, & K Y=4 \times 10^{-4}, & K Z=0, & (x, y, z) \in B, 1 \leqq k \leqq 8, \\
K X=40, & K Y=40, & K Z=40, & (x, y, z) \in C, 1 \leqq k \leqq 8 .
\end{array}
$$

The oil and water compressibilities were $3 \times 10^{-6} \mathrm{psi}^{-1}$, with no rock compressibilities. The initial pressure was everywhere 130 psi . There were four injection wells at $i=1$, $k=1, j=1,2,3,4$, each injecting $75 \%$ quality steam ( $T=650^{\circ} \mathrm{F}$ ), $200 \mathrm{bbl} /$ day water
equivalent. There was a single constant pressure production well at $i=11, j=11, k=8$, with bottom hole pressure 14.7 psi. The initial time step was .2 days.
7. Results. All the test problems used the convergence test

$$
\begin{equation*}
\frac{\|r\|_{2}}{\left\|r_{0}\right\|_{2}}<10^{-6} \tag{27}
\end{equation*}
$$

where $r_{0}$ is the initial residual, $r$ the final residual, and $\|\cdot\|_{2}$ denotes the $l_{2}$ norm. The initial solution was zero everywhere. For test problems 1 to 3 , the amount of work required for convergence (27) is given in Tables 1 to 3 . The work is given in terms of a work unit (wu), where

$$
\begin{equation*}
\mathrm{wu}=\text { number of operations } / N \quad \text { (multiplications \& divisions). } \tag{28}
\end{equation*}
$$

This is simply the amount of work/unknown. The work counts include the set-up cost (factorization work), forward and back solve, and ORTHOMIN acceleration. For the D4 ordering, the cost of reduction (2)-(6) and the recovery of the red points (3) is also included.

Generally large values of NORTH (§3) reduce the number of iterations required for convergence. However, the cost per iteration increases as NORTH increases. For relatively easy single phase (one equation per cell) problems, we have found a value of NORTH $<5$ to be optimal. On the other hand, for practical multi-phase reservoir simulation problems we generally use a value of NORTH in the range 10-15.

Problem 1. The results for problem 1 are given in Table 1. For this problem, NORTH (12) was set equal to 2 . Note that the diagonal orderings give a significantly smaller work count than the natural ordering. For some of the methods the modified factorization (MILU) is slightly better than the unmodified factorization, but the difference is not large. Table 1 also gives results for the $65 \times 65$ problem for the D4

Table 1
Problem 1*
$33 \times 33$

|  |  | ILU | MILU |
| :---: | :---: | :---: | :---: |
| Natural | 2nd degree | 240 | 222 |
|  | 3rd degree | 223 | 201 |
| D2 | 2nd degree | 137 | 95 |
|  | 3rd degree | 155 | 133 |
|  | 4th degree | 100 | 104 |
|  | 5th degree | 115 | 120 |
|  | 1st degree | 76 | 77.5 |
|  | 2nd degree | 78.5 | 81 |
|  | 3rd degree | 96.5 | 81.5 |
|  |  | $65 \times 65$ |  |
|  |  | ILU | MILU |
|  |  | 76 | 77.5 |
|  |  | 1st degree | 78.5 |
| D4 | 2nd degree | 81 |  |
|  | 3rd degree | 96.5 | 81.5 |

[^55]orderings. Observe that there is no increase in the work/unknown. This is probably because this problem is quite easy, and the D4 method is rapidly convergent.

Elman [12] has solved problem 1 using a first degree naturally ordered incomplete factorization. The emphasis was in investigating the effects of various acceleration methods, such as ORTHOMIN, generalized conjugate residual, and Chebyshev acceleration. The effect of varying the number of previous vectors used in the algorithm was also investigated. Both modified and unmodified factorizations were used on $32 \times 32$ and $64 \times 64$ grids. Our results should be viewed as comparing different preconditionings with the same acceleration method. We have observed that this problem is sensitive to the choice of acceleration parameters.

Problem 2. The results for problem 2 are given in Table 2. The value of NORTH for these runs was 5 . Note that the work counts are generally much higher for this problem than for problem 1, indicating that this problem is more difficult. Except for the higher degree diagonally-ordered factorizations, the MILU methods give better results than the ILU methods. However, for the D2 and D4-ordered factorizations the decrease in work count with increasing degree is more dramatic for the ILU methods than for the MILU methods. A similar trend was noted previously for symmetric problems [5], [6]. As a result the best work count for the $33 \times 33$ problem is obtained with the 3rd degree D4 ILU method.

TABLE 2
Problem 2*
$33 \times 33$

|  |  | ILU | MILU |
| :---: | :---: | :---: | :---: |
| Natural | 2nd degree | 894 | 321 |
|  | 3rd degree | 640 | 300 |
| D2 | 2nd degree | 938 | 389 |
|  | 3rd degree | 581 | 353 |
|  | 4th degree | 436 | 332 |
|  | 5th degree | 295 | 331 |
| D4 | 1st degree | 409 | 245 |
|  | 2nd degree | 236 | 219 |
|  | 3rd degree | 158 | 214 |
| $65 \times 65$ |  |  |  |
|  |  | ILU | MILU |
| D4 | 1st degree | 995 | 350 |
|  | 2nd degree | 542 | 302.5 |
|  | 3rd degree | 420 | 292 |

* One work unit $=N$ operations.

The results for D4 ordering applied to the $65 \times 65$ problem are also given in Table 2. Note the large increase in work/unknown for the ILU methods compared to the MILU methods. This is in spite of the fact that the large differences in permeability make some of the assumptions of the MILU method doubtful [25]. Again, a similar effect has been observed for symmetric problems [5], [6].

The best results for this problem are generally achieved with the higher degree orderings, in particular D4 orderings. This is in contrast to problem 1, where the most
effective method was the 1st degree D4 ordering. This merely reflects the fact that higher degree factorizations do not pay off for an easy problem.

Problem 3. Table 3 gives the results for the third degree D4 ordering (NORTH $=$ 5 ) for problem 3. Note the large difference between the ILU and MILU methods, even for this small $10 \times 10$ grid. This difference is even more pronounced for the other orderings. As noted by Tan and Letkeman [29], it is necessary to take the error terms into account for this problem. The results in Table 3 may be compared with those given in reference [29], if we assume that one SIP iteration costs $22 N$ operations [24]. From [29, Fig. 4], the maximum normalized residual at 7.3 SIP iterations is roughly $2 \times 10^{-7}$. This compares with $2 \times 10^{-8}$ given in Table 3 . This improvement is essentially because the D4 method used here operates on the reduced system (6), rather than the full system used in [29]. This effect should be more pronounced for larger problems.

Table 3
Problem 3*. Max normalized residual at convergence $=2 \times 10^{-8}$.

|  |  | ILU | MILU |
| :---: | :---: | :---: | :---: |
| D4 | 3rd degree | 272 | 161.5 |

* One work unit $=N$ operations.

Problems 4 and 5. Tables 4 to 8 give the results in terms of CRAY CPU time for test problems 4 and 5 . Recall that these problems are generated from a steam simulation, with 3 equations per grid block. Note that since the factorization work requires matrix-matrix multiplies, the set-up cost will be proportional to neq ${ }^{3}$ (neq= number of coupled equations/cell), while the forward and back solve is proportional to neq ${ }^{2}$. This effect is of course absent from single-phase problems. The value of NORTH for these runs was NORTH $=10$. For comparative purposes we also give the time for Gaussian elimination with D4 ordering [26]. For a three-dimensional problem, D4 ordering requires one-sixth of the work required for natural ordering.

Table 4 gives the results for the two-dimensional problem 4, run in scalar mode on the CRAY. Note the large differences in time for the ILU method, depending on the ordering used. The diagonal orderings seem to be generally better than the natural orderings for this problem which has large permeability contrasts. This confirms the conjectures in references [29], [35]. The best result for the ILU method is with 2nd

TAble 4
Problem 4. CRAY CPU sec. $(\mathrm{OFF}=V) . \mathrm{D} 4$ Gauss $=4.98$.

|  |  | ILU | ILU and <br> COMBINATIVE | MILU | MILU and <br> COMBINATIVE |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Natural | 2nd degree | 3.58 | 1.73 | 2.75 | 1.78 |
|  | 3rd degree | 3.90 | 1.95 | 2.75 | 1.83 |
| D2 | 2nd degree | 4.13 | 1.78 | 2.48 | 1.86 |
|  | 3rd degree | 1.94 | 1.82 | 1.74 | 1.94 |
|  | 4th degree | 1.88 | 2.06 | 1.86 | 2.20 |
|  | 5th degree | 1.95 | 2.04 | 1.90 | 2.18 |
| D4 | 1st degree | 2.46 | 1.45 | 1.64 | 1.36 |
|  | 2nd degree | 1.38 | 1.56 | 1.36 | 1.64 |
|  | 3rd degree | 1.39 | 1.79 | 1.50 | 1.72 |

degree D4 ordering. Next, observe that the ILU + COMBINATIVE method is very effective for the low degree orderings. This indicates that the COMBINATIVE method can resolve problems with large permeability contrasts, even for natural orderings. This is to be expected since the pressure dependence, which is probably most affected by permeability contrasts, is being treated in a fully coupled manner with the COMBINATIVE method. Note also that the COMBINATIVE method reduces the sensitivity to the type of ordering.

The modified factorizations give generally better results than the unmodified. Again we note that for the diagonally-ordered (D2 and D4) factorizations the improvement of the MILU and MILU + COMBINATIVE methods is most pronounced for the lower degree factorizations. The best overall method is a tie between the 2 nd degree D4 MILU and the 1st degree D4 MILU + COMBINATIVE. Note that the time for D4 elimination [26] is approximately 3.6 times slower than the best iterative time.

Table 5 gives the results for test problem 4 in vector mode on the CRAY. It is clear that the best results are obtained with the COMBINATIVE methods, indicating that these methods are more vectorizable than the pure ILU/MILU methods. The fastest method overall is the 1st degree D4 MILU + COMBINATIVE. The vector time is $40 \%$ less than the scalar time for this method. Note that although the D4 elimination is three times faster in vector mode over scalar, it is still much slower than the best iterative time.

Table 5
Problem 4. CRAY CPU sec. $(\mathrm{ON}=V)$. D4 Gauss $=1.65$.

|  |  | ILU | ILU and <br> COMBINATIVE | MILU | MILU and <br> COMBINATIVE |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Natural | 2nd degree | 2.33 | 1.19 | 1.87 | 1.23 |
|  | 3rd degree | 2.50 | 1.36 | 1.88 | 1.33 |
| D2 | 2nd degree | 2.70 | 1.23 | 1.73 | 1.31 |
|  | 3rd degree | 1.43 | 1.32 | 1.37 | 1.44 |
|  | 4th degree | 1.46 | 1.53 | 1.51 | 1.67 |
|  | 5th degree | 1.55 | 1.59 | 1.59 | 1.73 |
| D4 | 1st degree | 1.40 | 0.82 | 1.01 | 0.81 |
|  | 2nd degree | .95 | 0.98 | .99 | 1.07 |
|  | 3rd degree | 1.05 | 1.19 | 1.16 | 1.22 |

Table 6 shows the results for the three-dimensional test problem 5, in scalar mode. The best ILU method by far is the first degree D4. This is because the set-up cost for this method is comparable with the set-up cost for second degree natural, while the

TAble 6
Problem 5. CRAY CPU sec. $(\mathrm{OFF}=V) . \mathrm{D} 4$ Gauss $=24.5$.

|  | ILU | ILU and <br> COMBINATIVE | MILU | MILU and <br> COMBINATIVE |
| :---: | :---: | :---: | :---: | :---: |
| Natural | 2nd degree | 9.18 | 3.07 | 7.59 |
| D2 | 3rd degree | 8.42 | 4.09 | 8.43 |
| D4 | 3rd degree | 7.57 | 4.21 | 9.03 |

rate of convergence is much higher. Again, the best results are obtained with the COMBINATIVE methods. The most effective method appears to be first degree D4 ILU + COMBINATIVE, which is just slightly better than second degree natural ILU + COMBINATIVE. With one exception, the modified methods are worse than the unmodified methods. The best iterative method is more than eight times faster than D4 elimination.

Table 7 gives the results for the unmodified methods in vector mode. Observe that the biggest gain in speed (greater than two times) occurs for the D4 methods. This is essentially because part of the set-up work, the reduction process of (2) through (6), can be vectorized. The first degree D4 ILU + COMBINATIVE is now significantly faster than the second degree natural ILU + COMBINATIVE. This method is approximately 3.6 times faster than vectorized D4 elimination.

Table 7
Problem 5. CRAY CPU sec. $(\mathrm{ON}=V) . \mathrm{D} 4$ Gauss $=5.1$.

|  | ILU | ILU and <br> COMBINATIVE |  |
| :---: | :---: | :---: | :---: |
| Natural | 2nd degree | 5.11 | 1.76 |
|  | 3rd degree | 4.80 | 2.64 |
| D2 | 3rd degree | 4.49 | 2.75 |
|  | 4th degree | 5.10 | 4.11 |
| D4 | 1st degree | 2.11 | 1.41 |

In order to verify that the D4 elimination [26] is being effectively vectorized, a timing was obtained for elimination of an entire row at maximum bandwidth for problem 5. This section of code consists of two loops; the outer loop runs along the bandwidth, while the inner loop eliminates each variable in turn. The inner loop is a scalar-vector multiply, with 3 -vector memory references and two floating point operations. Consequently, the loop is memory bound, and can execute at a maximum theoretical rate of 54 megaflops [7], [19]. The observed rate was approximately 40 megaflops, indicating that this code is being reasonably vectorized. Of course, on average the bandwidth for D4 elimination is half the maximum, so this probably accounts for the observed speed-up of only five for the vector D4 elimination.

Intensive assembly language coding can increase the vector performance of Gaussian elimination considerably [8] but assembly language coding will also increase the speed of the iterative methods. Moreover, since a significant portion of the COMBINATIVE method involves Gaussian elimination, any increase in Gaussian elimination speed will increase the speed of COMBINATIVE methods as well.

The ORTHOMIN algorithm as described in § 3 can never diverge, but can become "stuck." In other words the residual does not decrease. This can happen if the symmetric part of the Jacobian matrix is indefinite [13], [37] or if the incomplete factorization becomes ill-conditioned [33]. In practice, the only known property of the Jacobian matrix is that it becomes more diagonally dominant as the time step is reduced [3]. Consequently, a simple solution to poor convergence is to repeat the time step with a smaller time increment. In several hundred simulations with black oil problems [3], we have seen the ORTHOMIN algorithm become stuck only once. For thermal problems (steam, in situ combustion) this lack of convergence occurs more frequently. However, we have rerun some of these thermal problems using Gaussian elimination
to solve the Jacobian matrix. In almost all cases where the ORTHOMIN algorithm fails, the Newton iteration diverges indicating once again that the time step is too large.
8. Conclusions. For single-phase problems, the high degree D4 ILU methods give the best results. The timings from practical multi-phase simulation problems indicate that methods based on D4 ILU are the preferred methods, on both scalar and vector machines. In particular, D4 ILU + COMBINATIVE can be very effective for highly anisotropic problems satisfying the bandwidth restriction described in § 4.

The effectiveness of the modified factorizations seems to be highly problem dependent. It is difficult to determine when MILU methods would be useful for practical problems.

The largest gain in speed for a vectorized iterative method was a factor of two, versus a factor of five for vectorized D4 elimination. Nevertheless, the iterative methods are still several times faster than D4 elimination.
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#### Abstract

Optimization algorithms typically require the solution of many systems of linear equations $B_{k} y_{k}=b_{k}$. When large numbers of variables or constraints are present, these linear systems could account for much of the total computation time.

Both direct and iterative equation solvers are needed in practice. Unfortunately, most of the off-the-shelf solvers are designed for single systems, whereas optimization problems give rise to hundreds or thousands of systems. To avoid refactorization, or to speed the convergence of an iterative method, it is essential to note that $B_{k}$ is related to $B_{k-1}$.

We review various sparse matrices that arise in optimization, and discuss compromises that are currently being made in dealing with them. Since significant advances continue to be made with single-system solvers, we give special attention to methods that allow such solvers to be used repeatedly on a sequence of modified systems (e.g., the product-form update; use of the Schur complement). The speed of factorizing a matrix then becomes relatively less important than the efficiency of subsequent solves with very many right-hand sides.

At the same time, we hope that future improvements to linear-equation software will be oriented more specifically to the case of related matrices $B_{k}$.


Key words. large-scale nonlinear optimization, sparse matrices, sparse linear and nonlinear constraints, linear and quadratic programming, updating matrix factorizations

## 1. Introduction.

1.1. Background. The major application of sparse matrix techniques in optimization up to the present has been in the implementation of the simplex method for linear programming (LP) (see, e.g., Dantzig (1963)). In fact, commercial codes for large LP problems seem to have predated codes for sparse linear equations (even though solving a sparse LP problem requires solving many sparse linear systems). In the commercial world today, more sparse matrix computation is probably expended on linear programs than on any other type of problem, and linear programs involving thousands of unknowns can be solved routinely. Because of the great success of the simplex algorithm and the wide availability of LP codes, many large-scale optimization problems tend to be formulated as purely linear programs. However, we shall see that this limitation is often unnecessary.

Before considering particular methods, we emphasize that methods for large-scale optimization have a special character attributable in large part to the critical importance of linear algebraic procedures. Since dense linear algebraic techniques tend to become unreasonably expensive as the problem dimension increases, it is usually necessary to compromise what seems to be an "ideal" strategy. (In fact, an approach that would not even be considered for small problems may turn out to be the best choice for some large problems.) Furthermore, the relative cost of the steps of many optimization methods changes when the problem becomes large. For example, the performance of

[^56]unconstrained optimization algorithms is often measured by the number of evaluations of the objective function required for convergence. Although simplistic, this is a reasonable gauge of effectiveness for most problems of low dimension because the number of arithmetic operations per iteration tends to be small, and the amount of work required for storage manipulation is negligible. However, as the size of the problem grows, the "housekeeping" (cost of arithmetic and data structures) becomes comparable to, and may even dominate, the cost of function evaluations.

Most optimization methods are iterative; we shall consider algorithms in which the $(k+1)$ th iterate is defined as

$$
\begin{equation*}
x_{k+1}=x_{k}+\alpha_{k} p_{k}, \tag{1.1}
\end{equation*}
$$

where $\alpha_{k}$ is a nonnegative scalar, and the $n$-vector $p_{k}$ is called the search direction. One of the primary applications of sparse matrix techniques in optimization is in solving one or more systems of linear equations to obtain $p_{k}$.

It is usual for thousands of iterations to be required to solve a single large optimization problem, and hence it might appear that the computation time required would be enormous, even with the best available sparse matrix techniques. Fortunately, the linear systems that define $p_{k+1}$ are usually closely related to those that define $p_{k}$ (and the degree of closeness can be controlled to some extent by the choice of algorithm). In addition, the sequence $\left\{x_{k}\right\}$ will often converge to the solution with only mild conditions on $\left\{p_{k}\right\}$. Consequently, there is a certain flexibility in the definition of $p_{k}$. The design of algorithms for large-scale optimization problems involves striking a balance between the effort expended at each iteration to compute $p_{k}$ and the number of iterations required for convergence.
1.2. Summary. The three main subdivisions of optimization are discussed in turn (unconstrained, linearly constrained, and nonlinearly constrained). A common denominator is the need to solve many systems of linear equations, and the need to update various factorizations in order to deal with sequences of related equations. We indicate situations where off-the-shelf software can be applied. Symmetric positivedefinite solvers are mainly useful for unconstrained problems, while unsymmetric solvers are essential for dealing with linear constraints. There is an inevitable emphasis on the latter because most large optimization problems currently being solved involve sparse linear constraints.

The principal updating problem is that of replacing one column of a square matrix. However, there exists only one generally available package for updating sparse factors in situ. We therefore focus on methods that allow an off-the-shelf solver to be used repeatedly on the same matrix with different right-hand sides. Such methods facilitate more general updates to sparse matrices. In one instance, a sparse indefinite solver is needed.

The final section on nonlinear constraints covers methods that solve a sequence of simpler subproblems, to which the preceding comments apply.

## 2. Unconstrained optimization.

2.1. Methods for dense problems. The unconstrained optimization problem involves the minimization of a scalar-valued objective function, i.e.

$$
\underset{x \in \mathbb{R}^{Z}}{\operatorname{minimize}} F(x)
$$

We assume that $F$ is smooth; let $g(x)$ and $H(x)$ denote the gradient vector and Hessian matrix of $F$.

Many techniques are available for solving unconstrained problems in which $n$ is small (for recent surveys, see, e.g., Brodlie (1977), Fletcher (1980), Gill, Murray and Wright (1981)). The most popular methods compute the search direction as the solution of a system of linear equations of the form

$$
\begin{equation*}
H_{k} p_{k}=-g_{k} \tag{2.1}
\end{equation*}
$$

where $g_{k}$ is the gradient of $F$ at $x_{k}$, and $H_{k}$ is a suitable symmetric matrix that is most often intended to represent (in some sense) $H\left(x_{k}\right)$. If $H_{k}$ is positive definite, the solution of (2.1) is the step to the minimum of the local quadratic approximation to $F$ at $x_{k}$ :

$$
\begin{equation*}
\underset{p \in: \mathbb{R}^{n}}{\operatorname{minimize}} g_{k}^{T} p+\frac{1}{2} p^{T} H_{k} p . \tag{2.2}
\end{equation*}
$$

The major distinctions among algorithms involve the definition of $H_{k}$.
When $H_{k}$ is the exact Hessian at $x_{k}$ or a finite-difference approximation, the algorithm based on solving (2.1) for $p_{k}$ is called a Newton-type method. Newton-type methods tend to be powerful and robust when properly implemented, and exhibit quadratic convergence under mild conditions. However, certain difficulties arise when $H_{k}$ is indefinite, since the quadratic function (2.2) is unbounded below and the solution of (2.1) may be undefined. Numerous strategies have been suggested for this case, and often involve defining $p_{k}$ as the solution of a linear system with a positive-definite matrix that is closely related to the Hessian. These techniques include the modified Cholesky factorization of Gill and Murray (1974) and various trust-region strategies (see, e.g., Moré and Sorensen (1982)).

When an exact or finite-difference Hessian is unavailable or too expensive, a popular alternative is to use a quasi-Newton method (see Dennis and Moré (1977) for a survey). In a quasi-Newton method, the matrix $H_{k}$ is an approximation to the Hessian that is updated by a low-rank change at each iteration, based on information about the change in the gradient. The hope is that the approximation will improve as the iterations proceed. Quasi-Newton methods typically display a superlinear rate of convergence in practice, and are often more efficient (in terms of computation time) than Newton-type methods.

When $n$ becomes very large, two related difficulties can occur with methods that solve (2.1) directly: excessive computation time and insufficient storage for the $n \times n$ matrix $H_{k}$. Fortunately, the Hessian matrices of many large unconstrained problems are quite sparse, and density tends to decrease as $n$ increases. Large problems can thus be solved efficiently using techniques that exploit sparsity in $H_{k}$ to save work and/or storage, or that do not require storage of $H_{k}$.
2.2. Newton-type methods. When the Hessian is sparse and can be computed analytically, a Newton-type method can be implemented by applying standard sparse procedures to solve $H_{k} p_{k}=-g_{k}$. In particular, when $H_{k}$ is positive definite, any efficient technique for computing a sparse Cholesky factorization may be applied in this context (for a survey of available software, see Duff (1982)). Although many linear systems may need to be solved before the method converges, all of them have the same sparsity pattern, and hence the structure needs to be analyzed only once.

Indefiniteness in a sparse Hessian may be treated using the procedures mentioned for the dense case. The modified Cholesky factorization (Gill and Murray (1974)) has been adapted in a straightforward fashion to treat sparsity (see Thapa (1980)). One advantage of the modified Cholesky approach is that indefiniteness can be detected
and corrected while constructing the factorization of the positive-definite matrix to be used in computing $p_{k}$; hence, only one sparse factorization needs to be computed at each iteration. With trust-region methods, $p_{k}$ may be obtained using off-the-shelf software for a sparse Cholesky factorization; however, these methods typically require more than one factorization per iteration.

When the gradient is available, but the exact Hessian is not, a finite-difference approximation to the Hessian may be used as $H_{k}$. In the general case, this requires $n$ gradient evaluations. However, if the sparsity pattern of the Hessian is known a priori it is possible to choose special vectors that allow a finite-difference approximation to $H(x)$ to be computed with many fewer than $n$ evaluations of the gradient.

For example, suppose that $H(x)$ is tridiagonal:

$$
H(x)=\left(\begin{array}{llll}
\times & \times & & \\
\times & \times & & \\
& \times & & \\
& \times & & \\
& \times & & \\
& \cdot & . & \\
& & \times & \times \\
& & \times & \times \\
& & & \times \times
\end{array}\right) .
$$

Consider the vectors

$$
y_{i}=\frac{1}{h\left\|z_{i}\right\|_{2}}\left(g\left(x_{k}+h z_{i}\right)-g\left(x_{k}\right)\right), \quad i=1,2,
$$

where $z_{1}=(1,0,1,0, \cdots)^{T}, z_{2}=(0,1,0,1, \cdots)^{T}$, and $h$ is an appropriate finite-difference interval. Let $y_{1, i}$ denote the $i$ th component of $y_{1}$, and similarly for $y_{2}$. The vectors $y_{1}$ and $y_{2}$ are approximations to the sums of odd and even columns of $H_{k}$, respectively. Therefore,

$$
y_{1,1} \approx \frac{\partial^{2} F}{\partial^{2} x_{1}}, \quad y_{2,1} \approx \frac{\partial^{2} F}{\partial x_{1} \partial x_{2}}, \quad y_{1,2} \approx \frac{\partial^{2} F}{\partial x_{1} \partial x_{2}}+\frac{\partial^{2} F}{\partial x_{2} \partial x_{3}}, \quad \text { and so on. }
$$

Thus, for example,

$$
y_{1,2}-y_{2,1} \approx \frac{\partial^{2} F}{\partial x_{2} \partial x_{3}} .
$$

In this fashion, all the elements of $H_{k}$ can be approximated with only two evaluations of the gradient, regardless of the value of $n$.

The idea of analyzing the sparsity pattern of the Hessian in order to determine suitable finite-difference vectors has been the subject of much recent interest. An algorithm for finding finite-difference vectors for a general sparse (unsymmetric) matrix is given by Curtis, Powell and Reid (1974), and is based on grouping together columns in which there are no overlapping elements. In the unsymmetric case, the problem of finding a minimum set of vectors can be viewed as a graph coloring problem in the directed graph that represents the sparsity pattern. A proof that finding the minimum set is NP-hard is given in Coleman and Moré (1983), along with practical algorithms (see also Coleman and Moré (1982a)).

A similar relationship with graph coloring can be developed for the case of a symmetric matrix. For example, the requirement of symmetry for a sparse matrix
means that the associated column-interaction graph will be undirected. The problem of finding a minimum set of finite-difference vectors for a symmetric matrix is NPcomplete (a proof for a particular symmetric problem is given in McCormick (1983); see also Coleman and Moré (1982b)). Nonetheless, effective algorithms have been developed based on graph-theoretic heuristics. The algorithms are based on principles similar to those for the unsymmetric case, but are considerably complicated by exploiting symmetry.

A finite-difference Newton-type method for sparse problems thus begins with a procedure that analyzes the sparsity pattern in order to determine suitable finitedifference vectors. Algorithms for finding these vectors have been given by Powell and Toint (1979) and Coleman and Moré (1982b). Once a sparse finite-difference Hessian approximation has been computed, a sparse factorization can be computed as with the exact Hessian.
2.3. Sparse quasi-Newton methods. Because of the great success of quasi-Newton methods on dense problems, it is natural to consider how such methods might be extended to take advantage of sparsity in the Hessian. This extension was suggested first for the case of sparse nonlinear equations by Schubert (1970), and was analyzed by Marwil (1978). Discussions of sparse quasi-Newton methods for optimization and nonlinear equations are given in Toint (1977), Dennis and Schnabel (1979), Toint (1979), Shanno (1980), Steihaug (1980), Thapa (1980), Powell (1981), Dennis and Marwil (1982) and Sorensen (1982). In the remainder of this section we give a brief description of sparse quasi-Newton methods applied to unconstrained optimization.

In quasi-Newton methods for dense problems, the Hessian approximation $H_{k}$ is updated at each iteration by the relationship

$$
H_{k+1}=H_{k}+U_{k} .
$$

The update matrices $U_{k}$ associated with many dense quasi-Newton methods are of rank two, and can be shown to be the minimum-norm symmetric change in $H_{k}$, subject to satisfying the quasi-Newton condition

$$
\begin{equation*}
H_{k+1} s_{k}=y_{k}, \tag{2.3}
\end{equation*}
$$

where $s_{k}=x_{k+1}-x_{k}$ and $y_{k}=g_{k+1}-g_{k}$ (see, e.g., Dennis and Moré (1977)). By suitable choice of the steplength $\alpha_{k}$ in (1.1), the property of hereditary positive-definiteness can also be maintained (i.e., $H_{k+1}$ is positive definite if $H_{k}$ is). However, the update matrices $U_{k}$ do not retain the sparsity pattern of the Hessian.

The initial approach to developing sparse quasi-Newton updates was to impose the additional constraint of retaining sparsity on the norm-minimization problem (Powell (1976); Toint (1977)). Let $\mathcal{N}$ be defined as the set of indices $\left\{(i, j) \mid H_{i j}(x)=0\right\}$, so that $\mathcal{N}$ represents the specified sparsity pattern of the Hessian, and assume that $H_{k}$ has the same sparsity pattern. A sparse update matrix $U_{k}$ is then the solution of

$$
\begin{align*}
& \underset{U}{\operatorname{minimize}}\|U\| \\
& \text { subject to }\left(H_{k}+U\right) s_{k}=y_{k},  \tag{2.4}\\
& U=U^{T}, \\
& U_{i j}=0 \text { for }(i, j) \in \mathcal{N} .
\end{align*}
$$

Let $\sigma^{(j)}$ denote the vector $s_{k}$ with the sparsity pattern of the $j$ th column of $H_{k}$ imposed. When the norm in (2.4) is the Frobenius norm, the solution is given by

$$
\begin{equation*}
U_{k}=\sum_{j=1}^{n} \lambda_{j}\left(e_{j} \sigma^{(j) T}+\sigma^{(j)} e_{j}^{T}\right), \tag{2.5}
\end{equation*}
$$

where $e_{j}$ is the $j$ th unit vector and $\lambda$ is the vector of Lagrange multipliers associated with the subproblem (2.4). The vector $\lambda$ is the solution of the linear system

$$
\begin{equation*}
Q \lambda=y_{k}-H_{k} s_{k}, \tag{2.6}
\end{equation*}
$$

where

$$
Q=\sum_{j=1}^{n}\left(\sigma_{j}^{(j)} \sigma^{(j)}+\left\|\sigma^{(j)}\right\|_{2}^{2} e_{j}\right) e_{j}^{T}
$$

The matrix $Q$ is symmetric and has the same sparsity pattern as $H_{k} ; Q$ is positivedefinite if and only if $\left\|\sigma^{(j)}\right\|>0$ for all $j$. (The sparse analogue of any quasi-Newton formula may be obtained using a similar analysis; see Shanno (1980) and Thapa (1980).)

Thus far, sparse quasi-Newton methods have not enjoyed the great success of their dense counterparts. First, there are certain complications that result from the requirement of sparsity. In particular, note that the update matrix $U_{k}(2.5)$ is of rank $n$, rather than of rank two; this means that the new approximate Hessian cannot be obtained by a simple update of the previous approximation. Second, an additional sparse linear system (2.6) must be solved in order to compute the update. Finally, it is not possible in general to achieve the property of hereditary positive-definiteness in the matrices $\left\{H_{k}\right\}$ if the quasi-Newton condition is satisfied (see Toint (1979) and Sorensen (1982)); in fact, positive-definiteness may not be retained even if $H_{k}$ is taken as the exact (positive definite) Hessian and the initial $x_{k}$ is very close to the solution (see Thapa (1980)).

In addition to these theoretical difficulties, computational results have tended to indicate that currently available sparse quasi-Newton methods are less effective than alternative methods (in terms of the number of function evaluations required for convergence). However, hope remains that their efficiency may be improved-for example, by relaxing the quasi-Newton condition (2.3), or by finding only an approximate solution of (2.6) (Steihaug (1982)). For a discussion of some possible new approaches, see Sorensen (1982).
2.4. Conjugate-gradient methods. The term conjugate-gradient refers to a class of optimization algorithms that generate directions of search without storing a matrix. They are essential in circumstances when methods based on matrix factorization are not viable because the relevant matrix is too large or too dense. We emphasize that there are two types of conjugate-gradient methods-linear and nonlinear.

The linear conjugate-gradient method was originally derived as an iterative procedure for solving positive-definite symmetric systems of linear equations (Hestenes and Stiefel (1952)). It has been studied and analyzed by many authors (see, e.g., Reid (1971)). When applied to the positive-definite symmetric linear system

$$
\begin{equation*}
H x=-c, \tag{2.7}
\end{equation*}
$$

it computes a sequence of iterates using the relation (1.1). The vector $p_{k}$ is defined by

$$
\begin{equation*}
p_{k}=-\left(H x_{k}+c\right)+\beta_{k-1} p_{k-1}, \tag{2.8}
\end{equation*}
$$

and the step length $\alpha_{k}$ is given by an explicit formula. The matrix $H$ need not be stored explicitly, since it appears only in matrix-vector products.

With exact arithmetic, the linear conjugate-gradient algorithm will compute the solution of (2.7) in at most $m(m \leqq n)$ iterations, where $m$ is the number of distinct eigenvalues of $H$. Therefore, the number of iterations required should be significantly reduced if the original system can be replaced by an equivalent system in which the matrix has clustered eigenvalues. The idea of preconditioning is to construct a transformation to have this effect on $H$. One of the earliest references to preconditioning for linear equations is Axelsson (1974). See Concus, Golub and O'Leary (1976) for details of various preconditioning methods derived from a slightly different viewpoint.

The nonlinear conjugate-gradient method is used to minimize a nonlinear function without storage of any matrices, and was first proposed by Fletcher and Reeves (1964). In the Fletcher-Reeves algorithm, $p_{k}$ is defined as in the linear case by (2.8), where the term $H x_{k}+c$ is replaced by $g_{k}$, the gradient at $x_{k}$. For a nonlinear function, $\alpha_{k}$ in (1.1) must be computed by an iterative step-length procedure. When the initial vector $p_{0}$ is taken as the negative gradient and $\alpha_{k}$ is the step to the minimum of $F$ along $p_{k}$, it can be shown that each $p_{k}$ is a direction of descent for $F$.

Many variations and generalizations of the nonlinear conjugate-gradient method have been proposed. The most notable features of these methods are: $\beta_{k}$ is computed using different definitions; $p_{k}$ is defined as a linear combination of several previous search directions; $p_{0}$ is not always chosen as the negative gradient; and $\alpha_{k}$ is computed with a relaxed linear search (i.e., $\alpha_{k}$ is not necessarily a close approximation to the step to the minimum of $F$ along $p_{k}$ ). Furthermore, the idea of preconditioning may be extended to nonlinear problems by allowing a preconditioning matrix that varies from iteration to iteration.

It is well known that rounding errors may cause even the linear conjugate-gradient method to converge very slowly. The nonlinear conjugate-gradient method displays a range of performance that has not yet been adequately explained. On problems in which the Hessian at the solution has clustered eigenvalues, a nonlinear conjugategradient method will sometimes converge more quickly than a quasi-Newton method, whereas on other problems the method will break down, i.e. generate search directions that lead to essentially no progress. For recent surveys of conjugate-gradient methods, see Gill and Murray (1979), Fletcher (1980) and Hestenes (1980).
2.5. The truncated linear conjugate-gradient method. Much recent interest has been focussed on an approach to unconstrained optimization in which the equations (2.1) that define the search direction are "solved" (approximately) by performing a limited number of iterations of the linear conjugate-gradient method.

Consider the case in which the exact Hessian is used in (2.1). Dembo, Eisenstat and Steihaug (1982) note that the local convergence properties of Newton's method depend on $p_{k}$ being an accurate solution of (2.1) only near the solution of the unconstrained problem. They present a criterion that defines the level of accuracy in $p_{k}$ necessary to achieve quadratic convergence as the solution is approached, and suggest systematically "truncating" the sequence of linear conjugate-gradient iterates when solving the linear system (2.1) (hence their name of "truncated Newton method"). (See also Dembo and Steihaug (1980) and Steihaug (1980).)

This idea has subsequently been applied in a variety of situations-for example, in computing a search direction from (2.1) when $H_{k}$ is a sparse quasi-Newton approximation (Steihaug (1982)). We therefore prefer the more specific name of truncated conjugate-gradient methods. These methods are useful in computing search directions when it is impractical to store $H_{k}$, but it is feasible to compute a relatively small number of matrix-vector products involving $H_{k}$. For example, this would occur if $H_{k}$ were the
product of several sparse matrices whose product is dense (see § 3.3.1). Truncated conjugate-gradient methods have also been used when the matrix-vector product $H_{k} v$ is approximated (say, by a finite-difference along $v$ ); in this case, the computation of $p_{k}$ requires a number of gradient evaluations equal to the number of linear conjugategradient iterations (see, e.g., O'Leary (1982)). In order for these methods to be effective, it must be possible to compute a good solution of (2.1) in a small number of linear conjugate-gradient iterations, and hence the use of preconditioning is important.

With a truncated conjugate-gradient method, complications arise when the matrix $H_{k}$ is not positive definite, since the linear conjugate-gradient method is likely to break down. Various strategies are possible to ensure that $p_{k}$ is still a well-defined descent direction even in the indefinite case. For example, the conjugate-gradient iterates may be computed using the Lanczos process (Paige and Saunders (1975)); a Cholesky factorization of the resulting tridiagonal matrix leads to an algorithm that is equivalent to the usual iteration in the positive-definite case. If the tridiagonal matrix is indefinite, a related positive-definite matrix can be obtained using a modified Cholesky factorization. Furthermore, preconditioning can be included, in which case the linear conjugategradient iterates begin with the negative gradient transformed by the preconditioning matrix. If the preconditioning matrix is a good approximation to the Hessian, the iterates should converge rapidly. Procedures of this type are described in O'Leary (1982) and Nash (1982).

Further flexibility remains as to how the result of a truncated conjugate-gradient procedure may be used within a method for unconstrained optimization. Rather than simply being used as a search direction, for example, $p_{k}$ may be combined with previous search directions in a nonlinear conjugate-gradient method (see Nash (1982)).

## 3. Linearly constrained optimization.

3.1. Introduction. The linearly constrained problem will be formulated as

$$
\begin{aligned}
& \text { LCP } \begin{aligned}
\operatorname{minimize}_{x \in \mathbb{R}^{n}} F(x) \\
\text { subject to } \mathscr{A} x=b, \\
l \leqq x \leqq u
\end{aligned} \\
& l \leqq
\end{aligned}
$$

where the $m \times n$ matrix $\mathscr{A}$ is assumed to be large and sparse. For simplicity, we assume that the rows of $\mathscr{A}$ are linearly independent (if not, some of them may be removed without altering the solution).

The most popular methods for linearly constrained optimization are active-set methods, in which a subset of constraints (the working set) is used to define the search direction. The working set at $x_{k}$ usually includes constraints that are satisfied exactly at $x_{k}$; the search direction is then computed so that movement along $p_{k}$ will continue to satisfy the constraints in the working set.

With problem LCP, the working set will include the general constraints $\mathscr{A} x=b$ and some of the bounds. When a bound is in the working set, the corresponding variable is fixed during that iteration. Thus, the working set induces a partition of $x$ into fixed and free variables.

We shall not be concerned with details of how the working set is altered, but merely emphasize that the fixed variables at a given iteration are effectively removed from the problem; the corresponding components of the search direction will be zero, and thus the columns of $\mathscr{A}$ corresponding to fixed variables may be ignored. Let $A_{k}$ denote the submatrix of $\mathscr{A}$ corresponding to the free variables at iteration $k$; each
change in the working set corresponds to a change in the columns of $A_{k}$. Let $n_{V}$ denote the number of free variables, and the vector $p_{k}$ denote the search direction with respect to the free variables only.

By analogy with (2.2) in the unconstrained case, we may choose $p_{k}$ as the step to the minimum of a quadratic approximation to $F$, subject to the requirement of remaining on the constraints in the working set. This gives $p_{k}$ as the solution of the following quadratic program:

$$
\begin{align*}
& \underset{p}{\operatorname{minimize}} g_{k}^{T} p+\frac{1}{2} p^{T} H_{k} p \\
& \text { subject to } A_{k} p=0, \tag{3.1}
\end{align*}
$$

where $g_{k}$ denotes the gradient and $H_{k}$ the Hessian (or Hessian approximation) at $x_{k}$ with respect to the free variables.

The solution $p_{k}$ and Lagrange multiplier $\lambda_{k}$ of the problem (3.1) satisfy the $n_{V}+m$ equations

$$
\left(\begin{array}{cc}
H_{k} & A_{k}^{T}  \tag{3.2}\\
A_{k} &
\end{array}\right)\binom{p_{k}}{-\lambda_{k}}=\binom{-g_{k}}{0},
$$

which will be called the augmented system.
One convenient way to represent $p_{k}$ involves a matrix whose columns form a basis for the null space of $A_{k}$. Such a matrix, which will be denoted by $Z_{k}$, has $n_{V}-m$ linearly independent columns and satisfies $A_{k} Z_{k}=0$. The solution of (3.1) may then be computed by solving the null-space equations

$$
\begin{equation*}
Z_{k}^{T} H_{k} Z_{k} p_{Z}=-Z_{k}^{T} g_{k} \tag{3.3}
\end{equation*}
$$

and setting

$$
\begin{equation*}
p_{k}=Z_{k} p_{z} \tag{3.4}
\end{equation*}
$$

Equations (3.3) and (3.4) define a null-space representation of $p_{k}$ (so named because it explicitly involves $Z_{k}$ ). The vector $Z_{k}^{T} g_{k}$ and the matrix $Z_{k}^{T} H_{k} Z_{k}$ are called the projected gradient and projected Hessian.
3.2. Representation of the null space. The issues that arise in representing $Z_{k}$ when $A_{k}$ is sparse illustrate the need to compromise strategies that are standard for dense problems. In the rest of this section, we shall drop the subscript $k$ associated with the iteration.

In dense problems, it is customary to use an explicit $L Q$ or some other orthonormal factorization of $A$ in order to define $Z$. If $A Q=(L 0)$, where the orthonormal matrix $Q$ is partitioned as $(Y Z)$ and $L$ is lower triangular, then $A Z=0$. In this case, $Z$ has the "ideal" property that its columns are orthonormal, so that formation of the projected Hessian and gradient does not exacerbate the condition of (3.3) and (3.4). Unfortunately, for large problems computation of such a factorization is normally too expensive. (Some current research is concerned with efficient methods for obtaining sparse orthogonal factorizations; see George and Heath (1981). However, the need to update the factors is an even more serious difficulty; see Heath (1982) and George and Ng (1982).)

If an orthogonal factorization is unacceptable, a good alternative is to reduce $A$ to triangular form using Gaussian elimination (i.e., elementary transformations combined with row and column interchanges). This would give an $L U$ factorization in the
form

$$
P_{1} A P_{2}\left(\begin{array}{cc}
U & W  \tag{3.5}\\
& I
\end{array}\right)=\left(\begin{array}{ll}
L & 0
\end{array}\right)
$$

where $P_{1}$ and $P_{2}$ are permutation matrices, $U$ is unit upper triangular, and $L$ is lower triangular. The matrices $P_{1}$ and $P_{2}$ would be chosen to make $U$ well-conditioned and $\|W\|$ reasonably small. The required matrix

$$
\begin{equation*}
Z=P_{2}\binom{W}{I} \tag{3.6}
\end{equation*}
$$

would no longer have orthonormal columns, but should be quite well conditioned, even if $A$ is poorly conditioned.

Unfortunately, it is not known how to update the factorization (3.5) efficiently in the sparse case when columns of $A$ are altered. However, (3.5) indicates the existence of a square, nonsingular submatrix drawn from the rows and columns of $A$. We shall assume for simplicity that this matrix comprises the left-most columns of $A$, i.e.

$$
A=\left(\begin{array}{ll}
B & S \tag{3.7}
\end{array}\right)
$$

where $B$ is nonsingular. (In practice, the columns of $B$ may occur anywhere in $A$.) It follows from (3.7) and (3.5) (with $P_{1}$ and $P_{2}$ taken as identity matrices) that $B W+S=0$, so that $W=-B^{-1} S$. Thus, $Z$ has the form

$$
\begin{equation*}
Z=\binom{-B^{-1} S}{I} \tag{3.8}
\end{equation*}
$$

As long as $B$ in (3.7) is nonsingular, the matrix $Z$ (3.8) will provide a basis for the null space of $A$. In the absence of the ideal factorization (3.5), the aim must be to choose a $B$ that is as well conditioned as conveniently possible, since this will tend to limit the size of $\|W\|$ and hence the condition of $Z$.

The partition of the columns of $A$ given by (3.7) induces a partition of the free variables, which will be indicated by the subscripts " $B$ " and " $s$ ". The $m$ variables $x_{B}$ are called the basic variables. The remaining $s$ free variables ( $s=n_{V}-m$ ) are called the superbasic variables. For historical reasons, the fixed variables are sometimes called the nonbasic variables.

An advantage of the form (3.8) for sparse problems is that operations with $Z$ and $Z^{T}$ may be performed using a factorization of the matrix $B$; the matrix $Z$ itself need not be stored. For example, the vector $Z^{T} g$ required in (3.3) may be written as

$$
\begin{equation*}
Z^{T} g=-S^{T} B^{-T} g_{B}+g_{s} \tag{3.9}
\end{equation*}
$$

(The vector on the right-hand side of (3.9) is called the reduced gradient; note that it is simply the projected gradient with a particular form of $Z$.) Thus, $Z^{T} g$ may be obtained by solving $B^{T} v=g_{B}$, and then forming $g_{S}-S^{T} v$. Similarly, to form $p=Z p_{Z}$, we have

$$
p=\binom{-B^{-1} S}{I} p_{Z}=\binom{-B^{-1} S p_{Z}}{p_{Z}}
$$

which gives the system

$$
B p_{B}=-S p_{z}
$$

With the reduced-gradient form of $Z$ (3.8), the problems of representing a null space and computing the associated projections reduce to the familiar operations of factorizing and solving with an appropriate square $B$.
3.3. Solving for the search direction. At each iteration of an active-set method for LCP, the search direction $p$ with respect to the free variables solves the subproblem (3.1). We have seen that there are mathematically equivalent representations of $p$; the way in which $p$ is computed for sparse problems depends on several considerations, which will be discussed below.
3.3.1. Solving the null-space equations. For sparse problems, it will generally not be possible to solve (3.3) by explicitly forming and then factorizing $Z^{T} H Z$. Even if $H$ and $B$ are sparse, the projected Hessian will generally be dense. Thus, if a factorization of the projected Hessian is to be stored, the number of superbasic variables at each iteration must be sufficiently small (i.e., the number of fixed variables must be sufficiently large). Fortunately, for many large-scale problems there is an a priori upper bound on the number of free variables. For example, if only $q$ of the variables appear nonlinearly in the objective function, the dimension of the projected Hessian matrix at the solution cannot exceed $q$.

Furthermore, even if the dimension of $Z^{T} H Z$ is small, forming the projected Hessian may involve a substantial amount of work; when $Z$ is defined by (3.8), computation of $Z^{T} H Z$ requires the solution of $2 s$ systems of size $m \times m$. For this reason, a Newton-type method in which the projected Hessian is recomputed at each iteration is not generally practical. By contrast, quasi-Newton methods can be adapted very effectively to sparse problems in which the dimension of the projected Hessian remains small, by updating a dense Cholesky factorization of a quasi-Newton approximation to the projected Hessian; this is the method used in the MINOS code of Murtagh and Saunders (1977), (1980).

When the projected Hessian cannot be formed or factorized, the null-space equations may be solved using an iterative method that does not require storage of the matrix, such as a truncated conjugate-gradient method (see § 2.5). In order for this approach to be reasonable, the computation of matrix-vector products involving $Z$ and $H$ must be relatively cheap (e.g., when $H$ is sparse); in addition, a good approximation to the solution of (3.3) must be obtained in a small number of iterations. Even when the Hessian is not available, a truncated conjugate-gradient method may be applied to (3.3) by using a finite-difference of the gradient to approximate the vector $H Z v$; an evaluation of the gradient is thus necessary for every iteration of the truncated conjugate-gradient method. Note that this is one of the few methods in which $H$ is not required to be sparse.

Each of the above methods for solving the null-space equations can be adapted to allow for changes in the working set (§3.5).
3.3.2. Solving the range-space equations. The null-space equations provide one means of solving for $p$ in the augmented system (3.2), by eliminating $\lambda_{k}$. When $H$ is positive definite, a complementary approach is to solve for $\lambda$ first, via the range-space equations

$$
A H^{-1} A^{T} \lambda=A H^{-1} g, \quad H p=A^{T} \lambda-g .
$$

This method would be appropriate if $H$ were sparse, and if $A$ had relatively few rows. The application of a range-space approach to quadratic programming is discussed by Gill et al. (1982).
3.3.3. Solving the augmented system. An alternative method for obtaining $p$ involves treating the augmented system directly. (Variations of this idea have been proposed by numerous authors; see, e.g., Bartels, Golub and Saunders (1970)). The most obvious way to solve (3.2) is to apply a method for symmetric indefinite systems, such as the Harwell code MA27 (Duff and Reid (1982)). In order for the solution of (3.2) to be meaningful, the matrix $Z^{T} H Z$ must be positive definite. Verifying positivedefiniteness in this situation is a nontrivial task, since of course the matrix $Z^{T} H Z$ is not computed explicitly. However, the result may sometimes be known a priori-for example, when $H$ itself is positive-definite.

Both $H$ and $A$ change dimension when the working set is altered. Updating procedures for this case are discussed in § 3.6.2.
3.4. Factorizing and solving a square system. The linear systems involving $B$ and $B^{T}$ are typically solved today using a sparse $L U$ factorization of $B$. Surveys of techniques for computing such a factorization are given in Duff (1982) and Duff and Reid (1983). The analyze phase of a factorization consists of an analysis of the sparsity pattern alone (independent of the values of the elements), and leads to a permutation of the matrix in order to reduce fill-in during the factorization. The factor phase consists of computation with the actual numerical elements of the matrix.

We shall mention a few features of certain factorization methods that have particular relevance to optimization (see Duff and Reid (1983) for more details). Since active-set algorithms include a sequence of matrices that undergo column changes, the factorization methods were typically developed to be used in conjunction with an update procedure.

The $P^{4}$ algorithm of Hellerman and Rarick (1971), (1972) performs the analyze phase separately from the factor phase, and produces the well-known "bump and spike" structure, in which $B$ is permuted to block lower-triangular form with relatively few "spikes" (columns containing nonzeros above the diagonal). This procedure is very effective if $B$ is nearly triangular. Also, the factor phase is able to use external storage, since it processes $B$ one column at a time. Column interchanges are used to stabilize the factorization. (Row interchanges would destroy the sparsity pattern.) If an interchange is needed at the $i$ th stage, it is necessary to solve a system of the form $L_{i-1}^{T} y=e_{i}$ and to compute the quantities $y^{T} a_{j}$ for all remaining eligible spike columns $a_{j}$. This involves significant work and also degrades the sparsity of the factors. Thus, a rather loose pivot tolerance must be used to avoid many column interchanges (e.g., $|\mu| \leqq 10^{4}$, where $\mu$ is the largest subdiagonal element in any column of $L$ divided by the corresponding diagonal).

The Markowitz algorithm (Markowitz (1957)), on the other hand, performs the analyze and factor phases simultaneously, and hence must run in main memory. It computes dynamic "merit counts" in order to determine the row and column permutations to preserve sparsity and yet retain numerical stability. The Markowitz procedure can achieve a good sparse factorization even with a rather strict pivot tolerance (e.g., $|\mu| \leqq 10$ ).

In order to indicate how these factor routines perform on matrices that arise in optimization, we give results on five test problems. In the first three problems, the matrix B has "staircase" structure (see, e.g., Fourer (1982)); constraints of this form often arise in the modeling of dynamic systems, in which a set of activities is replicated over several time periods. The fourth and fifth problems arise from the optimal power flow (OPF) problem (see e.g., Stott, Alsac and Marinho (1980)). In this case, $B$ is the Jacobian of the network equations of the power system, and has a symmetric sparsity

Table 1
Summary of problem characteristics.

|  | Stair 1 | Stair 2 | Stair 3 | OPF 1 | OPF 2 |
| :--- | ---: | ---: | ---: | ---: | :---: |
| $B$ rows | 357 | 745 | 1,170 | 1,200 | 3,400 |
| $B$ nonzeros | 3,500 | 3,600 | 7,100 | 9,000 | 29,000 |
| $P^{4}$ blocks | 1 | 5 | 13 | 1 | - |
| $P^{4}$ spikes | 66 | 101 | 157 | 715 | - |

pattern (which is not at all triangular!) Table 1 shows some of the relevant features of the problems described, including the results of factorization with the $P^{4}$ algorithm.

The number of nonzeros in the initial $L U$ factorization of $B$ is shown in the first two rows of Table 2. The $P^{4}$ algorithm is as implemented in the MINOS code of Murtagh and Saunders (1977), (1980); the Markowitz procedure is the Harwell code LA05 (Reid (1976), (1982)). Note that the large number of spikes in the first OPF problem is bound to cause difficulties for the $P^{4}$ algorithm.

Table 2
Number of nonzeros in initial $L U$ factorization and after $k$ updates.

|  | Stair 1 | Stair 2 | Stair 3 | OPF 1 | OPF 2 |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $L_{0} U_{0}$ with $P^{4}$ (MINOS) | 9,400 | 16,200 | 32,000 | 30,400 | - |
| $L_{0} U_{0}$ with Markowitz (LA05) | 5,400 | 4,700 | 13,500 | 13,800 | 75,000 |
| $k$ | 50 | 50 | 50 | 30 | 40 |
| $L_{k} U_{k}$ with LA05 | 7,800 | 6,000 | 17,100 | 15,300 | 83,000 |

3.5. Column updates. For problems of the form LCP, each change in the working set involves changing the status of a variable from fixed to free (or vice versa). When a previously fixed variable becomes free, a column of $\mathscr{A}$ is added to $A$; this poses no particular difficulty, since the new column can simply be appended to $S$. When a free variable is to become fixed, a column of $A$ must be deleted, and complications arise if the column is in $B$. Since the number of columns in $B$ must remain constant (in order for $B$ to be nonsingular), it is necessary to replace a column of $B$ with one of the columns of $S$.

Assume that we are given an initial $B_{0}$, which thereafter undergoes a sequence of column replacements, each corresponding to one of the free variables becoming fixed on a bound. Let $l_{k}$ denote the index of the column to be replaced at the $k$ th step, $a_{k}$ denote the $l_{k}$ th column of $B, v_{k}$ denote the new column, and $e_{l_{k}}$ denote the $l_{k}$ th column of the identity matrix. After each replacement, we have

$$
\begin{equation*}
B_{k}=B_{k-1}+\left(v_{k}-a_{k}\right) e_{l_{k}}^{\tau} . \tag{3.10}
\end{equation*}
$$

We shall consider several ways in which systems of equations involving $B_{k}$ can be solved following a sequence of such changes.
3.5.1. The product-form update. The standard updating technique used in all early sparse LP codes was the product-form (PF) update (e.g., Dantzig and OrchardHays (1954)). It follows from the definition of $B_{k}$ that

$$
B_{k}=B_{k-1} T_{k},
$$

where

$$
\begin{equation*}
B_{k-1} y_{k}=v_{k} \quad \text { and } \quad T_{k}=I+\left(y_{k}-e_{l_{k}}\right) e_{l_{k}}^{T} \text {. } \tag{3.11}
\end{equation*}
$$

Note that $T_{k}$ is a permuted triangular matrix (with only one nontrivial column); equivalently, $T_{k}$ is a rank-one modification of the identity matrix. The matrix $T_{k}$ can be represented by storing the index $l_{k}$ and the vector $y_{k}$.

After $k$ such updates we have

$$
\begin{equation*}
B_{k}=B_{0} T_{1} T_{2} \cdots T_{k} . \tag{3.12}
\end{equation*}
$$

Given a procedure to solve systems of equations involving $B_{0}$, (3.12) indicates that solving $B_{k} v=b$ is equivalent to solving the $k+1$ linear systems

$$
\begin{equation*}
B_{0} v_{0}=b, \quad T_{1} v_{1}=v_{0}, \quad \cdots, \quad T_{k} v_{k}=v_{k-1}, \tag{3.13}
\end{equation*}
$$

where the systems involving $T_{j}$ are easy to solve. As $k$ increases, the solution process becomes progressively more protracted, and the storage required to store the updates is strictly increasing. Therefore it becomes worthwhile to compute a factorization of $B_{k}$ from scratch. Most current systems use an initial triangular factorization $B_{0}=L_{0} U_{0}$ (see §3.4), and recompute the factorization after $k$ updates (typically $k \leqq 50$ ).

The PF update has two important advantages for sparse problems. First, the vectors $\left\{y_{j}\right\}$ may be stored in a single sequential file, so that implementation is straightforward. Second, any advance in the methods for linear equations is immediately applicable to the factorization of $B_{0}$, since the update does not alter the initial factorization. Thus, $B_{0}$ may be represented by a "black box" procedure for solving equations (involving both $B_{0}$ and $B_{0}^{T}$ ).

Unfortunately, the PF update has two significant deficiencies. It is numerically unreliable if $\left|e_{l_{k}}^{T} y_{k}\right|$ is too small (since $T_{k}$ is then ill-conditioned), and the growth of data defining the updates is significantly greater than for alternative schemes.
3.5.2. The Bartels-Golub update. The instability of the PF update was first made prominent by Bartels and Golub (1969), who showed as an alternative that an $L U$ factorization can be updated in a stable manner (see also Bartels, Golub and Saunders (1970); Bartels (1971)). Given an initial factorization $B_{0}=L_{0} U_{0}$, the updates to $L$ are represented in product form, but the sparse triangular matrix $U$ is stored (and updated) explicitly. Thus, instead of the form (3.12) we have

$$
\begin{equation*}
B_{k}=L_{0} T_{1} T_{2} \cdots T_{q} U_{k} \equiv L_{k} U_{k}, \tag{3.14}
\end{equation*}
$$

where each $T_{j}$ represents an update whose construction will be discussed below.
At the $k$ th step, replacing the $l_{k}$ th column of $B_{k-1}$ gives

$$
B_{k}=L_{k-1} \tilde{U}
$$

where $\tilde{U}$ is identical to $U_{k-1}$ except for its $l_{k}$ th column. Since $U_{k-1}$ is stored as a sparse matrix, it is desirable to restore $\tilde{U}$ to upper-triangular form $U_{k}$ without causing substantial fill-in. To this end, let $P$ denote a cyclic permutation that moves the $l_{k}$ th row and column of $\tilde{U}$ to the end, and shifts the intervening rows and columns forward.

We then have


The nonzeros in the bottom row of $P^{T} \tilde{U} P$ may be eliminated by adding multiples of the other rows. However, it follows from the usual error analysis of Gaussian elimination (e.g., Wilkinson (1965)) that this procedure will not be numerically stable unless the size of the multiple is bounded in some way. Hence, we must allow the last row to be interchanged with some other row. Formally, the row operations are stabilized elementary transformations (Wilkinson (1965)), which are constructed from $2 \times 2$ matrices of the form

$$
M=\left(\begin{array}{ll}
1 &  \tag{3.15}\\
\mu & 1
\end{array}\right) \quad \text { or } \quad \tilde{M}=\left(\begin{array}{ll} 
& 1 \\
1 & \mu
\end{array}\right) .
$$

(Note that the transformation $\tilde{M}$ includes a row interchange.) Each such transformation is represented by the scalar $\mu$, and is unnecessary if the element to be eliminated is already zero. Numerical stability is achieved by choosing between $M$ and $\tilde{M}$ so that the multiplier $\mu$ is bounded in size by some moderate number (e.g., $|\mu| \leqq 1,10$ or 100). The matrices $\left\{T_{j}\right\}$ in (3.14) are constructed from sequences of matrices of the form (3.15).

Unfortunately, elimination of the nonzeros is "easier said than done" in the sparse case. Any transformation of type $\tilde{M}$ amounts to a form of fill-in, since the location of nonzeros in the interchanged rows is unlikely to be the same. A complex data structure is therefore needed to update $U_{k}$ without losing efficiency during subsequent solves. (Holding individual nonzeros in a linked list, for example, would not be acceptable in a virtual-memory environment.)

The implementation of the BG update by Saunders (1976) capitalizes on the "bump and spike" structure revealed by the $P^{4}$ procedure (see § 3.4). Each triangular factor is of the form

$$
U_{k}=\left(\begin{array}{ll}
I & E_{k} \\
& F_{k}
\end{array}\right),
$$

and fill-in can occur only within $F_{k}$. If $U_{0}$ contains $s$ spikes, the dimension of $F_{k}$ will be at most $s+k$. Storing $F_{k}$ as a dense matrix allows the BG update to be implemented with maximum stability $(|\mu| \leqq 1$ in (3.15)), and the approach is efficient as long as $s$ is not unduly large (say, $s \leqq 100$ ). This implementation has been used for several years in the nonlinear programming system MINOS (Murtagh and Saunders (1977), (1980)). During that period, the number of spikes in $U_{0}$ has proved to be favorably small for many sparse optimization models. However, two important applications are now known to give unacceptably large numbers of spikes: time-period models (for which $B$ has a staircase structure) and optimal power-flow problems (for which $B$ has a symmetric sparsity pattern). Some statistics for these problems are given in Table 1 (§ 3.4).

Another implementation of the BG update has been developed by Reid (1976), (1982) as the Fortran package LA05 in the Harwell Subroutine Library. It strikes a compromise between dense and linked-list storage by using a whole row or column of $U_{k}$ as the "unit" of storage. Thus, the nonzeros in any one row of $U_{k}$ are held in contiguous locations of memory, as are the corresponding column indices, and an ordered list points to the beginning of each row. To facilitate searching, a similar data structure is used to hold just the sparsity pattern of each column (i.e., the row indices are stored, but not the nonzeros themselves; see Gustavson (1972)). This storage scheme is also suitable for computing an initial $L U$ factorization using the Markowitz criterion and threshold pivoting-a combination that has been eminently successful in practice, particularly on the structures mentioned above. Table 2 (§3.4) shows the sparsity of various initial factorizations $B_{0}=L_{0} U_{0}$ computed by subroutine LA05A, and the moderate rate of growth of nonzeros following $k$ calls to the BG update subroutine LA05C.

Given the row-wise storage scheme for the nonzeros of $U_{0}$, it was natural in LA05A for the stability test to be applied row-wise. (Thus, each diagonal of $U_{0}$ must not be too small compared to other nonzeros in the same row.) This standard threshold pivoting rule is appropriate for single systems, but unfortunately is at odds with the aim of the BG update. The effect is to control the condition of $U_{0}$, with no control on the size of the multipliers $\mu$ defining $L_{0}$.

A preferable alternative is to apply the threshold pivoting test column-wise, in order to control the condition of $L_{0}$. The resulting $L_{0}$, and hence all subsequent factors $L_{k}$, will then be a product of stabilized transformations $T_{j}$. It follows that the factors of $B_{k}$ are likely to be well conditioned if $B_{k}$ is well conditioned, even if $B_{0}$ is not.

In order to apply the column-wise stability test efficiently, the data structure for computing $U_{0}$ needs to be transposed. This and other improvements will be incorporated in a new version of LA05 (Reid, private communication).

At the Systems Optimization Laboratory we have recently implemented some analogous routines as part of a package LUSOL, which will maintain the factorization $L_{k} B_{k}=U_{k}$ following various kinds of updates. The matrices $B_{k}$ may be singular or rectangular, and the updates possible are column replacement, row replacement, rank-one modification, and addition or deletion of a row or a column. The condition of $L_{k}$ is controlled throughout for the reasons indicated above. We expect such a package to find many applications within optimization and elsewhere. One example will be to maintain a sparse factorization of the Schur-complement matrix $C_{k}$ (see §§ 3.5.4-3.6.2), often called the working basis in algorithms for solving mathematical programs that have special structure. GUB rows and imbedded networks are examples of such structure; see Brown and Wright (1981) for an excellent overview.
3.5.3. The Forrest-Tomlin update. The update of Forrest and Tomlin (1972) was developed as a means of improving upon the sparsity of the PF update while retaining the ability to use external storage where necessary. In fact the FT update is a restricted form of the BG update, in which no row interchanges are allowed when eliminating the bottom row of $P^{T} \tilde{U} P$. This single difference removes the fill-in difficulty (but at the expense of losing guaranteed numerical stability).

Algebraically, a new column $w_{k}$ is added to $U_{k-1}$, the $l_{k}$ th column and row are deleted, and the transformations $M$ are combined into a single "row" transformation $R_{k}=I+e_{l_{k}}\left(r_{k}-e_{l_{k}}\right)^{T}$. It can be shown that the required vectors satisfy

$$
\begin{equation*}
L_{k-1} w_{k}=v_{k}, \quad \text { and } \quad U_{k-1}^{T} r_{k}=e_{l_{k}}, \tag{3.16}
\end{equation*}
$$

and the new diagonal of $U_{k}$ is $r_{k}^{T} \boldsymbol{w}_{k}$. Most importantly, the multipliers $\mu$ are closely related to the elements of $r_{k}$, and these can be tested a posteriori to determine whether the update is acceptable (see also Tomlin (1975)). In practice a rather undemanding test such as $|\mu| \leqq 10^{6}$ must be used to avoid rejecting the update too frequently. The FT update is now used within several commercial mathematical programming systems.
3.5.4. Use of the Schur complement. The work of Bisschop and Meeraus (1977), (1980) has recently provided a new perspective on the problem of updating within active-set methods. Suppose that for each update a vector $v_{j}$ replaces the $l_{j}$ th column of $B_{0}$. A key observation is that the system $B_{k} x=b$ is equivalent to the system

$$
\left(\begin{array}{cc}
B_{0} & V_{k}  \tag{3.17}\\
I_{k} &
\end{array}\right)\binom{y}{z}=\binom{b}{0}
$$

where

$$
V_{k}=\left(v_{1} v_{2} \cdots v_{k}\right), \quad I_{k}=\left(e_{l_{1}} e_{l_{2}} \cdots e_{l_{k}}\right)^{T}
$$

Note that the rectangular matrix $I_{k}$ is composed of $k$ rows of the identity matrix corresponding to indices of columns that have been replaced. Since the equations $I_{k} y=0$ set $k$ elements of $y$ to zero, the remaining elements of $y$ and $z$ together give the required solution $x$. Similarly, the system $B_{k}^{T} y=d$ is equivalent to

$$
\left(\begin{array}{cc}
B_{0}^{T} & I_{k}^{T}  \tag{3.18}\\
V_{k}^{T} &
\end{array}\right)\binom{y}{z}=\binom{d_{1}}{d_{2}}
$$

if $d_{1}$ and $d_{2}$ are constructed from $d$ appropriately (with the aid of $k$ arbitrary elements, such as zero).

The matrix in (3.17) may be factorized in several different ways. In the next two sections we consider the simplest factorization

$$
\left(\begin{array}{cc}
B_{0} & V_{k}  \tag{3.19}\\
I_{k} &
\end{array}\right)=\left(\begin{array}{cc}
B_{0} & \\
I_{k} & C_{k}
\end{array}\right)\left(\begin{array}{cc}
I & Y_{k} \\
& I
\end{array}\right)
$$

where

$$
\begin{equation*}
B_{0} Y_{k}=V_{k}, \quad C_{k}=-I_{k} Y_{k} . \tag{3.20}
\end{equation*}
$$

The $k \times k$ matrix $C_{k}$ is the Schur complement for the partitioned matrix on the left-hand side of (3.19). It corresponds to a matrix of the ubiquitous form $D-W B^{-1} V$ (e.g., see Cottle (1974)).
3.5.5. A stabilized product-form update. From (3.17) and (3.19) we see that the vectors $y$ and $z$ needed to construct the solution of $B_{k} x=b$ may be obtained from the equations

$$
\begin{align*}
& B_{0} w=b  \tag{3.21a}\\
& C_{k} z=-I_{k} w  \tag{3.21b}\\
& y=w-Y_{k} z \tag{3.21c}
\end{align*}
$$

Similarly, the solution of $B_{k}^{T} y=d$ is obtained from the two linear systems

$$
\begin{align*}
& C_{k}^{T} z=d_{2}-Y_{k}^{T} d_{1},  \tag{3.22a}\\
& B_{0}^{T} y=d_{1}-I_{k}^{T} z \tag{3.22b}
\end{align*}
$$

Assuming that $Y_{k}$ is available, the essential operations in (3.21) and (3.22) are a solve
with $B_{0}$ and a solve with $C_{k}$. If $k$ is small enough (say, $k \leqq 100$ ), $C_{k}$ may be treated as a dense matrix. It is then straightforward to use an orthogonal factorization $Q_{k} C_{k}=$ $R_{k}\left(Q_{k}^{T} Q_{k}=I, R_{k}\right.$ upper triangular) or an analogous factorization $L_{k} C_{k}=U_{k}$ based on Gaussian elimination ( $L_{k}$ square, $U_{k}$ upper triangular). These factorizations can be maintained in a stable manner as $C_{k}$ is updated to reflect changes to $B_{k}$. (The updates involve adding and deleting rows and columns of $C_{k}$; see Gill et al. (1974).) The stability of the procedures (3.21) and (3.22) then depends essentially on the condition of $B_{0}$. In other words, if $B_{0}$ is well conditioned, we have a stable method for solving $B_{k} x=b$ for many subsequent $k$.

The method retains several advantages of the PF update. The vectors to be stored (columns of $Y_{k}$ ) satisfy $B_{0} y_{k}=v_{k}$, which is analogous to (3.11). These vectors should have sparsity similar to those in the PF update, and they can be stored sequentially (in compact form on an external file, if necessary). A further advantage is that whenever a column of $C_{k}$ is deleted, the corresponding vector $y_{k}$ may be skipped in subsequent uses of (3.21c). This gain would tend to offset the work involved in maintaining the factors of $C_{k}$. Because of the parallels, the method described here amounts to a practical mechanism for stabilizing an implementation based on the PF update.
3.5.6. The Schur-complement update. One of the aims of Bisschop and Meeraus (1977), (1980) was to give an update procedure whose storage requirements were independent of the dimension of $B_{0}$. This is achievable because the matrix $Y_{k}$ is not essential for solving (3.17) and (3.18), given $V_{k}$ and a "black box" for $B_{0}$. For example, (3.21c) may be replaced by

$$
\begin{equation*}
B_{0} y=b-V_{k} z \tag{3.23}
\end{equation*}
$$

and hence storage for $Y_{k}$ can be saved at the expense of an additional solve with $B_{0}$. Similarly, (3.22a) is equivalent to

$$
B_{0}^{T} w=d_{1}, \quad C_{k}^{T} z=d_{2}-V_{k}^{T} w,
$$

again involving a second solve with $B_{0}$. Note that the original data $V_{k}$ will usually be more sparse than $Y_{k}$, so that the additional expense may not be substantial.

The storage required for a dense orthogonal factorization of $C_{k}\left(\frac{3}{2} k^{2}\right)$ is small for moderate values of $k$. As with the PF update, any advance in solving linear equations is immediately applicable to the equations involving $B_{0}$.

The method is particularly attractive when $B_{0}$ has special structure. For example, certain linear programs have the following form:

$$
\begin{aligned}
& \operatorname{minimize} c^{T} x \\
& \text { subject to }\left(B_{0} \quad N\right) x=b, \\
& \quad l \leqq x \leqq u
\end{aligned}
$$

where $B_{0}$ is a square block-diagonal matrix:

$$
B_{0}=\operatorname{block}-\operatorname{diag}\left(D_{0} D_{1} \cdots D_{N}\right) .
$$

Assuming that the square matrices $D_{j}$ are well conditioned, $B_{0}$ provides a natural starting basis for the simplex method.

With the Schur-complement (SC) update, an iteration of the simplex method on such a problem requires four solves with $B_{0}$, and hence four solves with each matrix $D_{j}$. In certain applications, the matrices $D_{j}$ are closely related to $D_{0}$ (e.g., in timedependent problems), in which case a further application of the Schur-complement technique would be appropriate. A simplex iteration then involves only solves with $D_{0}$.

This is a situation in which one factorization is followed by hundreds or even thousands of solves (involving both $D_{0}$ and $D_{0}^{T}$ ). Thus, it is useful for black-box solvers to be tuned to the case of multiple right-hand sides.
3.5.7. The partitioned $\boldsymbol{L} \boldsymbol{U}$ update. Recall that the PF approach accumulates updates in a single file, while the BG and FT methods seek to reduce the storage required for the updates by updating two separate factors (one implicitly through a file of updates, the other explicitly). Here we suggest leaving $L_{0}$ and $U_{0}$ unaltered (in effect, treating them as two "black boxes" for solving linear systems), and accumulating two files of updates. In place of the block factorization (3.19) we can write

$$
\left(\begin{array}{cc}
B_{0} & V_{k}  \tag{3.24}\\
I_{k} &
\end{array}\right)=\left(\begin{array}{cc}
L_{0} & \\
R_{k} & C_{k}
\end{array}\right)\left(\begin{array}{cc}
U_{0} & W_{k} \\
& I
\end{array}\right)
$$

with the same definition (3.20) of $C_{k}$. After the $k$ th update, the new column of $W_{k}$ and row of $R_{k}$ satisfy

$$
\begin{equation*}
L_{0} w_{k}=v_{k} \quad \text { and } \quad U_{0}^{T} r_{k}=e_{l_{k}} . \tag{3.25}
\end{equation*}
$$

The similarity of (3.25) with the equations (3.16) for the FT update leads us to suppose that the storage requirements would be at least as low as for the FT update. Apart from the need to store and update $C_{k}$, all implementation advantages are retained (in fact improved upon, since $U_{0}$ is not altered). As with the PF and SC updates, the stability depends primarily on the condition of $B_{0}$. We could therefore regard the factorization (3.24) as a practical and stable alternative to the FT update.
3.5.8. Avoiding access to $\boldsymbol{B}_{\mathbf{0}}$. In active-set methods, it is often necessary to solve the equations $B_{k} x=v$, where $v$ is a column of the matrix $\mathscr{A}$. Although $v$ will not be a column of $B_{k}$, it could be a column of $B_{0}$. If $B_{0}$ were not stored in main memory, it would be desirable to access its columns as seldom as possible. In this section we shall show that with the PF update or the Schur-complement updates, the elements of $B_{0}$ need not be accessed once the initial factorization has been completed.

Assume that $v$ is the $l$ th column of $B_{0}$, so that $v=B_{0} e_{l}$ by definition. For the PF update it follows by substituting the expression for $v$ in (3.13) that

$$
T_{1} \cdots T_{k} x=e_{l}
$$

which gives an equation for $x$ that does not involve $v$ or $B_{0}$. With the Schur-complement approach, (3.21a) reduces to $w=e_{l}$, while (3.23) can be rearranged to give $B_{0}\left(y-e_{l}\right)=$ $-V_{k} z$. In either case, when solving for $x$ we can avoid not only an explicit reference to the elements of $B_{0}$ but also a solve with $B_{0}$.

Similarly, it is often necessary to solve $B_{k}^{T} y=d$ and then to form $\gamma_{j}=y^{T} v_{j}$ for each column $v_{j}$ that has been replaced in $B_{0}$. (The quantities $\gamma_{j}$ are the reduced costs or reduced gradients for variables that have been removed from $B_{0}$.) If $t$ denotes the product $B_{0}^{T} y$, then by definition of $v_{j}$ it follows that $y^{T} v_{j}=t^{T} e_{l_{j}}$. With both the PF and the Schur-complement updates, $t$ is a by-product of the procedure for computing $y$. Thus, $t$ and all relevant values $\gamma_{j}$ are available at no cost.

These results confirm that $B_{0}$ need exist only in the form of a "black box" for solving linear systems.
3.6. Other applications of the Schur-complement update. Historically, the formulation LCP has been used because it involves only column updates to $B_{k}$, which have appeared to be the least difficult kind of update to implement for sparse problems. However, the Schur-complement approach also applies to more general sequences of
related square systems. As with column replacement, the key is to solve a partitioned system that involves the original matrix.
3.6.1. Unsymmetric rank-one updates. Consider the case in which $B_{0}$ undergoes a sequence of rank-one modifications:

$$
B_{k}=B_{k-1}+v_{k} s_{k}^{T} \equiv B_{0}+V_{k} S_{k}^{T}
$$

The solution of $B_{k} x=b$ is part of the solution of the extended system

$$
\left(\begin{array}{cc}
B_{0} & V_{k}  \tag{3.26}\\
S_{k}^{T} & -I
\end{array}\right)\binom{x}{z}=\binom{b}{0}
$$

(Kron (1956), Bisschop and Meeraus (1977)). Given factorizations of $B_{0}$ and the Schur complement $C_{k} \equiv-I-S_{k}^{T} B_{0}^{-1} V_{k}$, the solution may be obtained from

$$
C_{k} z=-S_{k}^{T} w, \quad B_{0} x=b-V_{k} z
$$

where $B_{0} w=b$. An alternative that would require more storage but less work could be obtained by using $B_{0}=L_{0} U_{0}$ and storing the vectors defined by $L_{0} w_{k}=v_{k}, U_{0}^{T} r_{k}=s_{k}$. Let $R_{k}$ denote the matrix whose $j$ th column is $r_{j}$, and similarly for $W_{k}$. In this case, the solution of (3.26) would be obtained from

$$
C_{k} z=-R_{k}^{T} v \quad U_{0} x=v-W_{k} z
$$

where $L_{0} v=b$. Either approach is an alternative to updating a factorization of $B_{k}$ itself (e.g., Gille and Loute (1981), (1982)), which is even more difficult to implement than the BG update.

We emphasize that column or row replacements are best treated as a special case, not as a sequence of general rank-one modifications.
3.6.2. A symmetric Schur-complement update. It was observed in $\S 3.1$ that in some circumstances the search direction can be computed by solving the linear system (3.2) involving the augmented matrix

$$
M_{k}=\left(\begin{array}{ll}
H_{k} & A_{k}^{T}  \tag{3.27}\\
A_{k} &
\end{array}\right)
$$

Within an active-set method, changes in the status of fixed and free variables lead to changes in $H$ and $A$. When a variable becomes fixed, the corresponding row and column of $M_{k}$ are deleted; when a variable is freed, a new row and column of $M_{k}$ are added.

Instead of updating a factorization of $M_{k}$, we can start with some $M_{0}$ and work with an augmented system of the form

$$
\left(\begin{array}{cc}
M_{0} & S_{k} \\
S_{k}^{T} &
\end{array}\right) .
$$

If a variable is fixed at the $k$ th change, the $k$ th column of $S_{k}$ is an appropriate coordinate vector; if the $l$ th variable is freed, the column is

$$
s_{k}=\binom{h_{l}}{a_{l}}
$$

where $h_{l}$ is obtained from the $l$ th column of the full Hessian, and $a_{l}$ is the $l$ th column of $\mathscr{A}$. The solution of the augmented system corresponding to the $k$ th working set can then be obtained using a factorization of $M_{0}$ and a factorization of the Schur complement $C_{k}=-S_{k}^{T} M_{0}^{-1} S_{k}$.
3.7. Linear and quadratic programming. Two important special cases of LCP are linear and quadratic programs. Since there are no user-supplied functions, the computation in linear and quadratic programming methods involves primarily linear algebraic operations.
3.7.1. Large-scale linear programming. Large-scale linear programs occur in many important applications, such as economic planning and resource allocation. Methods and software for large-scale LP have thus achieved a high level of sophistication, and many of the techniques discussed in § 3 were designed originally for use within the simplex method.

Much research has involved linear programs with special structure in the constraint matrix-for example, those arising from networks or time-dependent systems. It is impossible to summarize methods for specially-structured linear programs in a survey paper of this type. However, to illustrate the flavor of the work, we consider staircase linear programs (which were used in the examples of § 3.4). These arise in modeling time-dependent processes; the recent book edited by Dantzig, Dempster and Kallio (1981) is entirely devoted to such problems. It has long been observed that the simplex method tends to be less efficient on staircase problems than on general LPs. To correct this deficiency, work has tended to proceed in two directions. First, the simplex method can be adapted to take advantage of the staircase structure, by using special techniques for factorizing, updating, and pricing (Fourer (1982)). Second, special-purpose methods can be designed to exploit particular features of the problem. For staircase problems, several variations of the decomposition approach (Dantzig and Wolfe (1960)) have been suggested. The basic idea is to solve the problem in terms of smaller, nearly independent, subproblems.
3.7.2. Large-scale quadratic programming. A general statement of the quadratic programming problem is

$$
\begin{aligned}
& \underset{x \in \mathbb{R}^{n}}{\operatorname{minimize}} c^{T} x+\frac{1}{2} x^{T} H x \\
& \text { subject to } \mathscr{A} x=b, \\
& \quad l \leqq x \leqq u,
\end{aligned}
$$

where $H$ is a symmetric matrix.
An early approach to quadratic programming was to transform the problem into a linear program, which is then solved by a modified LP method (e.g., Beale (1967)). The most popular quadratic programming algorithms are now based on the active-set approach described in § 3.1 (for a comprehensive survey of QP methods, see Cottle and Djang (1979)), and the search direction is defined by the subproblem (3.1). Efficient methods for sparse quadratic programs thus involve specializing the techniques discussed in $\S 3.3$ for the special case when the Hessian is constant.
4. Nonlinearly constrained optimization. The nonlinearly constrained optimization problem is assumed to be of the following form:

NCP

$$
\begin{array}{r}
\underset{x \in \mathbb{R}^{n}}{\operatorname{minimize}} F(x) \\
\text { subject to } c(x)=0, \\
l \leqq x \leqq u,
\end{array}
$$

where $c(x)$ is a vector of $m$ nonlinear constraint functions. We shall assume that these
constraints are "sparse", in the sense that the $m \times n$ Jacobian matrix $A(x)$ of $c(x)$ is sparse. For simplicity, we shall usually not distinguish between linear and nonlinear constraints in $c(x)$. However, it is usually considered desirable to treat linear and nonlinear constraints separately.

Problems with nonlinear constraints are considerably more difficult to solve than those with only linear constraints. There is an enormous literature concerning methods for nonlinear constraints; recent overviews are given in Fletcher (1981) and Gill, Murray and Wright (1981). In this section, we shall concentrate on the impact of sparsity rather than attempt a thorough discussion of the methods.

One aspect of NCP that is directly relevant to sparse matrix techniques is that any superlinearly convergent algorithm must consider the curvature of the nonlinear constraint functions, and thus the Hessian of interest is the Hessian of the Lagrangian function rather than the Hessian of $F$ alone. Let the Hessian of the Lagrangian function be denoted by $W(x, \lambda) \equiv H(x)-\sum_{i=1}^{m} \lambda_{i} H_{i}(x)$, where $H_{i}$ is the Hessian of $c_{i}$. At first, it might appear unlikely that this matrix would be sparse, since it is a weighted sum of the Hessians of the objective function and the constraints. However, sparsity in the gradient of a nonlinear constraint always implies sparsity in its Hessian matrix. For example, if the gradient of $c_{i}(x)$ contains five nonzero components, the corresponding Hessian matrix $H_{i}(x)$ can have at most 25 nonzero elements. Furthermore, there is often considerable overlap in the positions of nonzero elements in the Hessians of different constraints. Thus, in practice the Hessian of the Lagrangian function is often very sparse.

The usual approach to solving NCP is to construct a sequence of unconstrained or linearly constrained subproblems whose solutions converge to that of NCP. Early methods included unconstrained subproblems based on penalty and barrier functions (see Fiacco and McCormick (1968)). Unfortunately, these methods suffer from inevitable ill-conditioning; they have for the most part been superseded by more efficient methods.
4.1. Augmented Lagrangian methods. Augmented Lagrangian methods were motivated in large part by the availability of good methods for unconstrained optimization. The original idea was to minimize an approximation to the Lagrangian function that has been suitably augmented (by a penalty term) so that the solution is a local unconstrained minimum of the augmented function (Hestenes (1969), Powell (1969)).

In particular, an augmented Lagrangian method can be defined in which $x_{k+1}$ is taken as the solution of the subproblem

$$
\begin{align*}
& \underset{x \in: \mathbb{R}^{n}}{\operatorname{minimize}} L_{A}\left(x, \lambda_{k}, \rho_{k}\right) \\
& \text { subject to } l \leqq x \leqq u, \tag{4.1}
\end{align*}
$$

where the augmented Lagrangian function $L_{A}$ is defined by

$$
\begin{equation*}
L_{A}(x, \lambda, \rho) \equiv F(x)-\lambda^{T} c(x)+\frac{\rho}{2} c(x)^{T} c(x) . \tag{4.2}
\end{equation*}
$$

The vector $\lambda_{k}$ is an estimate of the Lagrange multiplier vector, and $\rho_{k}$ is a suitably chosen nonnegative scalar. Alternatively, it is possible to treat any general linear constraints by an active-set method (§3.1), and to include only nonlinear constraints in the augmented Lagrangian function. Whatever the definition of the subproblem, the algorithm has a two-level structure-"outer" iterations (corresponding to different subproblems) and "inner" iterations (within each subproblem).

The Hessian of interest when solving (4.1) is the Hessian of $L_{A}$ (4.2), which is $W\left(x, \lambda_{k}\right)+\rho_{k} A(x)^{T} A(x)$. The sparsity patterns of $W(x, \lambda)$ and the Hessian matrix of $L_{A}$ are sometimes very similar. Hence, techniques designed to use an explicit sparse Hessian may be applied to (4.1).

The Jacobian matrix $A(x)$ need not be stored explicitly in order to solve the subproblem (4.1). If a fairly accurate solution of (4.1) is computed, an improved Lagrange multipler estimate may be obtained without solving any linear systems involving $A(x)$. However, in several recent augmented Lagrangian methods, (4.1) is solved only to low accuracy in order to avoid expending function evaluations when $\lambda_{k}$ is a poor estimate of the optimal multipliers; in this case, some factorization of the matrix $A\left(x_{k+1}\right)$ is required to obtain an improved Lagrange multiplier estimate (by solving either a linear system or a linear least-squares problem). The relevance of the storage needed for the Jacobian and/or a factorization depends on the number of nonlinear constraints and the sparsity of the Jacobian.
4.2. Linearly constrained subproblems. The solution of NCP is a minimum of the Lagrangian function in the subspace defined by the gradients of the active constraints. This property leads to a class of methods in which linearizations of the nonlinear constraints are used to define a linearly constrained subproblem, of the form

$$
\begin{gather*}
\underset{x \in \Re^{n}}{\operatorname{minimize}} F(x)-\lambda_{k}^{T}\left(c(x)-A_{k} x\right) \\
\text { subject to } A_{k}\left(x-x_{k}\right)=-c_{k},  \tag{4.3}\\
l \leqq x \leqq u,
\end{gather*}
$$

where $c_{k}$ and $A_{k}$ denote $c\left(x_{k}\right)$ and $A\left(x_{k}\right)$ (Robinson (1972), Rosen and Kreuser (1972)). With this formulation, the Lagrange multipliers of the $k$ th subproblem may be taken as the multiplier estimate $\lambda_{k+1}$ in defining the next subproblem, and will converge to the true multipliers at the solution. When $c(x)$ contains both linear and nonlinear functions, only the nonlinear functions need be included in the objective function of (4.3). Under suitable assumptions, the solutions of the subproblems converge quadratically to the solution of NCP. A further benefit of the subproblem (4.3) is that linear constraints may be treated explicitly.

One of the important conditions for convergence with the subproblems (4.3) is a "sufficiently close" starting point; thus, some procedure must be used to prevent divergence from a poor value of $x_{0}$. Rosen (1980) suggested a two-phase approach, starting with a penalty function method. In the MINOS/AUGMENTED system of Murtagh and Saunders (1982), the objective function of the subproblem is defined as a modified augmented Lagrangian of the form

$$
\begin{equation*}
\tilde{L}_{A}\left(x, \lambda_{k}, \rho_{k}\right) \equiv F(x)-\lambda_{k}^{T} \tilde{c}_{k}(x)+\frac{\rho_{k}}{2} \tilde{c}_{k}(x)^{T} \tilde{c}_{k}(x) \tag{4.4}
\end{equation*}
$$

where

$$
\tilde{c}_{k}(x)=c(x)-\left(c_{k}+A_{k}\left(x-x_{k}\right)\right) .
$$

Methods based on solving (4.3) have several benefits for sparse problems. The ability to treat linear constraints explicitly is helpful for the many large problems in which most of the constraints are linear. As noted in the Introduction, it is often a feature of sparse problems that the cost of evaluating the problem functions is dominated by the sparse matrix operations. The superiority of SQP methods (§ 4.3.2) for dense problems results from the generally lower number of function evaluations
compared to methods based on (4.3); for sparse problems, however, the function evaluations required to solve (4.3) may be insignificant compared to the savings that would result from solving fewer subproblems. If an active-set method of the type described in § 3.3.1 is applied to (4.3), only the projected Hessian needs to be stored (rather than the full Hessian). Thus, methods based on (4.3) will tend to be more effective than augmented Lagrangian methods for problems in which the Hessian of the Lagrangian function is not sparse and the projected Hessian can be stored as a dense matrix.
4.3. Methods based on linear and quadratic programming. We now consider two classes of methods in which the subproblems are solved without evaluation of the problem functions (in contrast to the methods of $\S \S 4.1$ and 4.2).
4.3.1. Sequential linear programming methods. Because of the availability and high quality of software for sparse linear programs, a popular technique for solving large-scale problems has been to choose each iterate as the solution of an LP subproblem; we shall call these sequential linear programming (SLP) methods. They were first proposed by Griffith and Stewart (1961); for a recent survey, see Palacios-Gomez, Lasdon and Engquist (1982).

One crucial issue in an SLP method is the definition of the linear functions in the subproblem. A typical formulation is

$$
\begin{aligned}
& \underset{x \in \Re \mathbb{R}^{n}}{\operatorname{minime}} g_{k}^{T}\left(x-x_{k}\right) \\
& \text { subject to } A_{k}\left(x-x_{k}\right)=-c_{k}, \\
& \quad l \leqq x \leqq u .
\end{aligned}
$$

With some formulations, the LP may not be well posed-for example, there may be fewer constraints than variables. The usual way of ensuring a correctly posed subproblem is to include additional constraints on the variables, such as bounds on the change in each variable. In general, the latter are also needed to ensure convergence.

SLP methods have the advantage that the subproblems can be solved using all the technology of sparse LP codes. They tend to be efficient on two types of problems: those with nearly linear functions, particularly slightly perturbed linear programs; and those in which the functions can be closely approximated by piecewise linear functions (e.g., the objective function is separable and convex). Unfortunately, on general problems SLP methods are at best linearly convergent unless the number of active constraints at the solution is equal to the number of variables. Furthermore, the speed of convergence critically depends on the technique that defines each subproblem.

Recently, some of the techniques used in SQP methods (§ 4.3.2) have been applied to the SLP approach-such as the use of a merit function to ensure progress after each outer iteration. Such techniques cannot be expected to improve the asymptotic rate of convergence of SLP methods, but they should improve robustness and overall effectiveness.

Beale (1978) has given a method that is designed to make extensive use of an existing LP system. The nonlinearly constrained problem is assumed to be of the form

$$
\begin{align*}
& \underset{x, y}{\operatorname{minimize}} c(x)^{T} y \\
& \text { subject to } A(x) y=b(x),  \tag{4.5}\\
& l \leqq x \leqq u, \\
& v \leqq y \leqq w .
\end{align*}
$$

A special nonlinear algorithm is then used to adjust $x$; for each value of $x$, a new estimate $y$ is determined by solving an LP.
4.3.2. Sequential quadratic programming methods. The most popular methods in recent years for dense nonlinearly constrained problems are based on solving a sequence of quadratic programming subproblems (see Powell (1982) for a survey). At iteration $k$, a typical QP subproblem has the form

$$
\begin{aligned}
& \underset{p \in \mathfrak{R}^{n}}{\operatorname{minimize}} \frac{1}{2} p^{T} H_{k} p+g_{k}^{T} p \\
& \text { subject to } A_{k} p=-c_{k} \\
& \quad l-x_{k} \leqq p \leqq u-x_{k},
\end{aligned}
$$

where $H_{k}$ is an approximation to the Hessian of the Lagrangian function. The solution of the QP subproblem is then used as the search direction $p_{k}$ in (1.1). The step $\alpha_{k}$ is chosen to achieve a suitable reduction in some merit function that measures progress toward the solution. In the dense case, the most popular method is based on taking $H_{k}$ as a positive-definite quasi-Newton approximation to the Hessian (Powell (1977)). However, the many options in defining the QP subproblem have yet to be fully understood and resolved (see Murray and Wright (1982), for a discussion of some of the critical issues).

Further complex issues are raised when applying an SQP method to sparse problems (see, e.g., Gill et al. (1981)). The general development of methods has been hampered because methods for sparse quadratic programming are only just being developed, and are not yet generally available for use within a general nonlinear algorithm. However, Escudero (1980) has reported some success with an SQP implementation in which a sparse quasi-Newton approximation is used for $H_{k}$ (see also § 3.7.2).
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# THE SOFTWARE SCENE IN THE EXTRACTION OF EIGENVALUES FROM SPARSE MATRICES* 
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#### Abstract

The class of users of programs in the area is discussed and split into the intensive and the sporadic subsets. Available software for each group is reviewed and some current developments are outlined.
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1. Introduction. It is quite possible to discuss software without reference to the applications for which it is needed. For basic supportive calculations, such as extracting roots and evaluating trigonometric functions, the set of users is too diverse to warrant description. Computations with small matrices for normal scientific use are in such a good state that there is really no need to know the application in order to understand the algorithm. At the other extreme it is essential to have some grasp of the problems of weather prediction in order to appreciate the software that has been developed for that daunting task.

Although eigenvalue calculations involving large sparse matrices are not as difficult as solving the coupled nonlinear differential equations governing the weather, they are at the frontier of our expertise. Moreover the cost of a big computation depends on the billing algorithm in the operating system and this can be complicated (not to say arbitrary). Unfortunately the price of generality in programs is high. Consequently it does help to know something of what today's users really want.

For those readers unacquainted with the state of the art in small eigenvalue computations we tell the EISPACK story in § 2. EISPACK is a definitive set of routines for dense matrices. The next two sections deliver the result of our inquiry into the community of users of sparse eigenvalue programs. The sad conclusion is that there are a good number of such programs, they are heavily used, they were often developed outside the numerical analysis community and would not be judged adequate by EISPACK standards. Nevertheless these programs seem to be tuned to their users' needs and perform adequately inside packages addressed to specific ambitious tasks. Nevertheless greater reliability is needed before human beings need not be concerned with the sparse matrix phase of their challenging computations.

Section 5 describes the striking difference between methods for dense matrices and methods for sparse matrices.

Section 6 does describe the contributions of the numerical analysts to the sparse eigenvalue problem. At the time of this writing none of them sits inside a large applications package and so their usage is very light on the national scene. These codes are important standard bearers but should be regarded as the front runners in a race that is not yet over. The massive testing phase which characterized EISPACK has not been applied to the codes mentioned in this section.

Section 7 contrasts subspace iteration with the Lanczos algorithm, § 8 mentions a couple of simple points whose importance has become more widely appreciated

[^57]during the five years since the 1978 sparse matrix meeting. Finally § 9 describes some software that is still under development.

Terminology. It is vital to science that one not be more precise than is necessary for the purpose in hand. In this essay words like small, large and sparse play a key role. Yet their meaning will depend on the user's computing system.

We say that an $n \times n$ matrix is small if two $n \times n$ arrays can be held in the fast store, in addition to any programs that are needed; otherwise the matrix is large. This binary distinction should not be pressed too hard or it will crumble. The purists say that a matrix is sparse if it has only a few nonzero elements in each row, not more than 50 say. By this definition a matrix with $90 \%$ of its elements zero would not be sparse because $(1 / 10) n^{2}>50 n$ for large enough $n(n>500)$.

Our definition suggests that it is reasonable to use similarity transformations to help find the eigenvalues of small matrices. Our definition also suggests that one should cherish the zero elements of sparse matrices.

The exploitation of sparsity in the execution of triangular factorization has given rise to a valuable and vigorous research area called sparse matrix technology. The reviews of Duff describe it well (Duff (1983)). It turns out that this technology is not directly relevant to eigenvalue problems. There are two classes of methods: those that employ explicit nondiagonal similarity transformations and those that do not. That is all. If it is attractive to use explicit similarity transformations then please use them. Our concern here is with the other class, whatever the character of the matrix.
G.W. Stewart (1976) gave a concise review of numerical methods for sparse eigenvalue problems. That reference covers the background of most of the software we discuss here. Since then there have been important refinements to the Lanczos algorithm. Both Davidson's method and the ideas sketched in the section on recent developments are of more recent vintage.
2. EISPACK. EISPACK is an organized collection of some 40 FORTRAN subroutines which compute some or all eigenvalues of a given matrix with or without the corresponding eigenvectors. This large number of subroutines reflects the yearning for efficiency. EISPACK has special techniques for real matrices, for symmetric matrices, for tridiagonal matrices ( $a_{i j}=0$ if $|i-j|>1$ ), and for upper Hessenberg matrices ( $a_{i j}=0$ if $i-j>1$ ).

The first issue of EISPACK appeared in 1974. The package was distributed by the code center of the Argonne National Laboratory, Argonne, Illinois, and the indispensable EISPACK guide was published by Springer-Verlag (Smith et al. (1974)). To complete most eigenvalue calculations it is necessary to invoke more than one subroutine. For example, a nonsymmetric matrix $B$ might be first "balanced" by a diagonal similarity transformation, $B \rightarrow D B D^{-1}=: C$; next $C$ is reduced to Hessenberg form, $C \rightarrow P^{t} C P=: H$ with $P$ orthogonal, and then $H$ is reduced to quasi-triangular form $T$ (to within working accuracy), $H \rightarrow Q^{t} H Q=: T$ with $Q$ orthogonal. The eigenvalues of $B$ are found along the diagonal of $T$.

A second edition of EISPACK appeared in 1977 (Garbow et al. (1977)) and a third appeared in 1983. Each edition removed blemishes found in some subroutines and added new programs. We enlarge on this topic further on.

A remarkable aspect of EISPACK is that its first version deliberately eschewed the production of new algorithms. The goal was "simply" to translate into FORTRAN some of the ALGOL programs in the famous Handbook for Automatic Computation, Volume II, Linear Algebra, J. H. Wilkinson and C. Reinsch (1971). The authors were the acknowledged leaders in the art of matrix computations. The Handbook appeared
in 1971 and represented a truly international cooperation. Not all the programs were written by Wilkinson or Reinsch but each contribution was carefully scrutinized by them and, more often than not, improvements were incorporated into the final versions. Moreover most of the programs had already been published in Numerische Mathematik and so had been refereed, and tested, and were available in the public domain.

Why mention these details? Because the exercise of translating these ALGOL programs into FORTRAN was far from trivial and, incredible as it may seem, blemishes were found in a number of the Handbook's programs. Of course, the EISPACK team was aiming high. One aim of the enterprise was to examine the variations in performance when the programs were used on most of the operating systems available at that time. For example, there are virtual memory systems in which storage is split up into pages. The system's algorithm for fetching pages, when they are not present, can have a strong effect on the time needed to execute a matrix computation. Fortunately it was possible to express the algorithms so that they would perform adequately on all the major systems.

The next aspect of EISPACK that should be remembered is the massive effort at testing the programs, in an adversary manner, before their release. About 15 computing groups in the USA and Canada agreed to install and test the trial programs they received from Argonne. As bugs and blemishes were uncovered there were several iterations on the programs.

A nasty thought must be stirring in the reader's mind. How can an algorithm be published in Numerische Mathematik after careful refereeing, be subject to scrutiny and testing by Wilkinson and Reinsch prior to inclusion in the Handbook, be translated into FORTRAN by the EISPACK team with close attention to detail, be tested by various sites charged with that duty, and yet retain a bug or even a blemish? Either the people involved in this development are not truly competent or there is more to the production of software for the mass market than meets the eye. If the latter, then what precisely are the difficulties? We all await a succinct description of the intellectual problems that would establish mathematical software as a genuine subdiscipline of computer science.

Last, but not least, we should emphasize the effort expended by the team on the documentation and uniform coding style. It is a mistake to speak of "good" documentation because documentation which satisfies A may not be suitable for B. It is reasonable to speak of documentation being suitable for a given class of users. The EISPACK Guide has intimidated some people but, at the time it appeared, it glowed with virtue in comparison with most other samples of documentation. Moreover nothing on this scale had been attempted before by the experts on mathematical software.

Inadvertently EISPACK has provided a common vocabulary (the names of its subroutines) to eigenvalue hunters. EISPACK was a highly visible distillation of what had been learnt by the matrix eigenvalue community during the previous 20 years. It was good for public relations. It predated LINPACK by 3 or 4 years and yet most people consider the eigenvalue problem to be significantly more difficult than the linear equations problem. We will not try to explain this anomaly.

To numerical analysts EISPACK seemed to be the solution to the practical eigenvalue problem. What else remained?

1. EISPACK routines are not fast enough for signal processing applications where the output is needed in microseconds, see Speiser and Whitehead (1982).
2. EISPACK manipulates matrices as conventional two-dimensional arrays or uses a conventional one-dimensional representation of symmetric matrices. Except for the tridiagonal and Hessenberg form, EISPACK does not try to exploit zero elements
in the original matrix. Moreover the stable similarity transformations used by most of the subroutines will quickly destroy any initial sparsity. The fixed in-core data structure makes EISPACK codes nearly independent of the computer and operating system. This crucial property permits a definitive package of FORTRAN programs to be of general use.

The field is not dead by any means. As users become more sophisticated they are finding more and more need for eigenvalues and eigenvectors, usage grows.

As the fast storage capacity of many computer systems continues to grow so does the domain of EISPACK. Sound advice to a casual user is to use EISPACK whenever possible, even if the matrix is 500 by 500 and sparse.

Who will then remain unsatisfied? The next section supplies an answer.
3. Who wants eigenvalues of large, sparse matrices? EISPACK subroutines have been used quite extensively and it has been assumed that the population of users is so large and so diverse that there is little point in examining the market more closely. Yet conversations with a variety of users over several years have forced the author to the following surprising explanation of the current state of affairs.

The market for eigenvalue programs can be divided into two quite different camps: intensive users and sporadic users. The intensive users already spend (in total) a few million dollars a year on the extraction of eigenvalues because spectral analysis is essential to their daily work. They need efficiency and have already crafted their programs to exploit the special features of their tasks. General purpose programs with meticulous code designed to cope with any difficulty which might arise are not cost effective for this group. Of course, the more enlightened intensive users will collaborate with experts as their special purpose software evolves to meet more exacting demands. Actually the class of intensive eigenvalue hunters also splits into two quite distinct subclasses: those with small, dense matrices in signal processing and those who generate larger and larger matrices as they make their mathematical models more realistic. The signal processors may be driven to solve their problems with hardware rather than software and we will concentrate here on the large matrix problem.

The sporadic user has neither the incentive nor the inclination to study matrix methods. The need for some eigenvalues arises and the user wants to obtain them with minimal fuss. Reliability is more important than efficiency and EISPACK is the answer to his prayers. We suggest that the number of sporadic users whose matrices are too large for EISPACK is currently very low.

The foregoing remarks do not lessen the value of developing good methods for all sorts of large eigenvalue problems. The number of sporadic users will increase.

## 4. Intensive users.

4.1. Structural engineers. Most eigenvalue calculations arise at the heart of analyses of structures subject to small vibrations. There is an $n \times n$ global stiffness matrix $K$ and an $n \times n$ global mass matrix $M$. Both are symmetric and real, $K$ is positive definite. The usual task is to find all the eigenvalues $\lambda_{i}$ in a given interval at the left end of the spectrum (i.e., near 0 ), together with their eigenvectors $z_{i}$,

$$
\left(K-\lambda_{i} M\right) z_{i}=0, \quad i=1,2, \cdots .
$$

The $z_{i}$ determine the shapes of the fundamental modes of vibration of the structure and the $\lambda_{i}$ determine the associated natural frequencies $2 \pi / \sqrt{\lambda_{i}}, i=1,2, \cdots$.

The nonzero elements of $K$ and $M$ are integrals and more arithmetic operations are needed to form $K$ and $M$ than to compute a few eigenvalues.

In 1978 one company paid $\$ 12,000$ to obtain 30 eigenvalue/vector pairs for a problem with $n=12,000$. This cost excludes program development. A good finite element package was used with the technique called subspace iteration for the eigenvalue extraction. Professor E. Wilson (Civil Engineering Department, University of California, Berkeley) estimates that structural engineers spent about $\$ 10$ million in 1978 on eigenvalue computations. A typical problem today will have $n=500$, and 20 modes will be computed. Nevertheless, there is continued demand to analyze more complicated structures in greater detail. Problems with $n>10,000$ and 400 modes have been solved. There is current interest in the vibration of piping systems in modern nuclear reactors.
4.2. Quantum chemists. The method of configuration interaction (CI) has become the preferred technique for deducing observable properties of real (or hypothetical) molecules from their detailed electronic structure. The CI method approximates the solution of the clamped nuclei Schrödinger equation by expanding it in terms of orthogonal functions made out of products of single and double electron spin orbitals. More details are given in Shavitt (1977) and Davidson (1983). These papers show that interesting, difficult, special eigenvalue problems are being solved quite independently of the numerical analysis community. Great ingenuity goes into the calculation of the real symmetric matrix $H$ ( $H$ for Hamiltonian). The nonzero elements of $H$ are multiple integrals and constitute only $10 \%$ of the positions. Unfortunately they are scattered over the matrix in a way that precludes any simple structural template. Each eigenvector represents a wave function and its eigenvalue is the energy of the associated state.

In these chemical computations the determination of $H$ requires 10 to 100 times more work than the extraction of the eigenvector belonging to the smallest (i.e., most negative) eigenvalue. Davidson estimates that $\$ 100,000$ is spent per year in the USA on eigenvalue/vector computations in chemistry. Usually only the smallest pair is required. A typical calculation has the order $n=10,000$, but this is expected to increase sharply. During the summer of 1982 the ethylene molecule $\mathrm{C}_{2} \mathrm{H}_{4}$ was analyzed in collaborative work at Cambridge University and the University of California, Berkeley. For this problem

$$
n=1,046,758 .
$$

This calculation demonstrated convincingly the need to include excited states in the expansion. In other words the simpler models in CI are not adequate for the detail required in current investigations.

It is sad that most numerical analysts have never heard of the special eigenvalue methods invented by the chemists. These are described in Davidson (1983).
4.3. Plasma physicists. An interesting nonsymmetric application occurs in resistive magneto-hydrodynamics (MHD) theory that combines Maxwell's and fluid flow equations. The hot plasma is confined by magnetic fields. MHD equilibria and their stability are of special interest. Resistivity $(\eta \neq 0)$ is the most important nonideal effect since the related instabilities cause the plasma to break away from the magnetic field.

The spectrum of the normal modes connected with linearized perturbations around an equilibrium state is to be computed. The equilibria considered have cylindrical symmetry and depend only on the radius $r$. This symmetry permits separation of variables in the perturbed state $x$

$$
x(r, \vartheta, z, t)=e^{\gamma t} x(r) \exp [i(m \vartheta+n z / L)],
$$

where $\gamma$ is the crucial growth rate, $L$ is a length, and $m, n$ characterize the perturbation. Then $x(r)$ satisfies the equation

$$
\gamma x=f(x, \eta, \text { equilibrium }),
$$

where $f$ is a nonhermitian operator involving space derivatives only. This equation is usually solved by applying a finite element Galerkin procedure that yields the matrix eigenvalue problem

$$
F c=\gamma M c,
$$

where $c$ is the vector expansion coefficient of $x(r)$ and $\gamma$ is the (complex) growth rate, $F$ is nonhermitian, $M$ is symmetric positive definite and each matrix is block tridiagonal. Their order is $d=12 N$, where $N$ denotes the number of radial mesh points.

In one center (the Max Planck Institute of Munich) $N$ is currently taken as 50 and the problem is solved by band $Q R$ (on a Cray-1S)! If any eigenvalue $\gamma$ has a positive real part then there is an exponentially growing instability in the equilibrium. The spectrum of the operator $f$ is quite complicated, containing different branches: namely the fast, slow and Alfven modes. It has been found that only in ideal MHD ( $\eta \equiv 0$ ) do the Alfven and slow modes form continua associated with singular eigenfunctions. For any finite resistivity these modes are damped, i.e., the eigenvalues $\gamma$ leave the imaginary axis.

The physicists need to examine the stability of two-dimensional toroidal (Tokamak) equilibria where the different $m$-harmonics in the perturbations all couple. The associated matrices $F$ and $M$ are still banded but their order exceeds $10^{4}$. Efficient computation of the eigenvalue with largest real part is required.

This group is potentially intensive but at present they await viable software for their 2D problems.

There are interesting nonsymmetric eigenvalue problems which arise in economics and operations research, see Karlin (1959), Kleinrock (1976), Seneta (1981), but it is not clear that these users are in the intensive class-yet.

The present intensive users have developed their own eigenvalue software. In fact the structural engineers discovered the method of simultaneous iteration for themselves but gave it a more descriptive name, subspace iteration. The method itself is quite obvious and what counts is the implementation. It is sad that the beautiful program RITZIT developed by H. Rutishauser in 1968/69 and published in the handbook of Wilkinson and Reinsch, had no influence on the structural engineers working in the USA, although in Britain the work of Jennings did employ some of the techniques embodied in RITZIT. By the time the RITZIT quality does creep into the finite element packages subspace iteration will have been displaced by modern versions of the Lanczos algorithm.
5. How to exploit sparsity. It is possible to approximate an eigenvalue of a linear operator by "sampling" at well chosen points in its domain. Thus the simple power method samples the action of a matrix $A$ on the sequence of column vectors $x, A x$, $A^{2} x, A^{3} x, \cdots$. The sequence of Rayleigh quotients of these vectors converges quite rapidly to the dominant eigenvalue of $A$. Recall that the Rayleigh quotient of a vector $v$ is $v^{t} A v / v^{t} v$. Consequently there are methods that need only be given a subroutine, call it OP for operator, which returns $A v$ for any given vector $v$.

This is the only way in which $A$ appears in the method. The structure and sparsity of $A$ can be exploited by the user in writing code for OP. In other words, the buck is passed to the user! He , or she, is in the best position to take advantage of $A$ 's
characteristics to speed up the formation of $A v$. When $v$ has 10,000 components one pays attention to this matrix-vector product. All the software we describe below actually ignores sparsity completely; that feature is hidden in OP.

This situation is in stark contrast to EISPACK and to the direct solution of linear equations where a number of clever devices are used to take advantage of zero elements. Some of these sparse techniques may be used by the subprogram OP, but none of that work appears explicitly in the eigenvalue codes. Nevertheless the development of methods based on the user-supplied subprogram OP represents a beautiful division of labor: the method is not obscured by details of $A$ 's structure.

This is the place to mention a serious confusion that has arisen in the past in the assessment of methods. We focus on symmetric matrices for the rest of this section. At a certain level of abstraction the power method is identical to inverse iteration. One technique works with $A$, the other with $A^{-1}$. Inverse iteration performs the useful task of finding the eigenvalue nearest to 0 but pays the significant price of factoring $A$ (to $L U$ ) in order to form $\omega=A^{-1} v$ (by solving $L u=v$ and $U \omega=u$ ). If a sparse eigenvalue program is used to compute eigenvalues of $A$ it makes an enormous difference whether the subroutine OP delivers $A v$ or $A^{-1} v$.

Subspace iteration finds eigenvalues close to $\sigma$ by factoring $A-\sigma I$ and letting OP deliver $(A-\sigma I)^{-1} v$. When $\sigma=0$ the eigenvalues near 0 are computed first and quite rapidly.

The Lanczos algorithm is somewhat different. It produces eigenvalues at both ends of the spectrum of the linear operator represented by OP, the more extreme ones emerging before the interior ones. Thus Lanczos offers the hope of computing the eigenvalues of $A$ nearest 0 without the pain of invoking some sparse factorization of $A$. In this sense Lanczos has been compared with subspace iteration. The performance depends quite strongly on the matrix but as the order $n$ grows ( $n>100$ say) Lanczos fares worse and worse and is soon eclipsed by subspace iteration. Lanczos will have computed perhaps 50 unwanted eigenvalues near $\infty$ for every eigenvalue near 0 . This is because, in most given problems, the larger eigenvalues are much better separated than the small ones. (OP is approximating an unbounded operator.) Although Lanczos is optimal in certain important respects it is a hopeless task to compute the smallest eigenvalue without either factoring $A$, or solving $A v=b$ iteratively, or having a good approximation to the wanted eigenvector. This is certainly the case when $n>1,000$.

The solution is easy. Give Lanczos the same OP subroutine as subspace iteration. Then the power of Lanczos reveals itself quickly. Both methods are then working with $(A-\sigma)^{-1}$ to find eigenvalues near $\sigma$.
6. Software for the masses. By the time a matrix expert has seen his program appear in a refereed journal he probably never wants to see it again. The program comes to dominate its creator. Dr. R. C. Ward (ORNL) is well aware of the consequent difficulty of getting good matrix programs into the hands of nonexpert users. In conjunction with the Sparse Matrix Symposium of 1982 in Fairfield Glade, Ward, and his colleagues at Oak Ridge, created a public catalog of software (Heath (1982)) for sparse matrix problems, including eigenvalue extraction. This helped to focus the production of good software.

A nonexpert will still be annoyed at seeing perhaps six programs all designed for the same task and all based on, say, the Lanczos algorithm. His annoyance is forgivable but unwarranted. He should understand that the sparse eigenvalue problem is still a research topic. The experts do not yet know the best way to implement the Lanczos algorithm (to block or not to block, to orthogonalize the Lanczos vectors a lot, a little,
or not at all), or how to handle secondary storage. Thus it is good that there are several rival programs until a reasonable consensus is reached. None of the codes has been subjected to widespread testing in a variety of computer systems.

It is difficult to appreciate the difficulties of software production without some acquaintance with the variety of computing systems in which the software may be used. Here is a typical example. Professor Ruhe's program STLM (see Table 1) was developed in Sweden. It was transferred to an identical CDC computer running the "same" operating system at Boeing Computer Services. STLM did not work at first but in fact the discrepancies were minor and easily fixed by the experts present. That is not the point of the story. What happened next was that STLM appeared to be a very expensive way to compute the desired eigenvectors. A little investigation revealed that the billing algorithm in the operating system at Boeing was quite different from the one used in Sweden. In particular there were heavy charges both for the quantity of data transferred from the fast memory and for the number of transfers. A far from trivial modification of the program was needed to adapt it to the local pricing system.

In general it is difficult for the author of a program to know the full range of billing algorithms. Even if it were possible to code an algorithm so that it never did badly on any current pricing mechanism it is likely that the code would never do well either. One possibility is to require certain pricing ratios as arguments to a subroutine. The defect with that approach is the severe increase in complexity of such programs. The good ship Portability may well founder on the rock called Operating Systems.

I now turn to the programs in Tables 1 and 2 and apologize to the authors of good published Lanczos programs that are not there. All the programs compute one or more eigenvalue/vector pairs of the symmetric problem $(A-\lambda B) z=0$, unless the contrary is stated. Comments are given at the side. The programs are in FORTRAN, most in the ANSI standard version of FORTRAN 66. All are portable to some extent,

Table 1
Symmetric problems, Lanczos based.
$\left.\left.\begin{array}{ccccc}\hline \text { Author } & \text { Name } & \text { Lines } & \text { Distributor } & \text { Comments } \\ \hline \begin{array}{c}\text { J. Cullum and } \\ \text { R. Willoughby }\end{array} & \begin{array}{c}\text { LMAIN } \\ \text { LVMAIN }\end{array} & 2,100 & \begin{array}{c}\text { authors } \\ \text { (IBM) }\end{array} & \begin{array}{c}A-\lambda I \text { only } \\ \text { no orthogonalization }\end{array} \\ \hline \begin{array}{c}\text { J. Cullum and } \\ \text { R. Willoughby }\end{array} & \text { BLMAIN } & 1,000 & \text { IBM } & \text { block, limited reorthogonalization } \\ \hline \text { D. S. Scott } & \text { LAS02 } & 3,288 & \text { NESC* } & \begin{array}{c}A-\lambda I \text { only } \\ \text { Belock }\end{array} \\ \hline \begin{array}{c}\text { T. Ericsson and } \\ \text { A. Ruhe }\end{array} & \text { STLM } & 6,500 & \begin{array}{c}\text { authors } \\ \text { (Sweden) }\end{array} & \begin{array}{c}\text { Shift and invert strategy } \\ \text { (see § 8) } \\ \text { no orthogonalization }\end{array} \\ \hline \begin{array}{c}\text { B. N. Parlett and } \\ \text { J. Reid }\end{array} & \text { EA15AD } & 648 & \text { Harwell** } & \begin{array}{c}\text { All eigenvalues in a given } \\ \text { interval }\end{array} \\ \text { no eigenvectors }\end{array}\right] \begin{array}{c}\text { no orthogonalization } \\ A-\lambda I \text { only }\end{array}\right]$

[^58]Table 2
Symmetric problems, other methods. Few of the programs stand alone.

| Author | Name | Lines | Distributor | Comments |
| :---: | :---: | :---: | :---: | :---: |
| I. Duff | EA12 | 427 | Harwell* | $A-\lambda I$ only <br> RITZIT inspired |
| P. J. Nikolai | SIMITZ | 550 | IMSL** or <br> author | $A-\lambda B$ <br> RITZIT inspired <br> (TOMS***) |
| A. Jennings | SI | $\sim 500$ | author <br> (Ireland) | $A-\lambda B$ <br> (Internat. J. Numer. Meth. <br> Engrg.) |
| J. A. Wisniewski <br> and A. H. Sameh | TRACMN | 586 | authors | $A-\lambda B$ <br> minimizes the trace of <br> sections of $A-\lambda B$ |
| E. R. Davidson | EIGEN | 1,000 | author <br> (Univ. Washington <br> Dept. Chemistry) | perturbation technique <br> $A-\lambda I$ |
| stands alone |  |  |  |  |

Nonsymmetric problems.

| A. Jennings and <br> W. Stewart | LOPSI | $\sim 500$ | authors <br> (Ireland) |
| :--- | :---: | :---: | :---: | | subspace iteration |
| :---: |
| (TOMS |

* Harwell Library, Bldg. 8.9, AERE, Harwell, Oxfordshire, England.
** International Mathematical Statistical Library, GNB Bldg., 7500 Bellaire, Houston, TX 77036.
*** ACM Transactions on Mathematical Software.
some are completely portable. Between 30 and $60 \%$ of the lines are COMMENTS. A potential user should consult the catalog (Carpenter (1982) list) for more information on the programs.
6.1. Programs based on Lanczos. The modern versions of the Lanczos algorithm are not simple and most of them are described in Parlett, (1980, chapt, 13). A brief summary will be given here, but please see the discussion in $\S 8$ for some important details.

Lanczos algorithms are iterative in nature. A starting vector (or block of vectors) is chosen and at each step a new vector (or block) is added to the sequence. In exact arithmetic these vectors are mutually orthogonal and of unit length. A characteristic and pleasing feature is that only the two most recent vectors (or blocks) are needed in the computation of the next one. In addition to these vectors the Lanczos method builds up a symmetric (block) tridiagonal matrix $T$, each step adds a new row (and column) to $T$. Quite soon some eigenvalues of $T$ begin to approximate some eigenvalues of the operator hidden in OP. Almost always it is the extreme eigenvalues which are well approximated.

Sometimes an extreme eigenvalue is approximated to full working precision (say 15 decimals) after only 30 Lanczos steps. It is rare, however, that one can solve a linear system correct to 4 decimals after only 30 steps of the conjugate gradient algorithm (which is intimately related to the Lanczos algorithm), unless an excellent
preconditioner is used. Thus it seems "easier" to find a few extreme eigenvalues and eigenvectors of $A$ than to solve $A x=b$ !

On some systems EISPACK routines can be called automatically and it is natural to use them. However in order to stand alone such a program must explicitly include these subroutines. This is a small irritation.

The codes. All of the programs in Table 1 stand alone, they do not invoke other packages explictly. This feature turns out to be attractive to new customers.

The only program which can be obtained, independently of the author, from the Argonne Code Center (now called NESC, the National Energy Software Center) is Scott's LAS02. Documentation is available on an accompanying file. This code has been used extensively at Oak Ridge National Laboratory on a variety of structural analysis problems.

Documentation for the Cullum and Willoughby codes is obtainable in book form (Cullum and Willoughby (1983)). Their programs use little or no reorthogonalization of the Lanczos vectors but have developed ingenious ways to identify which eigenvalues of the auxiliary tridiagonal matrix actually belong to the original matrix. Their code is shorter than the rival codes.

The Swedish program uses blocks but does little reorthogonalization. Its chief feature is a sophisticated mechanism for choosing the shifts $\sigma$ in the spectral transform technique launched by Ruhe and described in §8. A careful comparison of LAS02 with STLM would be very interesting for the small band of specialists in matrix eigenvalue computations and would help in progress towards a preferred implementation of the Lanczos algorithm.

The program EA15AD is much shorter than the others because it does not use blocks, does not do any reorthogonalization, and finds eigenvalues, only, not even their multiplicity. The user selects the interval to be explored. If the interval happens to be empty the code will report that fact in reasonable time. This is noteworthy because the code assumes that OP delivers $A v$ and so triangular factorization is not available. Thus the standard technique for checking the number of eigenvalues in an interval is not available. The latest version also permits the computation of eigenvectors by an auxiliary package EA15ED.
6.2. Programs not based on Lanczos. There are dozens of programs for computing eigenvalues, see the catalog Carpenter (1982, p.37) for a list from the year 1981 alone. I apologize to neglected authors for the bias in my selection.

There are a number of long, sophisticated, implementations of subspace iteration buried in finite element packages. As such they are beyond the limits of this survey. However the first three programs in Table 2 are available realizations of subspace iteration.

This paragraph sketches the method. An initial set of orthogonal vectors is chosen. The number of vectors in the set is the dimension of the subspace. Call it $p$. The proper choice of $p$ is important and difficult. These vectors may be considered as the columns of an $n \times p$ matrix $X^{0}$. At step $j$ the subroutine OP is used to compute $Y:=$ $(A-\sigma B)^{-1} X^{j-1}$. Next the Rayleigh-Ritz approximations from the column space of $Y$ are computed. These Ritz vectors go into the columns of the matrix $X^{j}$. They provide the best orthonormal set of approximate eigenvectors that can be obtained by taking linear combinations of the columns of $Y$. After a while some of the columns of $X^{j}$ provide excellent approximations to some eigenvectors of the pair $(A, B)$. There are a number of variants of this scheme and several clever tricks in the implementation. See Parlett (1980, Chapt. 14), Jennings (1981) or Stewart (1976) for more details.

The Achilles' heel of the technique is the selection of block size. The first two programs are by numerical analysts and it would be interesting to see how they compare with the codes embedded in the finite element (FEM) packages mentioned in § 2 . It is likely that they are shorter, cleaner, more robust and more efficient than their FEM rivals. On the other hand they have not been fine tuned for structural analysis problems, and that might make a difference.

The entry TRACMN is the product of recent research. It is based on the fact that

$$
\operatorname{trace}\left[F^{t}(A-\sigma B) F\right]
$$

is minimized over all $n \times p$ matrices $F$ when, and only when, the columns of $F$ are the eigenvectors belonging to the $p$ eigenvalues closest to $\sigma$. At each step, the current $F$ is adjusted in order to reduce the trace. We hope that the authors will compare it with LASO2 or some similar rival technique.

LOPSI is the only program offered in the software catalog Heath (1982) for the nonsymmetric problem. The program has been published in ACM Transactions on Mathematical Software (a severe test) and employs subspaces iteration.

One version of Davidson's method is realized in EIGEN and was listed in the catalog of the now defunct National Resource for Computation in Chemistry (LBL, Berkeley). The general reader is warned that Davidson's method has been developed for problems in quantum chemistry. The matrix must be strongly diagonally dominant in order for this perturbation technique to be justified. When all the diagonal elements of $H$ are the same then Davidson's method reduces to Lanczos. The difference is as follows. At step $j$ the Rayleigh-Ritz technique is used to produce the best approximation $v_{j}$ to the fundamental eigenvector that can be obtained as a linear combination of the current basis vectors $b_{1}, \cdots, b_{j}$. Let $\rho(x)$ be the Rayleigh quotient, $\rho(x)=x^{t} H x / x^{t} x$. The residual vector

$$
r_{j}:=\left(H-\rho\left(v_{j}\right)\right) v_{j} .
$$

is proportional to the gradient vector $\nabla \rho$ at $v_{j}$.
Perturbation theory now says that if $v_{j}$ is a good approximation then an even better one is

$$
a_{j}:=\left(\rho\left(v_{j}\right)-\operatorname{diag}(H)\right)^{-1} r_{j} .
$$

Davidson proposed to take as $b_{j+1}$ the normalized component of $a_{j}$ orthogonal to $b_{1}, \cdots, b_{j}$.

We make three observations.
(1) The "interaction" matrix or projection $B^{t} H B$ is not tridiagonal but full.
(2) The method aims at a particular eigenvalue/vector pair.
(3) When $\operatorname{diag}(H)=h_{11} I$ then $a_{j}$ is a multiple of $r_{j}$ and Lanczos is recovered. This last assertion is not obvious, since $v_{j} \neq b_{j}$, but it is true.

Observation 2 shows that Davidson is not really a rival to Lanczos. The methods address different tasks. Moreover Davidson exploits the fact that good starting vectors are available from chemistry.
7. Lanczos versus subspace iteration. These two rival techniques are both good and address the same task. A comparison of them is given in Parlett, Nour-Omid and Taylor (1983) and the conclusion there is that a modern, properly used version of the Lanczos algorithm should be an order of magnitude faster than a good subspace iteration program on problems with $n>500$. The larger the number of modes wanted the greater the advantage of the Lanczos algorithm.

The fundamental theoretical advantage of the Lanczos is that it never discards any information whereas subspace iteration, at each step, overwrites a set of approximate eigenvectors with a better set. What is surprising is that the simple Lanczos algorithm needs only 5 or $6 n$-vectors in the fast store at each step. Morever, it can find multiple eigenvalues if some form of orthogonalization is used.

There are enough poor implementations of Lanczos available to complicate comparisons. The engineers who have devoted themselves to steady improvements of subspace iteration are loyally defending the virtues of their codes. It will be interesting to see what happens.
8. What have we learnt since 1978? Much could be said in answer to this question but two items suggest themselves.

1. The importance to new users of stand alone programs. This point was made in $\S 5$.
2. The spectral transformation: The Lanczos algorithm requires that a general linear problem

$$
[K-\lambda M] x=0
$$

be reduced to standard form. There are several ways to accomplish this and it is vital, for large problems, to choose a good one. Although the facts given below are elementary and have been known to the specialists in matrix computations for a long time it is fair to say that until A. Ruhe pointed out their implications in Ericsson and Ruhe (1980) they were not given the proper emphasis. Of course, subspace iteration has employed spectral transformations from the earliest days.

Ruhe proposed that the original problem be rewritten in the standard form

$$
\left[M^{1 / 2}(K-\sigma M)^{-1} M^{1 / 2}-\nu I\right] y=0
$$

with $y=M^{1 / 2} x$, and $\sigma$ a shift into the interior of the interval which is to be searched for eigenvalues $\lambda$. This is quite different from the usual recommendation

$$
\left[L^{-1} K L^{-t}-\lambda I\right] z=0,
$$

where $M=L L^{t}$ and $z=L^{t} x$.
In the majority of large structural problems (with displacement formulation) $M$ is singular as well as diagonal, perhaps $\frac{1}{3}$ of its diagonal elements are zero. The shift $\sigma$ is not fixed precisely so that there is no loss in assuming that $K-\sigma M$ is nonsingular and can be factored in a stable manner without any row and column interchanges. If $K-\sigma M=L D L^{t}$ then the product $s=M^{1 / 2}(K-\sigma M)^{-1} M^{1 / 2} u$ is formed in stages:

$$
v \leftarrow M^{1 / 2} u, \quad \text { solve } L w=v, \quad \text { solve } D L^{t} x=w, \quad s \leftarrow M^{1 / 2} x .
$$

If the factorization of $K-\sigma M$ is too costly then in principle $(K-\sigma M) y=M^{1 / 2} u$ could be solved by an iterative method. The point is that the subprogram OP in Lanczos should return $M^{1 / 2}(K-\sigma M)^{-1} M^{1 / 2} u$ when given $u$. Sparse techniques can be used in factoring $K-\sigma M$. This reduction of the problem transforms the spectrum according to

$$
\nu_{i}=\frac{1}{\lambda_{i}-\sigma}
$$

and so the eigenvalues $\lambda_{i}$ closest to $\sigma$ turn into the eigenvalues $\nu_{i}$ closest to $\infty$. These are the ones which will appear first in a run of Lanczos algorithm. One way to recover $x$ from $y$ is by solving $(K-\sigma M) x=M y$. For large $n$ the reduction in the number of steps is so satisfactory that it will offset the cost of factorization. Without the spectral
transformation it will often be necessary to take $\frac{1}{2} n$ or more steps of the Lanczos algorithm in order to approximate the smallest 10 eigenvalues. Yet the Lanczos algorithm is most effective when used with fewer than 200 steps.
9. Work in progress. It is surprising, at first, that the software reviewed above is so narrowly focussed. So it is natural that a few investigators are working to "fill the gaps", to provide robust programs for all the requests that might conceivably be made for eigenvalues of various types of large matrix.

Normal matrices enjoy a full set of orthonormal eigenvectors and most methods designed for real symmetric matrices extend naturally to normal ones. The most important subclass of normal but nonsymmetric matrices are those that are skew and Ward has developed efficient software for them, as described in Ward and Gray (1978).

Work on nonnormal sparse matrices is still in the experimental stage. The experts are exploring the problem and there is no consensus on a preferred technique. Y. Saad has adapted Arnoldi's method for sparse problems. This is the natural extension of the Lanczos idea but subject to the constraint of using orthonormal bases for the associated Krylov subspaces. The auxiliary matrix generated in the course of the algorithm is Hessenberg (i.e., $h_{i j}=0$ if $i>j+1$ ) rather than tridiagonal. This is not a serious problem provided that fairly short runs of Lanczos are used, say 50 steps at most. Saad is experimenting with variations on this method in which orthogonality is given up in return for a banded structure in the Hessenberg matrix, see Saad (1980).

The Lanczos algorithm was generalized to the nonnormal case by Lanczos himself; the procedure is obvious. Unfortunately it can break down. In Parlett and Taylor (1981) it is shown how to restore a large measure of stability in return for a modest increase in complexity. Some feature of the original, strict Lanczos algorithm must be discarded if the breakdown is to be avoided. The new method looks ahead at every step and decides whether to enlarge the Krylov subspace by one or two dimensions. The auxiliary matrix is not quite triangular, there is a bulge every time the dimension increases by two. Column and row eigenvectors are given equal status and condition numbers are automatically computed.

Axel Ruhe is experimenting with a two-sided Arnoldi process but this work is at an early stage.

What impedes the production of pleasing software for nonnormal problems is the potential ill-condition of the problem itself. Expectations have been set by the symmetric case where the theory is most satisfactory. In the general case it is difficult to generate useful error estimates, let alone error bounds, and this affects the selection of stopping criteria. Numerical analysts would want to deliver condition numbers along with the eigenvalues, but users do not want this information, especially if it increases the cost by a noticeable amount.

We terminate this digression with a reminder that Jenning's program LOPSI has been published and is available to the public. LOPSI adapts subspace iteration to the nonsymmetric case.

The most promising developments are close to the symmetric case. Many problems in dynamics arise in the form

$$
M \ddot{x}+C \dot{x}+K x=f
$$

where $\dot{x}$ is the time derivative of the vector field $x(t)$. The proper choice of the damping matrix $C$ is a challenge. The Scott and Ward (1982) program looks to the future and presents software for the associated quadratic eigenvalue problem

$$
\left(\lambda^{2} M+\lambda C+K\right) u=0
$$

Their method is based on the Rayleigh quotient iteration. It does not take the easy way out and reduce the quadratic problem to a linear one of twice the size.

The Lanczos programs in the software catalog Heath (1982) work very well in combination with the spectral transformation discussed in $\S 8$. That approach is not possible when the user cannot, or will not, allow the solution of linear systems of the form

$$
(K-\sigma M) v=\omega
$$

What can be done?
Scott observed (Scott (1981)), that when $\sigma$ is closest to the eigenvalue $\sigma+\delta$ of the pair $(K, M)$ then the vector $x$ belonging to the eigenvalue $\delta$ closest to zero for the standard problem

$$
(K-\sigma M-\lambda I) x=0
$$

is an approximate eigenvector of $(K, M)$ belonging to $\sigma$. He formulates an iterative method in which a standard sparse eigenvalue problem is solved at each step for $(\gamma, x)$ and $\sigma+\gamma$ converges monotonically to an eigenvalue of ( $K, M$ ).
10. Conclusions. The eigenvalue problem for large, sparse matrices is not yet understood well enough, in all its computational ramifications, to permit the rapid deployment of impeccable software to the masses in the style set by EISPACK. Indeed it is doubtful that the public is impatient for the arrival of this facility. Those with an urgent need for such software prize efficiency above generality. They have developed their own programs independently of the numerical analysts and will continue to do so unless the matrix experts go to them and demonstrate that they can be useful.

The wide variety of computing environments is going to play havoc with naive concepts of portability. "Transmission of thought" is one of the two basic themes of science. The interesting and difficult task is to find an appropriate level at which sparse software can be transmitted usefully. Perhaps each FORTRAN program should mention the computing environments in which it performs dreadfully?
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# DIRECT METHODS FOR SOLVING SPARSE SYSTEMS OF LINEAR EQUATIONS* 
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#### Abstract

We survey algorithms and software for solving sparse systems of linear equations by matrix factorization, paying particular attention to recent developments. We classify the various algorithms according to the type of system they solve (i.e. unsymmetric, symmetric definite, symmetric indefinite, unsymmetric but with symmetric pattern) and whether they perform pivoting for numerical stability. We consider both algorithms which work in main memory and those which use auxiliary storage.

We illustrate the performance of the major approaches which we discuss by runs on test problems.
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1. Introduction. In this survey, we study algorithms and software for solving the system of linear equations

$$
\begin{equation*}
A \mathbf{x}=\mathbf{b} \tag{1.1}
\end{equation*}
$$

where the coefficient matrix, $A$, is large and sparse. We consider matrix factorization methods for solving (1.1) concentrating on Gaussian elimination which computes the decomposition

$$
\begin{equation*}
P A Q=L U \tag{1.2}
\end{equation*}
$$

where $P$ and $Q$ are permutation matrices and $L$ and $U$ are (unit) lower and upper triangular matrices respectively. If $P$ and $Q$ are chosen on the basis of the sparsity pattern of $A$, without reference to actual numerical values, we refer to this process as ANALYZE and to the subsequent numerical factorization of $P A Q$ as FACTOR. When the choice of $P$ and $Q$ and the actual factorization are performed together, we talk of ANALYZE-FACTOR. Given the factors, we then SOLVE by forward substitution

$$
\begin{equation*}
L \mathbf{y}=P \mathbf{b}, \tag{1.3}
\end{equation*}
$$

followed by back substitution

$$
\begin{equation*}
U Q^{T} \mathbf{x}=\mathbf{y} \tag{1.4}
\end{equation*}
$$

We divide our survey according to the property of the matrix $A$. In § 2 we consider the case when $A$ is symmetric and positive definite, while in $\S 3$, we discuss the case when $A$ is structurally symmetric (including numerically symmetric but indefinite systems). The solution of systems with an unsymmetric matrix is examined in § 4 and band and profile methods, which are efficient on matrices with a regular pattern, are considered in § 5. Some concluding remarks are made in § 6.

We emphasize recent advances and concentrate more on algorithms than software. We do, however, indicate which software in the catalog edited by Heath (1982) is pertinent to our algorithmic discussion. A recent systematic survey of sparse matrix software has been conducted by Duff (1982a). Although we comment on the merits of various approaches, we are in no sense attempting to compare software. A more

[^59]critical comparison of features in software for solving sparse linear systems is given by Duff (1979). The runs reported in this paper are used to illustrate particular points. The test matrices used are taken from the data base discussed by Duff et al. (1982), and the examples have been chosen to illustrate a wide range of cases.

We assume that the reader has some basic knowledge of sparsity and its exploitation. For example, we assume that the phenomenon of fill-in is appreciated. For people without this background, we recommend the book by George and Liu (1981), the chapter by Duff (1982b) or the excellent SIAM News articles by George (1980).

In an article of this breadth some intentional omissions must be made. We do not discuss in any detail the impact of new machine architectures and do not consider algorithms and software specifically designed for particular architectures. We do not describe direct methods based on Fourier transformations or cyclic or total reduction (so called fast direct methods) nor do we give details of the increasing interrelationship of direct and iterative methods through the use of preconditioning. There has been substantial algorithmic and code development on the manipulation of sparse systems, for example on bandwidth minimization. Although we discuss some preorderings in $\S 4$, we do not consider such auxiliary algorithms or routines in detail.
2. Symmetric positive definite systems. In this section we consider the case when the coefficient matrix, $A$, is positive definite and so can be factored as

$$
\begin{equation*}
P A P^{T}=L L^{T} \tag{2.1}
\end{equation*}
$$

where $P$ is a permutation matrix and $L$ is a lower triangular matrix. Although the Cholesky factorization (2.1) is numerically satisfactory for positive definite $A$, the diagonal entries are often stored separately. This can save indexing storage, avoids taking square roots, and is valid (even if potentially unstable) when $A$ is not positive definite. Our decomposition then becomes

$$
\begin{equation*}
P A P^{T}=L D L^{T}, \tag{2.2}
\end{equation*}
$$

where $L$ is now a unit lower triangular matrix and $D$ is a diagonal matrix. Sometimes $D^{-1}$ rather than $D$ is stored to avoid any divisions during the SOLVE phase.

Because the decompositions (2.1) and (2.2) are stable for any permutation matrix $P$ when $A$ is positive definite, it is possible to choose $P$ without reference to the actual numerical values of $A$. For sparse matrices, this separation of determining $P$ (the ANALYZE phase) from the numerical factorization (FACTOR) is extremely significant, since the permutation $P$ can be computed on sparsity grounds alone.

There are several criteria which can be used in choosing $P$. Most of them either try to reduce the number of nonzeros in $L$ or constrain the structure of $L$. An example of the latter is the variable-band scheme where all entries (including zeros) between the first nonzero in each row and the diagonal are held. Variable-band solvers have a low integer overhead at the expense of more nonzeros in the factors and are discussed further in §5. Since it has been shown that the problem of finding an ordering to minimize the fill-in is NP complete (Yannakakis (1981)) as is the minimization of bandwidth (Papadimitriou (1976)), algorithms for choosing $P$ are heuristic. There are many heuristics available and the SPARSPAK package of George et al. (1980) implements five. Of these, the most widespread, successful and general heuristic is that of minimum degree. We will concentrate on this ordering strategy for the rest of this section.

The minimum degree ordering strategy chooses as pivot at each stage the diagonal entry from a row with least number of nonzeros, including fill-ins from previous pivotal
steps. It is evident that such a choice minimizes the multiplication count at each step and limits the number of potential fill-ins. Although it can be shown (for example, Duff and Reid (1974)) that minimum degree need not minimize the total multiplication count, it is cheap and easy to implement and performs very well in practice. Recent implementations are very efficient and run in $O(\tau)$ space, where $\tau$ is the number of nonzeros in the original matrix. Although in practice the time is also typically $O(\tau)$, such a bound has not been established except for some very special matrix structures. The principal observation from which this high efficiency is obtained is that a full submatrix of a sparse matrix can be represented compactly by an index list of its rows and columns ( $K$ integers representing $K(K+1) / 2$ reals). If it is only the structure which is required, then the nonzero values themselves need not be stored. These full submatrices occur naturally in Gaussian elimination since the submatrix whose rows (and columns) are those with nonzeros in the pivot column (row) will be full after that elimination step. Subsequent eliminations will require the merging of all index lists that involve the pivot in order to form the index set for the pivot row. Since the sets merged in will not be needed thereafter, there is no possibility of failure for lack of storage and indeed the storage demanded is very modest. Similarly the work is modest when we work with index lists of length $K$ in place of triangular arrays of order $K$. This is illustrated in Table 2.1, where times are shown for the three phases of code MA27 from the Harwell Subroutine Library (Duff and Reid (1982b)).

TABLE 2.1
Times in seconds on an IBM 3033 for three phases of the solution of positive definite systems.

| Order | 1,561 | 1,176 | 900 |
| :--- | ---: | ---: | ---: |
| Nonzeros | 6,121 | 9,864 | 4,322 |
| ANALYZE | .428 | .295 | .300 |
| FACTOR | 1.101 | .341 | .575 |
| SOLVE | .118 | .043 | .066 |

In sparse codes prior to 1976 such an observation was not used and the ANALYZE phase mimicked FACTOR and was therefore slower since it also had to find and store fill-ins. The table also indicates the time for SOLVE. This time is proportional to the number of nonzeros in the factors and will usually be much less than for ANALYZE or FACTOR.

After $P$ has been determined, additional symbolic manipulation (sometimes called SYMBOLIC-FACTOR) is performed just once to expedite subsequent FACTORs. We have included the time for this in the ANALYZE figures in Table 2.1. Recent work by George and Liu (1980) and others has shown that the symbolic factorize phase can be performed in time and space proportional to the number of nonzeros in the factors. This symbolic processing ensures that numerical factorization is dominated by the arithmetic operations themselves.

Perhaps the most dramatic feature of the recent improvements to the implementation of the minimum degree algorithm has been the ability to use the fast and cheap symbolic phases (which execute in a predetermined amount of space) to forecast the much greater storage and work which will be required subsequently by the numerical factorization. Thus it is possible to discover at fairly low cost whether it is worthwhile to pursue a direct method of solution. Another significant advance in the minimum degree algorithm has been the reduction in integer overhead by observing that because
of fill-in, a row of the factors, $L^{T}$, may well have the same structure as the tail of the previous row (Sherman (1975)). For example, in a factorization using the MA27 code there are 17798 nonzeros in the factors of the nine-point discretization of the Laplacian on a $30 \times 30$ grid but the number of integer indices required is only 5580 . This saving in overhead storage is illustrated again in $\S 5$ when we compare the minimum degree ordering with more specialized techniques.

Software implementing the minimum degree algorithm efficiently is readily available for symmetric positive definite systems. Examples are YSMP (Eisenstat et al. (1977a), (1982)), SPARSPAK (George et al. (1980), George and Liu (1981)), MA27 (Duff and Reid (1982a), (1982b)) and SYMFAC-NUMFAC-BKSLVE (Gustavson (1972)). A comparison of the first three packages is given by Duff and Reid (1982a). To our knowledge, the only software available for positive-definite complex Hermitian matrices is ME27 (the complex counterpart to MA27) and CSPARSPAK (a complex version of SPARSPAK written by Lewis for Boeing Computer Services).
3. Symmetric patterns. We now consider the case when the coefficient matrix may sensibly be represented as having a symmetric pattern, possibly with a few zero values in positions that we regard as part of the structure.

We first discuss the case when $A$ is symmetric (i.e. $a_{i j}=a_{j i}$ ) but it not necessarily definite. Here we could, of course, take a chance and perform the decomposition (2.2) using the algorithms and software discussed in § 2. Although this approach will work in many instances, it is not satisfactory in general because of possible numerical instability or breakdown. We can, of course, use a code for unsymmetric systems but then we lose any potential benefit from symmetry. We illustrate this loss in Table 3.1 where we can see the penalty incurred by using a more general code both in terms of time for ANALYZE-FACTOR and FACTOR and in storage which is more than doubled when symmetry is ignored. We give ANALYZE-FACTOR rather than ANALYZE times here because the unsymmetric code cannot perform ANALYZE by itself.

A stable method of decomposing indefinite systems while preserving symmetry was developed by Bunch and Parlett (1971) and this was extended to the sparse case by Duff et al. (1979). Stability is maintained by using pivots of the form

$$
\left(\begin{array}{cc}
a_{k k} & a_{k l}  \tag{3.1}\\
a_{l k} & a_{l l}
\end{array}\right)
$$

in addition to $1 \times 1$ pivots from the diagonal ( $a_{k k}$ say). A $2 \times 2$ pivot of the form (3.1) is used if the $1 \times 1$ pivots $a_{k k}$ and $a_{l l}$ are small relative to other entries in their rows. Our stability criterion in the sparse case is that $a_{k k}$ is suitable for use as pivot if

$$
\left|a_{k k}\right|>u \cdot \max _{j}\left|a_{k j}\right|,
$$

where the threshold parameter $u$ is set by the user to a value in the range $\left[0, \frac{1}{2}\right.$ ). A $2 \times 2$ pivot is satisfactory if

$$
\left\|\left(\begin{array}{ll}
a_{k k} & a_{k l} \\
a_{l k} & a_{l l}
\end{array}\right)^{-1}\right\|_{\infty} \max _{i \neq k, l}\left\{\max \left\{\left|a_{i k}\right|,\left|a_{i l}\right|\right\}\right\}<u^{-1}
$$

The threshold parameter $u$ is chosen to give freedom to pivot for maintenance of sparsity and must be less than $\frac{1}{2}$ to ensure that a pivot will always be available. Experience has shown that a value of around 0.1 is suitable. Munksgaard (1977) implemented the suggestions of Duff et al. (1979) but the FACTOR is performed at
the same time as ANALYZE to enable the stability tests to be performed and so the times are high. Recently, Duff and Reid (1982a) have implemented $2 \times 2$ pivoting within a multifrontal scheme. In this approach an analysis is performed exactly as for the positive definite case and stability is ensured by perturbing this pivot choice during numerical factorization. The perturbations are performed only within small submatrices and the overhead for such pivoting is low (Duff and Reid (1982a)). The results for the symmetric code in Table 3.1 were obtained using this multifrontal approach. An added benefit is that pivoting for stability is being performed during FACTOR, not possible in conventional codes that stick to the predetermined sequence. The gains of using the multifrontal approach over Munksgaard's code are evident from the results given by Duff and Reid (1982a).

Table 3.1
Use of general code on symmetric systems. The codes used are MA28 (unsymmetric) and MA27 (symmetric) from the Harwell Subroutine Library.

| Order | 147 | 900 | 292 | 199 |
| :--- | ---: | ---: | ---: | ---: |
| Nonzeros | 1,298 | 4,322 | 1,250 | 536 |
| Time (seconds on an IBM 3033) |  |  |  |  |
| ANALYZE-FACTOR | .12 | .94 | .17 | .09 |
| $\quad$ Symmetric code | .60 | 7.43 | .58 | .20 |
| $\quad$ Unsymmetric code | .08 | .64 | .09 | .04 |
| FACTOR | .17 | .96 | .14 | .05 |
| $\quad$ Symmetric code | .008 | .067 | .012 | .006 |
| $\quad$ Unsymmetric code | .011 | .055 | .014 | .006 |
| SOLVE |  |  |  |  |
| $\quad$ Symmetric code | 6,950 | 46,728 | 7,616 | 3,727 |
| $\quad$ Unsymmetric code | 15,020 | 108,029 | 17,166 | 7,468 |
| Storage (words on an IBM 3033) |  |  |  |  |
| $\quad$ Symmetric code |  |  |  |  |
| Unsymmetric code |  |  |  |  |

When the coefficient matrix has a symmetric structure but is unsymmetric, the choices are very similar. We can either risk using diagonal pivots chosen on sparsity grounds alone, use a general unsymmetric code, or locally perturb a symbolically chosen pivotal sequence. This latter approach is discussed by Duff and Reid (1982c) and is similar to the multifrontal scheme discussed above except that the perturbation now allows off-diagonal pivots within the full submatrices. The stability criterion is then of the form

$$
\begin{equation*}
\left|a_{l k}\right|>u \cdot \max _{i}\left|a_{i k}\right|, \quad u \in[0,1) \tag{3.2}
\end{equation*}
$$

Both YSMP and SPARSPAK, which we discussed in § 2, will solve either class of problem using diagonal pivoting with no stability control. The code of Munksgaard (1977), INDANL, is available from Lyngby and the multifrontal codes MA27 (indefinite) and MA37 (unsymmetric) are in the Harwell Subroutine Library. We defer our discussion of software for the more general case until § 4.

## 4. Unsymmetric systems.

4.1. Preordering to block triangular form. If the coefficient matrix is unsymmetric, then there is an added degree of freedom available inasmuch as there is no need to use the same permutations of rows and columns. Sometimes it is possible to permute
the original system so that subsequent elimination can be restricted to submatrices of the permuted structure. A good example of such a preordering is to permute the matrix to block triangular form where the permuted matrix can be partitioned so that the resulting block matrix is triangular. We illustrate this below for the case with 3 blocks on the diagonal.

$$
\left(\begin{array}{ccc}
A_{11} & A_{12} & A_{13}  \tag{4.1}\\
0 & A_{22} & A_{23} \\
0 & 0 & A_{33}
\end{array}\right)\left(\begin{array}{l}
\mathbf{x}_{1} \\
\mathbf{x}_{2} \\
\mathbf{x}_{3}
\end{array}\right)=\left(\begin{array}{l}
\mathbf{b}_{1} \\
\mathbf{b}_{2} \\
\mathbf{b}_{3}
\end{array}\right) .
$$

The system (4.1) can then be solved in the order

$$
\begin{aligned}
& A_{33} \mathbf{x}_{3}=\mathbf{b}_{3}, \\
& A_{22} \mathbf{x}_{2}=\mathbf{b}_{2}-A_{23} \mathbf{x}_{3}, \\
& A_{11} \mathbf{x}_{1}=\mathbf{b}_{1}-A_{12} \mathbf{x}_{2}-A_{13} \mathbf{x}_{3},
\end{aligned}
$$

so that the elimination operations are only performed within the blocks $A_{i i}(i=$ $1, \cdots, 3$ ) and the off-diagonal blocks are only used for forward substitution and are not modified during the solution process. Matrices which can be permuted into the form (4.1) are called reducible and occur frequently in chemical engineering, econometrics and linear programming. Algorithms for obtaining the block triangular form are normally divided into two phases. The first phase permutes the matrix to ensure the diagonal is zero-free and the second applies a symmetric permutation to get the required form. The first phase is the maximum matching problem for which algorithms based on a depth first search have a worst case asymptotic complexity of $O(n \tau)$ where $n$ is the order of the system and $\tau$ the number of nonzeros. On typical problems, however, the matching phase executes in $O(n)+O(\tau)$ time and this is the complexity of the second phase of the preordering. Harwell Subroutines MC21A (Duff (1981a)) and MC13D (Duff and Reid (1978)) effect the two stages respectively and are employed by the Harwell unsymmetric linear equation solver MA28 (Duff (1977)) to preorder the matrix prior to Gaussian elimination. Gustavson (1976) also has software (FULL ASSIGN and BLTF) for performing this preordering. We illustrate in Table 4.1, the low costs of block triangularization. The third case illustrates the benefits which can be obtained. The runs in this table were performed using Harwell Subroutine MA28. Further gains might be obtained on computing systems where advantage can be taken of the fact that the decompositions of the blocks on the diagonal can be performed simultaneously.

Not all systems can be permuted to a nontrivial block triangular form. For example, the matrix in the first column of Table 4.1 is irreducible. Common extensions to block

Table 4.1
Times in seconds on an IBM 3033 for block triangularization.

| Order | 900 | 199 | 822 |
| :---: | :---: | :---: | :---: |
| Nonzeros | 4,380 | 701 | 4,841 |
| Block triangularization | 0.3 | . 03 | . 25 |
| ANALYZE-FACTOR <br> (after block triangularization) | 11.4 | . 21 | . 48 |
| ANALYZE-FACTOR (without block triangularization) | 11.4 | . 24 | 1.52 |

triangularization are preorderings to bordered triangular or bordered block triangular form but, although algorithms have been proposed for these orderings (for example, Hellerman and Rarick (1971)), they have not yet established themselves as useful general tools partly because the border tends to be rather wide. The Hellerman and Rarick algorithm has been incorporated in a general linear equation solver by Stadtherr and Wood (1983).
4.2. Pivoting considerations. It is tempting to use the fast ordering algorithms of $\S \S 2$ and 3 to obtain a pivotal sequence for unsymmetric problems. A common way of doing this is to employ a minimum degree ordering on the pattern of $A+A^{T}$ or the symmetric pattern whose upper (or lower) triangle is the same as the upper (or lower) triangle of $A$. This is the diagonal pivoting approach adopted by the unsymmetric version of the YSMP code (Eisenstat et al. (1977b)). Diagonal pivoting will produce sparse factors if the pattern is nearly symmetric and will be stable if the matrix is diagonally dominant. However, fill-in can be high if the structure is far from symmetric and severe instability or breakdown can occur when diagonal pivoting is used on general systems. We illustrate these points in Table 4.2, reproduced from Duff (1979). Diagonal pivoting performs well on a matrix with a nearly symmetric pattern (first column) but does very badly on the more unsymmetric pattern of order 822. In both cases, the accuracy of diagonal pivoting is poorer.

TABLE 4.2
Diagonal pivoting on unsymmetric matrices. The codes used were YSMP (diagonal) and MA28 (general).

| Order | 541 | 822 |
| :--- | ---: | ---: |
| Nonzeros | 4,285 | 5,607 |
| Nonzeros in factors |  |  |
| $\quad$ Diagonal | 14,025 | 95,292 |
| General | 13,623 | 6,653 |
| Times in seconds on an IBM 370/168 |  |  |
| ANALYZE-FACTOR |  |  |
| $\quad$ Diagonal | 1.98 | 31.89 |
| $\quad$ General | 3.99 | 14.98 |
| FACTOR | .29 | 16.18 |
| $\quad$ Diagonal | .56 | 2.72 |
| $\quad$ General | .03 | .21 |
| SOLVE | .05 | .03 |
| $\quad$ Diagonal |  |  |
| General | $8 \times 10^{-6}$ | $8 \times 10^{-9}$ |
| $l_{2}$ norm of error | $4 \times 10^{-9}$ | $1 \times 10^{-11}$ |
| $\quad$ Diagonal |  |  |
| General |  |  |

The unsymmetric versions of the YSMP code or the SYMFAC/NUMFAC code (Gustavson (1972)) do not perform any pivoting for stability. It is possible, however, to perturb an initial pivotal sequence (either diagonal or unsymmetric) in a similar way to the multifrontal approach mentioned earlier. The MA37 code discussed in § 3 can be used in exactly this way. Another approach is to process the rows in pivotal order and within each row to choose the entry in the pivot column at that stage if it
satisfies a threshold test

$$
\begin{equation*}
\left|a_{i k}\right|>u \cdot \max _{j}\left|a_{i j}\right|, \quad 0 \leqq u<1 . \tag{4.2}
\end{equation*}
$$

Otherwise, some other nonzero in the row which satisfies the test is used as pivot. The code NSPFAC of Sherman, which is an improvement on his earlier code NSPIV (Sherman (1978)), uses this strategy. Kaufman (1982) has incorporated code based on the ideas of YSMP and NSPFAC within the framework of the PORT library. Unfortunately, there is as yet no implementation of symbolic unsymmetric pivoting which is as efficient as the symmetric ordering algorithms discussed in $\S 2$ so there is no cheap way of obtaining an ordering to drive these routines when the coefficient matrix is far from symmetric.

The most established and robust technique for general unsymmetric matrices is to combine a threshold test of the form (4.2) with some sparsity control and determine a pivotal sequence by executing an ANALYZE-FACTOR phase. For the unsymmetric case, the sparsity analogue of minimum degree is to choose as pivot a nonzero for which the product of the number of other nonzeros in its row with the number of other nonzeros in its column is a minimum. This Markowitz (1957) criterion then minimizes the number of multiplications/additions for the step and limits the fill-in. It can be combined with the threshold test (4.2) in the following way. The nonzeros are searched in approximate order of increasing Markowitz count and the one with lowest Markowitz count satisfying the threshold criterion is chosen as pivot. The ordered access to the nonzeros requires a fairly elaborate data structure. Several codes use variants of this strategy including MA28 (Duff (1977)), SSLEST (Zlatev et al. (1978)) and Y12M (Zlatev et al. (1981)). A variant of MA28 is incorporated in the NAG library as subroutines F01BSF and F04AXF.

A major difference between these unsymmetric codes and the symmetric ones discussed earlier is that the ANALYZE-FACTOR times are now greater. This is seen clearly if we compare the runs in Table 4.3 with those of Table 2.1. As in the symmetric case, the SOLVE times are substantially smaller than those for ANALYZE-FACTOR or FACTOR. The Harwell code MA28 was used for the runs in Table 4.3.

TABLE 4.3
Times in seconds on an IBM 3033 for three phases of the solution of unsymmetric systems.

| Order | 199 | 822 | 541 |
| :--- | ---: | ---: | ---: |
| Nonzeros | 701 | 4,841 | 4,285 |
| ANALYZE-FACTOR | .11 | 1.33 | 1.72 |
| FACTOR | .03 | .19 | .36 |
| SOLVE | .01 | .02 | .03 |

There are two modifications to the Markowitz/threshold strategy which are worth discussing. Because of fill-in, the reduced matrix during sparse Gaussian elimination becomes progressively denser and so the use of a sparse matrix code with its complicated data structures and integer overhead is increasingly inefficient. The SLMATH code DMOOP (IBM (1976)) switches to a code for full matrices when the reduced matrix is full while the Harwell code MA31 (Munksgaard (1980)) for symmetric positive definite systems and an experimental version of MA28 (Duff (1982c)) switch at a user set density. Surprisingly, not only is there a significant speed advantage in switching
at quite low densities (dependent on the structure of the matrix and the machine used), but there is also an overall reduction in storage since the increase due to storing explicit zero values is more than offset by the reduction in integer overhead (Duff (1982c)). The other modification involves restricting the number of rows or columns which will be searched when looking for the nonzeros with lowest Markowitz count. While for many systems good implementations of a Markowitz strategy involve little searching (Duff (1979)), on systems with a regular structure the pivot search can be expensive. For example, on a five diagonal matrix of order 2000 with bandwidth 42, the time taken for ANALYZE-FACTOR by the MA28 code on an IBM 3033 was reduced from 51.0 to 25.9 seconds when searching was restricted to three rows (the choice of three has been found empirically to be optimal over a wide range of problems). Furthermore, the number of nonzeros in the factors and the scaled residual were not significantly altered by this restriction. The codes SSLEST and Y12M implement restricted Markowitz as does a new version of MA28 (Duff et al. (1984)) where the option of an efficient implementation of full Markowitz has been retained because it has been found to be slightly but consistently better on irregular structures.
4.3. Use of drop tolerances. The principal problem with direct methods for solving sparse linear systems is in storing the factors which, because of fill-in, are usually far denser than the original matrix. If fill-ins which are substantially smaller than original entries are dropped from the structure, the storage will be reduced and the factorization obtained will be exact for a matrix

$$
B=A+E
$$

where the error matrix $E$ will have small norm relative to $A$ although it will not be at rounding error level. It is then possible to use this factorization of $B$ as a preconditioning for an iterative method. Drop tolerances have been employed by MA31, where the iterative scheme used was conjugate gradients, and by Y 12 M and the new version of MA28 where iterative refinement is used as the iterative scheme. The subject of partial factorizations and preconditionings for iterative methods is also discussed by Eisenstat (1983).
4.4. Use of orthogonal decompositions. It is possible to use a $Q U$ ( $Q$ orthogonal, $U$ upper triangular) rather than an $L U$ decomposition to solve the system (1.1). Although the stability is very satisfactory, such methods have not been greatly favored for full systems because of the extra work involved in the factorization. In the sparse case, $Q U$ factorizations seem even less promising since there is considerably more fill-in than with Gaussian elimination. For example, in a plane rotation between two rows fill-in occurs in both the pivot and nonpivot rows and orthogonalization methods based on elementary reflectors (e.g. Householder's method) are even worse for fill-in (Duff and Reid (1975)). If we can avoid storing $Q$, however, the situation is not so gloomy. For the original system, $Q^{T}$ can operate simultaneously on the matrix and the right-hand side(s) before being discarded, while subsequent systems can be solved through the reduced normal equations

$$
\begin{equation*}
U^{T} U \mathbf{x}=A^{T} \mathbf{b} \tag{4.3}
\end{equation*}
$$

Although the premultiplication by $A^{T}$ in (4.3) can cause some information loss, the conditioning of (4.3) is usually tolerable. George and Heath (1980) (see also, Heath (1983)) make use of the observation that $U$ is identical to the Cholesky factor of the normal equations matrix by performing the symbolic phases on $A^{T} A$ to get the structure of $U$ and a column ordering for the $Q U$ decomposition. Although this approach is
primarily intended for the solution of linear least squares, it can also be used to solve general unsymmetric systems. We show, in Table 4.4, some results sent to us by Mike Heath from runs of MA28 ( $L U$ ) and a prototype version of SPARSPAK-B (QU), an extension to SPARSPAK.

TABLE 4.4
Use of $Q U$ decomposition to solve $A \mathbf{x}=\mathbf{b}$.

| Order | 113 | 199 | 541 |
| :--- | :--- | :--- | ---: |
| Nonzeros | 655 | 701 | 4,285 |
| Total storage in words |  |  |  |
| $L U$ | 3,897 | 6,493 | 39,846 |
| $Q U$ | 5,494 | 5,167 | 31,798 |
| Time for ANALYZE-FACTOR-SOLVE |  |  |  |
| in seconds on an IBM 3033 |  |  |  |
| $\quad L U$ | .07 | .11 | 1.22 |
| $Q U$ | .30 | .25 | 5.31 |

Although the storage for $A$ which is necessary for solving further systems has not been included in the figures for the $Q U$ decomposition, it is evident that the storage is competitive with that required by the $L U$ decomposition. The LLSS01 code of Zlatev and Nielsen (1979), which computes $U$ row by row in order, could be used to solve linear systems using a $Q U$ decomposition.
4.5. Compiled code approach. All the techniques we have described so far can be classified as a looping index approach. Other classes of methods are the compiled code approach, where a loop free code for decomposing the matrix and solving the system is generated in the ANALYZE phase (Gustavson et al. (1970)), and the interpretative approach, where a simple code indicates the operations to be performed (Bending and Hutchison (1973)). These techniques were compared by Duff (1979). Their main problem lies in storing and executing the compiled code which can be very long (typically several megabytes). Also, GNSO (Gustavsqn et al. (1970)) produces its loop free code in Fortran, the length of which causes most Fortran compilers to fail. However, for small problems for which the compiled code fits into main storage, the speed during FACTOR and SOLVE is unsurpassed.
5. Regular patterns. The discretization of partial differential equations and the finite element analysis of engineering structures usually gives rise to matrices which can be ordered so that few nonzeros are far from the diagonal. This permits advantage to be taken of variable-band storage (Jennings (1966)), also known as "profile" or "skyline" storage, where all entries between the first nonzero in a row or column and the diagonal are stored explicitly. Only one integer need be held per row or column and all numerical processing is on full vectors. The disadvantage is that more reals have to be stored and processed. Recent advances in the minimum degree algorithm, outlined in § 2 , mean that the matrix must be well-suited for the variable-band method for it to perform better. We illustrate this observation in Table 5.1, from Duff (1982b), where we show results on a two-dimensional partial differential equation and on a large power network. In the first case the methods are very comparable whereas in the second the minimum degree algorithm is clearly superior. For problems for which it is suited, the variable-band scheme has the advantages of much shorter code, good vectorization possibilities and ease of implementation out-of-core. General-purpose

TABLE 5.1
Minimum degree and profile scheme using reverse Cuthill-McKee ordering. The SPARSPAK code was used for both orderings.

| Order | 1,009 | 1,723 |
| :--- | :---: | :---: |
| Nonzeros | 3,937 | 4,117 |
| Problem class | PDE | Network |
| Nonzeros in factors |  |  |
| $\quad$ Minimum degree | 19,352 | 6,313 |
| Profile | 26,254 | 80,983 |
| Total storage in words |  |  |
| $\quad$ Minimum degree | 33,189 | 23,729 |
| Profile | 34,328 | 94,769 |
| Time in seconds on an IBM 3033 |  |  |
| $\quad$ ANALYZE |  |  |
| $\quad$ Minimum degree | .649 | .733 |
| $\quad$ Profile | .239 | .263 |
| FACTOR | .761 | .220 |
| $\quad$ Minimum degree | .764 | 2.957 |
| $\quad$ Profile |  |  |

software is available from NAG (F01MCF and F04MCF, written by Cox of NPL) for in-core working and Harwell (MA15, written by Reid (1972)) for both in-core and out-of-core working. Although these codes solve definite systems, it is not difficult to extend variable-band techniques to solve nondefinite systems using partial pivoting.

The choice of ordering is important for the success of the variable-band technique. A good automatic procedure is that of Gibbs, Poole and Stockmeyer (1976) and an improved implementation has recently been published by Lewis (1982). As an example of the gains that may be obtained, Loden (1980) used the Gibbs-Poole-Stockmeyer algorithm to reduce, in a large scale production code where the variables were originally ordered by hand from the underlying geometry, the number of reals stored from 83530 to 45375 and the operation count from 5.7 million to 1.7 million on a structures problem with 691 degrees of freedom.

A closely related scheme is frontal elimination (Irons (1970), Hood (1976)). This is normally used for finite element problems to permit the matrix assembly (addition of the contributions from the individual elements) and elimination to take place together in a single pass, without the overall matrix $A$ ever being stored. However, it can also be adapted to treat nonelement problems or already-assembled element problems by accepting the matrix row-by-row (Duff (1981c)). The advantage over the band scheme is principally organizational, but there can be sparsity gains since each variable is eliminated as soon as its row and column is fully assembled. As for the band scheme, high computational speeds are possible on vector machines (Duff (1981c), (1982c)). The Harwell Subroutine Library code MA32 (Duff (1981b)) implements a general purpose frontal scheme for unsymmetric matrices.

We indicate the usefulness of these approaches by two examples in Tables 5.2 and 5.3. The first is due to Loden (1980) and compares a general sparse out-of-core solver (Reid (1978)), which uses a local minimum-fill criterion within a multifrontal approach, with a variable-band solver (Felippa (1978)). Although the general sparse approach reduces storage by the factor 2.7 and operation count by the factor 6.1 , its

Table 5.2
Comparison of two out-of-core codes on a large problem.

|  | General <br> sparse | Variable-band |
| :--- | ---: | :---: |
| Order | 3,423 |  |
| Nonzeros | 113,062 |  |
| Nonzeros in factors | 229,605 | 618,039 |
| Operations $\left(\times 10^{6}\right)$ | 9.4 | 57.5 |
| Factor time | 50 | 158 |
| I/O time | 415 | 86 |
| Total program size | 71,056 | 57,343 |

Table 5.3
Comparison of codes on a pde discretization.

| Order | 2,500 |
| :--- | :---: |
| Nonzeros | 9,800 |
| FACTOR time |  |
| MA32 (frontal) | 6.0 |
| MA15 (variable-band) | 3.5 |
| SPARSPAK (sparse in-core) | 3.0 |
| SOLVE time | 0.64 |
| MA32 (frontal) | 0.52 |
| MA15 (variable-band) | 0.29 |
| SPARSPAK (sparse in-core) |  |
| Core storage (k-bytes) | 90 |
| MA32 (frontal) | 40 |
| MA15 (variable-band) | 740 |
| SPARSPAK (sparse in-core) |  |

additional input-output make its overall cost greater. In Table 5.3 we show a comparison by Duff (1981c) between his frontal code MA32 for unsymmetric matrices, Reid's (1972) band-solver MA15 for symmetric matrices and SPARSPAK of George et al. (1980) for treating general symmetric matrices in-core. Since MA32 is designed for unsymmetric matrices, its storage and factorization time must be expected to be about double that of the other two. The saving of core storage by the first two codes is impressive. It is at the expense of little extra time for FACTOR, but some for SOLVE because the nonzeros of the factors must be read from auxiliary storage.
6. Conclusions. We have emphasized some recent developments which excite us, particularly the availability of cheap ANALYZE codes that do not unexpectedly run out of storage and can predict the storage needed for actual factorization, along with improvements to some old friends such as variable band and frontal codes and the Markowitz algorithm for unsymmetric systems. There remains scope for further improvement, for example in extending cheap ANALYZE to unsymmetric patterns and in better exploitation of parallel hardware, but the overall picture is healthy. Good reliable code is available for solving sparse sets of equations.
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# ORDERING SCHEMES FOR PARALLEL PROCESSING OF CERTAIN MESH PROBLEMS* 
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#### Abstract

In this work, some ordering schemes for mesh points are presented which enable algorithms such as the Gauss-Seidel or SOR iteration to be performed efficiently for the nine-point operator finite difference method on computers consisting of a two-dimensional grid of processors. Convergence results are presented for the discretization of $u_{x x}+u_{y y}$ on a uniform mesh over a square, showing that the spectral radius of the iteration for these orderings is no worse than that for the standard row by row ordering of mesh points. Further applications of these mesh point orderings to network problems, more general finite difference operators, and picture processing problems are noted.
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1. Introduction. Consider the standard uniform mesh finite difference approximation to the equation

$$
u_{x x}+u_{y y}=f(x, y)
$$

in a square domain with appropriate boundary conditions. The equation for each mesh point involves data at that point and at its north, south, east, and west neighbors. The Jacobi iterative method for this problem converges, and the iteration matrix has a spectral radius of $\cos (\pi / n)=1-O\left(1 / n^{2}\right)$, when the mesh is $n \times n$. The successive overrelaxation method (SOR) with optimal choice of the relaxation parameter gives an iteration an order of magnitude faster, with spectral radius $[1-\sin (\pi / n)] /[1+$ $\sin (\pi / n)]=1-O(1 / n)$. Thus, for this problem SOR is preferred over the Jacobi method for standard computers, since both take time proportional to $n^{2}$ per iteration. These standard results can be found, for example, in [23].

However, the Jacobi method has undergone a renaissance recently with the development of computers with parallel design. On a computer with $n^{2}$ processors connected in a two-dimensional grid with local communication only, one iteration of Jacobi can be completed in time independent of $n$, while SOR still requires $O(n)$ for the first iteration if the mesh points are ordered row by row. (However, successive iterations can overlap the first, and be completed in time independent of $n$.) More details on these implementations will be given in § 2.

SOR can be speeded for parallel computation by reordering the mesh points. For example, using the checkerboard ordering (Fig. 5a: all even numbered mesh points ordered after all odd points), the time per iteration using $n^{2}$ processors is again independent of $n$ and the convergence rate is unchanged. The mesh can also be ordered by lines into a block scheme, so that all new values on a line are determined at once. If $k$ lines are grouped together, the spectral radius is $1-O(k / n)$, but iteration time increases with $n$ [18].

The checkerboard ordering does not work so well for more complicated elliptic equations or alternate approximation strategies. Whenever a finite difference mesh point (or finite element unknown) is linked to one of its diagonal neighbors, the checkerboard trick fails. The line methods are often still useful.

[^60]One purpose of this work is to develop ordering strategies for use in solving certain discretizations of elliptic equations on parallel processors. These strategies are applicable to any problem in which the equation for each mesh point involves data at that point and any subset of its north, south, east, west, northeast, northwest, southeast, and southwest neighbors. The goal is to make iteration time independent of $n$ without sacrificing convergence speed.

A second purpose is to note that these orderings are also useful in several classes of problems unrelated to partial differential equations.

This work is related to work performed independently by Adams [1]. In that paper, the four-color ordering of Fig. 5a is presented for the nine-point finite difference operator, and some multicolored orderings for other couplings of mesh points are also given. No theoretical results concerning rate of convergence are given, but numerical experiments on elliptic partial differential equations are reported.

There has also been other work on parallel iterative methods (see, for example, [8]). Most recent work (see [24] for an exception) has centered around implementation of the conjugate gradient algorithm and appropriate preconditionings. Sameh [22] discusses preconditioning partial differential equation problems by block Jacobi with line red/black ordering. Kowalik, Kumar, and Lord [10] discuss block Jacobi, and Kumar in her thesis [12] considers other preconditionings and examples. Lichnewsky [16] discusses preconditioning with an incomplete Cholesky factorization under the nested dissection ordering. Parter and Steuerwalt [19], [20] discuss convergence properties of various preconditionings based on block iterative methods.

Another aspect of the problem is the mapping of irregular mesh problems onto regular arrays of processors. One heuristic approach is given in [3]. The measure of success is taken to be maximizing the number of problem edges that match processor connections. In [7], the mapping problem is studied for adaptive local refinements of regular meshes.

In § 2 we present some background on parallel computation and mesh problems. In § 3 we present orderings for mesh points and discuss convergence rates for the system of equations corresponding to the nine-point finite difference approximation to the operator $u_{x x}+u_{y y}$. In $\S 4$ we discuss implications for more complicated problems, including nonlinear systems of equations and constrained optimization problems.
2. Parallel computation of mesh problems. In this section, we consider sources of mesh problems and the implementation of the Jacobi, Gauss-Seidel, and conjugate gradient algorithms on parallel processors.

By a parallel computer system, we mean a set of processors, possessing some local memory, capable of performing some arithmetic operations and connected in some network so that each processor can communicate with "neighboring" processors and perhaps with common memory. Examples of parallel processors include the Denelcor HEP, the ILLIAC [2], DAP, BSP [11], FEM [9], the ZMOB [21], systolic arrays [13], wavefront array processors [14], [15], and plans for the Japanese Fifth Generation Computer System [17].

The examples we consider will assume that the processors are arranged in a two-dimensional grid. Each processor should have at least one connected neighbor in each adjacent row and column. This structure is of interest because in many sparse matrix problems, the graph of the matrix has the structure of a planar mesh. Such problems arise from diverse applications areas. Three are described below.

1) The discretization of elliptic partial differential equations imposes a regular or irregular grid on the region. In two dimensions, a finite difference method often results
in a rectangularly oriented grid in which each unknown is directly coupled to some subset of eight compass-point neighbors. Finite element methods over irregular regions produce less patterned grids, but are still characterized by local coupling only. Graded grids, which introduce refinement into some subregions, also occur commonly in such problems.
2) Network problems also exhibit a mesh structure, arising from limited connectivity between nodes of the network. Such problems are typical in electrical power system analysis, queuing theory models of communication networks, and geodesy.
3) Digital image processing problems also have mesh structure. In this case, the grid is usually quite regular, resulting from digital coding of a gray level or color level for each "pixel" or picture element. Typical pictures have 10,000-100,000 pixels. Key problems are noise smoothing, feature extraction (e.g., finding region boundaries), and scene analysis (e.g., determining the position of the light source). Often the problem is formulated as a constrained optimization problem

$$
\min _{c \leqq u \leqq d} u^{T} A(u) u+u^{T} b .
$$

In noise smoothing, for example, $u$ is the vector of digitized color levels, $c$ and $d$ represent bounds on meaningful digitized colors, and $A$ has the structure of a 9-point operator, since a color at one point is most closely coupled to the eight neighboring colors.

Jacobi-type iterative methods have been widely used for parallel computation of mesh problems. Application to partial differential equations and network problems seem to share a common heritage, but the developments for image processing were independent. Such iterations take the form

$$
u_{i}^{(k+1)}=\Psi\left\{u_{j}^{(k)}: j \text { is a mesh neighbor of } i\right\},
$$

where $\Psi$ is a function of several variables. Under a reasonable assignment of mesh values to processor nodes, the $i$ th process can access neighboring values efficiently, update its own value, and be ready for the next iteration in time independent of the size of the mesh. An example is given in Fig. 1. Here we have a rectangular grid of processors, with nearest neighbor connections, applying the Jacobi iteration to a five-point operator. In many applications, however, these schemes are only slowly convergent, and more sophisticated methods are required.

Gauss-Seidel-like methods have also been considered. They take the form

$$
\begin{aligned}
& u_{i}^{(k+1)}=\Psi\left[\left\{u_{j}^{(k)}: j \text { is a mesh neighbor of } i \text { and } j \geqq i\right\}\right. \\
& \left.\qquad \cup\left\{u_{j}^{(k+1)}: j \text { is a mesh neighbor of } i \text { and } j<i\right\}\right] .
\end{aligned}
$$



Fig. 1. The Jacobi iteration for a five-point operator on a $n \times n$ grid of processors. (a) Step 1: Each processor passes its current mesh value to each of its neighbors. (b) Step 2: Each processor updates its mesh value.

When expressed in this form, $u_{i}$ cannot be updated until all of its neighbors with lower indices are updated. This method is illustrated in Fig. 2 for the same problem as Fig. 1 with row by row ordering of mesh points. The first iteration takes time proportional to $n$ for an $n \times n$ grid, but each successive iteration takes only two more time units. Alternate orderings of mesh points are much better than this; we discuss them in the next section.


Fig. 2. The Gauss-Seidel iteration for a five-point operator on a $n \times n$ grid of processors, using row by row ordering of the mesh points.

An alternate way to consider Gauss-Seidel-type algorithms is to express them in iteration matrix form. To solve $A u=b$, for example, the iteration takes the form

$$
u^{(k+1)}=(D-L)^{-1}\left[b+U u^{(k)}\right]
$$

where $A=D-L-U, L$ is strictly lower triangular, and $U$ is strictly upper triangular. Some researchers have proposed explicitly forming $(D-L)^{-1}$ or some approximation to it so that the iteration can be performed completely in parallel.

Because of success in solving problems on standard machines, methods like conjugate gradients are attractive candidates for parallel processors. They impose one further requirement on machine architectures, however: in addition to easy access to mesh neighbors, it is also necessary to accumulate inner products. On a rectangular $n \times n$ grid of processors with only nearest neighbor connections, this is an $O(n)$ process, quite slow for large grids. Some additional processor communication channels are necessary. Some alternatives follow:
(1) One common proposal is to add to each column of processors the ability to accumulate an inner product quickly using a bus.
(2) Perfect shuffle connections among processors in each row and column reduce inner product time to $O(\log n)$. Connections for a single column of $n=16$ processors are shown in Fig. 3. Information in a processor is redistributed as if it were on a card being shuffled in a deck. For $n=16$ processors, the successive reorderings are

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 9 | 2 | 10 | 3 | 11 | 4 | 12 | 5 | 13 | 6 | 14 | 7 | 15 | 8 | 16 |
| 1 | 5 | 9 | 13 | 2 | 6 | 10 | 14 | 3 | 7 | 11 | 15 | 4 | 8 | 12 | 16 |
| 1 | 3 | 5 | 7 | 9 | 11 | 13 | 15 | 2 | 4 | 6 | 8 | 10 | 12 | 14 | 16 |

The cycle repeats every $\log n$ steps. Thus, if originally each even processor $j$ accumulates the $j$ th and $(j+1)$ st elements in the inner product, then at stage 2 , processors numbered $2,4, \cdots, 16 / 2$ can accumulate four terms. At the third stage, 8 -term partial sums can be accumulated, and the 16 -term inner product is available after log 16 steps. It can then be communicated to each processor in another $\log n$ steps.


Fig. 3. Perfect shuffle connections among 16 processors.
(3) An arrangement with the same speed for inner products but with fewer connections and fewer wire crossings is shown in Fig. 4. In this incomplete interchange, the even processors send their information to the top of the grid in reverse order. The successive reorderings for $n=16$ are

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 16 | 14 | 12 | 10 | 8 | 6 | 4 | 2 | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |
| $*$ | $*$ | $*$ | $*$ | 2 | 6 | 10 | 14 | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |
| $*$ | $*$ | $*$ | $*$ | 14 | 6 | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |

Again, inner products can be accumulated in $\log n$ steps and broadcast along the reverse pathways.


Fig. 4. Incomplete interchange connections among 16 processors.
It is interesting to note that either the perfect shuffle or the incomplete interchange connections shown above make multigrid iterations [4] possible on a nearest neighbor grid, since examination of the permutation pattern shows that within $\log n$ steps, rearrangements are made which could be used to place in proximity every other mesh point, every fourth mesh point, every eighth, etc.
3. Orderings for nine-point operators. Figure 5 shows orderings of mesh points which can make algorithms like SOR practical for parallel computation when the equation at each mesh point depends on the point itself and any subset of its eight immediate neighbors. To make the discussion clear, we will use the $P^{3}$ scheme as an example. The other schemes are similar and, in many cases, simpler.

Note in Fig. 5b that we have divided the mesh points into three groups. Those labeled " 1 " are to be ordered before those labeled " 2 ", and those labeled " 3 " are last. Within each group, neighboring points-those in the same " $P$ "-are numbered consecutively in an arbitrary way. The matrix corresponding to the mesh in Fig. 5b has the sparsity structure shown in Fig. 6. Notice that the pattern is

$$
\left[\begin{array}{ccc}
D_{1} & A & B  \tag{1}\\
A^{T} & D_{2} & C \\
B^{T} & C^{T} & D_{3}
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2} \\
u_{3}
\end{array}\right]=\left[\begin{array}{l}
v_{1} \\
v_{2} \\
v_{3}
\end{array}\right]
$$

| 1 | 2 | 1 | 2 | 1 | 2 | 1 | 2 | 1 | 2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 4 | 3 | 4 | 3 | 4 | 3 | 4 | 3 | 4 | 3 |
| 1 | 2 | 1 | 2 | 1 | 2 | 1 | 2 | 1 | 2 |
| 4 | 3 | 4 | 3 | 4 | 3 | 4 | 3 | 4 | 3 |
| 1 | 2 | 1 | 2 | 1 | 2 | 1 | 2 | 1 | 2 |
| 4 | 3 | 4 | 3 | 4 | 3 | 4 | 3 | 4 | 3 |
| 1 | 2 | 1 | 2 | 1 | 2 | 1 | 2 | 1 | 2 |
| 4 | 3 | 4 | 3 | 4 | 3 | 4 | 3 | 4 | 3 |
| 1 | 2 | 1 | 2 | 1 | 2 | 1 | 2 | 1 | 2 |
| 4 | 3 | 4 | 3 | 4 | 3 | 4 | 3 | 4 | 3 |

Fig. 5a. Four colors are necessary for checkerboard ordering for a nine-point operator.


FIG. 5b. The $P^{3}$ ordering.
where $D_{1}, D_{2}$, and $D_{3}$ are block diagonal matrices with blocks of size $5 \times 5$ or less, and the vector $u_{i}$ consists of all variables numbered " $i$ ". For parallel processing, the ( $k+1$ )st step of this scheme would be as follows:
(1) Perform an iteration of block SOR on the first group of equations:

$$
u_{1}^{(k+1)}=(1-\omega) u_{1}^{(k)}+\omega D_{1}^{-1}\left(v_{1}-A u_{2}^{(k)}-B u_{3}^{(k)}\right)
$$

Note that each " $P$ " group can be processed independently and concurrently by a


Fig. 5c. The $T^{3}$ ordering.


Fig. 5d. The $H+H$ ordering.
separate processor or group of 5 processors. Only $5 \times 5$ linear systems need to be solved directly.
(2) Process the second group of equations similarly:

$$
u_{2}^{(k+1)}=(1-\omega) u_{2}^{(k)}+\omega D_{2}^{-1}\left(v_{2}-A^{T} u_{1}^{(k+1)}-C u_{3}^{(k)}\right) .
$$

Part of this computation could overlap (1).


Fig. 5e. The Cross ordering.


Fig. 5f. The Box ordering.
(3) Process the third group:

$$
u_{3}^{(k+1)}=(1-\omega) u_{3}^{(k)}+\omega D_{3}^{-1}\left(v_{3}-B^{T} u_{1}^{(k+1)}-C^{T} u_{2}^{(k+1)}\right) .
$$

Computation of $(1-\omega) u_{3}^{(k)}$ could overlap (1), and computation of $v_{3}-B^{T} u_{1}^{(k+1)}$ could overlap (2).

This scheme can be implemented efficiently on computers with $n^{2}$ processors (one per point), $n^{2} / 5$ processors (one per " $P$ "), or $n^{2} / 15$ processors (one per cluster of


Fig. 6. Matrix sparsity structure for the $P^{3}$ ordering.
three " $P$ 's" numbered 1,2 , and 3 ). Communication is local: each $P$ communicates with at most six of its neighbors, and by distributing the mesh points in the natural way, these will be on neighboring processors.

For illustration, we describe the algorithm for a two-dimensional grid of processors with communication connections to horizontal and vertical neighbors only, assigning three vertically adjacent " $P$ 's" to each processor. A processor's view of a typical iteration is as follows:
(1) For its block of 5 equations for $u_{1}^{(k+1)}$, each processor accumulates the terms involving points in $u_{1}$ and $u_{2}$ from information it already has. When the necessary $u_{3}$ values from the previous iteration arrive from (a subset of) the north, south, east, and west neighboring processors, then the $u_{3}$ terms are computed, a $5 \times 5$ linear system is solved, and then $u_{1}$ can be updated. Appropriate subsets of the 5 new $u_{1}$ values are then sent north, south, east, and west.
(2) Next, in a similar way, the processor accumulates terms for its 5 components of $u_{2}^{(k+1)}$ which involve points in $u_{2}$ and $u_{3}$ and completes the update after $u_{1}$ information arrives from the 4 neighbors. Then the 5 new $u_{2}$ values are sent north, south, east, and west as appropriate.
(3) The third set of 5 points is updated and communicated in the same way.

The iteration is synchronized by the data flow rather than by any global communication. If fewer processors are available, the " $P$ 's" can be enlarged, at the cost of solving linear systems larger than $5 \times 5$ : each number in the " $P$ " can represent a $j \times l$ group of mesh points for any integers $j$ and $l$, giving $5 j l \times 5 j l$ systems to be solved. The iteration can be terminated after a fixed number of iterations or by a convergence test. If the communication required for a convergence test requires $m$ times the time of an iteration, it could be performed roughly that often. Any global communication paths in the grid of processors (such as the ones described for inner products in § 2)
are idle during the iteration process, and thus could be dedicated to convergence communication.

To study the convergence rate of the $P^{3}$ SOR method (as well as the others in Fig. 5) we list some properties of the matrix of (1) corresponding to the nine-point difference approximation to the Laplacian. Let $D$ denote the block diagonal part; $-L$ the strictly lower triangular part; and $-U$ the strictly upper triangular part. The main tools we use are
(T1) [23, p. 91] For a regular splitting $M-N$ of a Stieltjes matrix (one which is symmetric, positive definite, and nonpositive off the diagonal), if $M$ and $N$ have no common nonzeros, then putting more nonzero elements in $M$ monotonically improves the spectral radius of the iterative method

$$
u \leftarrow M^{-1} N u-M^{-1} v
$$

(T2) [23, p. 124] For irreducible Stieltjes matrices, the "SOR theory" holds "approximately"; i.e., for

$$
\omega_{\mathrm{opt}}=\frac{2}{1+\sqrt{1-\rho^{2}(J)}}
$$

where $\rho(J)$ denotes the spectral radius of the Jacobi iteration matrix, then, for the SOR iteration using this value of the relaxation factor $\omega$,

$$
\omega_{\mathrm{opt}}-1<\rho(\mathrm{SOR})<\sqrt{\omega_{\mathrm{opt}}-1}
$$

We have the following properties:
(a) The original matrix is an irreducible Stieltjes matrix.
(b) The $P^{3}$ Jacobi method ( $M=D, N=L+U$ ) and the $P^{3}$ Gauss-Seidel method ( $M=D-L, N=U$ ), are regular splittings and thus convergent. They are also p-regular splittings.
(c) By (T1), the rate of convergence for each $P^{3}$ method is better than that for the corresponding standard method.
(d) Consider dividing the mesh of Fig. 5 b into blocks, each containing two vertical lines of mesh points. By (T1), the spectral radius for the $P^{3}$ Jacobi method is not less than that for the two-line Jacobi method (since it is independent of ordering) and not greater than the standard point-Jacobi method. Thus

$$
\rho\left(J_{2 \text {-line }}\right) \leqq \rho\left(J_{P^{3}}\right) \leqq \rho\left(J_{\text {point }}\right),
$$

and, since $\rho\left(J_{2 \text {-line }}\right)$ and $\rho\left(J_{\text {point }}\right)$ are both $1-O\left(1 / n^{2}\right)$ [18], so is $\rho\left(J_{P^{3}}\right)$.
(e) By (T2), there is a value of $\omega$ for which $\rho\left(\mathrm{SOR}_{P^{3}}\right)=1-O(1 / n)$. Thus, in using the $P^{3}$ ordering we have not sacrificed rate of convergence.

The $P^{3}$ scheme is the most complicated of the schemes in Fig. 5. The pattern repeats a shifted scheme of 4 columns. The other schemes are more regular.

The $P^{3}$ and $T^{3}$ schemes are balanced, dividing the mesh points into three groups of equal size. The $H+H$ and Cross schemes have about twice as many " 1 " points as " 2 's" or (" 3 's"), and the Box scheme has three times as many " 2 's" (or " 3 's") as " 1 's".

The patterns can be enlarged in various ways; for example, the $H+H$ scheme can be stretched in both dimensions, with each number in Fig. 5c representing a $j \times l$ block; stretched vertically, with each number in a crossbar representing a $2 j \times l$ block while all other numbers represent $j \times l$ blocks; stretched horizontally, with each number in a vertical bar representing a $j \times 2 l$ block while all other numbers represent a $j \times l$ block; or in a variety of other proportions.
4. Further applications. We have shown how the mesh orderings of Fig. 5 can be used to make the time per iteration of the standard stationary iterative methods on a two-dimensional grid of processors independent of $n$ without sacrificing rate of convergence. We now discuss implications for more complicated algorithms and problems. In particular, we consider further cases in which iteration time is independent of $n$.
A. Other connectivities and geometries. It is not critical that the mesh be equally spaced, that the region be a square, or that each variable be directly coupled to all 8 neighbors. For example, hexagonal connections, and piecewise linear finite elements over regular triangles, also fall within this scheme.
B. Nonlinear problems. The iterations of $\S 2$ can also be applied to nonlinear systems of equations $f(u)=0$, where the Jacobian matrix of $f$ has nine-point connectivity structure.
C. Gradient methods. These mesh orderings can also be used to simplify steepest descent or conjugate gradient algorithms for the problem

$$
\min _{u} u^{T} A u-u^{T} b,
$$

or a nonquadratic version of it, where $A$ is positive definite and has nine-point structure. The standard algorithms require inner products over vectors of length $n^{2}$. On twodimensional grids of processors with nearest neighbor connections only, this is an $O(n)$ process. An iteration can be derived, however, which holds two sets of variables constant while solving problems involving the third. Each iteration would take the form:

For $\mathrm{i}=1,2,3$
Decrease the function by changing $u_{\mathrm{i}}$, holding the other variables fixed. ("Decrease" could mean solving the subproblem exactly or simply reducing the objective function by several iterations of a gradient method.)

This breaks the problem into three parallel sets of small problems ( 5 unknowns each, for the $P^{3}$ ordering) which can be solved using local communication only.

This is a descent algorithm, but does not have the finite termination property of conjugate gradients.

The mesh orderings can also be used with the standard preconditioned conjugate gradient algorithm (see, for example, [5]). In this case the preconditioning operator, iterations of the SSOR iteration, for example, could be applied in time independent of $n$ using only local communication, although the conjugate gradient iteration would still require inner products of length $n^{2}$.
D. Constrained problems. Free boundary problems for partial differential equations can lead to minimization problems with upper and lower bounds on the variables [6]: for example,

$$
\min _{u} u^{T} A u-u^{T} b, \quad c \leqq u \leqq d,
$$

or a similar problem with nonquadratic objective function. Iterations as in § 2 (Jacobi, Gauss-Seidel, SOR) are still applicable as long as each variable change is truncated if necessary to keep the variable within range.

Gradient methods are also often used for constrained problems. In addition to the inner products used to determine parameters, an additional global check is ordinarily necessary to calculate the maximum step which keeps the variables within
range. The orderings of $\S 2$ can be used to produce an algorithm in which the inner products and step length checking for gradient methods are reduced to local operations. The algorithm is analogous to that in (C) above.
E. Three-dimensional problems. These methods also extend to the solution of three-dimensional problems on two-dimensional arrays of processors. For an $n \times n \times p$ grid, an iteration using the ordering schemes above crossed with a line scheme in the third dimension would produce algorithms with iteration time proportional to $p$ on a two-dimensional grid of $n^{2}$ processors with local connections.
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# THE MULTIFRONTAL SOLUTION OF UNSYMMETRIC SETS OF LINEAR EQUATIONS* 

I. S. DUFF $\dagger$ AND J. K. REID $\dagger$


#### Abstract

We show that general sparse sets of linear equations whose pattern is symmetric (or nearly so) can be solved efficiently by a multifrontal technique. The main advantages are that the analysis time is small compared to the factorization time and that analysis can be performed in a predictable amount of storage. Additionally, there is scope for extra performance during factorization and solution on a vector or parallel machine. We show performance figures for examples run on the IBM 3081 K and CRAY-1 computers.
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1. Introduction. We consider the direct solution of sparse unsymmetric sets of $n$ simultaneous linear equations

$$
\begin{equation*}
A \mathbf{x}=\mathbf{b} \tag{1.1}
\end{equation*}
$$

by an approach that is economical in the case where the pattern of nonzeros is symmetric or nearly so. For symmetric positive definite matrices $A$ any choice of diagonal pivots for Gaussian elimination is numerically stable so they can be chosen on sparsity grounds alone. This choice can be made symbolically much faster and in much less storage than is needed for the actual numerical operations (George and Liu (1981)) and several good codes exist that do this (George et al. (1980), Eisenstat et al. (1977), (1982), Duff and Reid (1983)). By using frontal elimination (Irons (1970) and Hood (1976)) for the actual numerical operations and by including interchanges and the use of both $1 \times 1$ and $2 \times 2$ pivots, Duff and Reid (1983) extended this approach to symmetric indefinite matrices without risking numerical instability. Here we further extend the approach to unsymmetric matrices, assuming that the reader is familiar with our earlier paper (Duff and Reid (1983)). Note that the conventional approach to factorizing an unsymmetric sparse matrix with numerical pivoting is to perform the analysis and factorization together, which is typically about six times more costly than the analysis of a symmetric pattern. Note also that the original frontal method of Irons and Hood is usually unable to use a pivotal sequence that is as economical in overall storage or total number of floating-point operations. We illustrate this by showing some results of using a frontal code in $\S 4$.

Our overall strategy is outlined in § 2 and we explain our numerical factorization in § 3 . Comparisons with other codes are made in § 4 and conclusions drawn in $\S 5$.

When performing the numerical experiments for this paper, we have used sets of test matrices covering a wide range of sparsity patterns and applications. Among the test matrices used were those in Table 1.1. We used more matrices in our experiments, but the above sample is representative of these and is sufficient to illustrate our points.
2. Overall strategy. Our overall strategy is to use the analysis algorithm of our previous work on symmetric matrices (Duff and Reid (1983)) on the pattern of the matrix $A+A^{T}$, creating an assembly tree and performing a depth-first search of it; then to factorize $A$ in a similar way to our earlier work, except that now the whole of each frontal matrix is stored since it is unsymmetric and threshold pivoting with

[^61]Table 1.1
Test matrices.

| Order | Source | Application |
| :---: | :--- | :--- |
| 147 | Johansson, Lund | Eigenvalue calculations in atomic physics |
| 1176 | Erisman, Boeing | Electrical circuit analysis |
| 199 | Willoughby, IBM | Stress analysis |
| 292 | Ashkenazi, Nottingham | Normal equations matrix from surveying |
| 130,541 | Curtis, Harwell | Stiff ODE Jacobians from laser research and from |
|  |  | atmospheric pollution |
| 406,1561 | George and Liu (1978) | Triangulation of L-shaped region |
| 144,1072 | Marro, Cannes | Aircraft structures |
| 532,1224 | Ponting, Harwell | Oil reservoir modelling |
| 225 | Bogle, Imperial College | Hydrocarbon separation problem in chemical |
|  | Lewis, Boeing | engineering |
| 1454 |  | Power network <br> 900 |
|  | 9-point discretization of the Laplacian on a 30 $\times 30$ |  |
|  | grid |  |

row interchanges is introduced for numerical stability (see § 3 for details); finally the solution phase is similar except that now the upper triangular factor is no longer the transpose of the lower triangular factor.

Notice that analyzing $A+A^{T}$ implies that a zero $a_{i j}$ for which $a_{j i} \neq 0$ is treated as a nonzero which has the value zero. Thus our approach will work for any pattern, but is likely to be inefficient for very unsymmetric patterns, and this is borne out by our experience (see Tables 3.2 and 3.3).

An important feature of our approach is that we can predict the storage and arithmetic requirements that would be needed for numerical factorization if no interchanges for stability are performed. This is particularly important since such a prediction may well determine whether it is computationally feasible or attractive to continue with the direct solution of the system.

Of course, the forecast may be optimistic for systems where interchanges are required but our experience (see Table 3.2) is that for symmetrically structured problems this inaccuracy is slight, although Ruhe and Ericsson (private communication) report a more significant difference when using our symmetric code (Duff and Reid (1983)) on problems with relatively small diagonal entries. This phenomenon of lack of diagonal dominance is also indicated by the experiments of Duff (1983).
3. The numerical factorization. Because of the depth-first search of the tree produced by our analysis routine we can, as in the symmetric case (Duff and Reid (1983)), store frontal matrices corresponding to generated elements in a stack.

The basic step of the numerical factorization is then:
i) the assembly of the appropriate number of generated elements from the top of their stack together with the so far unassembled nonzeros of the original matrix which are in the rows and columns now available as pivots;
ii) the elimination of as many as possible of these rows and columns using row interchanges, if necessary;
iii) the storage of the pivot rows and columns (which are part of the factorization);
iv) the placing of the reduced frontal matrix on the top of the stack of generated elements.
The basic scheme is thus that of Duff and Reid (1983) but there are some significant operational and organizational differences which we now discuss.

Because of our experience in the symmetric case (Duff and Reid (1983)) we store the frontal matrix afresh at every stage. We ensure that pivot candidates are the leading rows and columns, thereby reducing the number of permutations required. That is, the sort is done during the assembly rather than after it.

Since we follow our normal procedure (for example, used also in Harwell code MA28) of allowing the user to input the nonzeros in any order, we must first sort the matrix to avoid gross inefficiencies in the factorization. We will require the matrix in tentative pivot order by arrow-heads. That is to say that the nonzeros in a row of the upper triangular part of the matrix (permuted according to tentative pivot order) immediately precede those of the corresponding column of the strictly lower triangular part. An example is shown in Fig. 3.1. Sorting into this order enables a simple reuse of the storage occupied by the sorted matrix.

| 1 |  | 2 |  | 3 |
| :--- | :--- | ---: | ---: | ---: |
|  | 6 |  | 7 |  |
| 4 |  | 9 | 10 | 11 |
|  | 8 | 12 | 14 |  |
| 5 |  | 13 |  | 15 |

Fig. 3.1. The positions of the nonzeros of a $5 \times 5$ matrix when ordered by arrowheads.

The storage organization we have used is illustrated for the reals in Figure 3.2 where the arrows indicate the directions in which the boundaries move. The associated integers are held similarly in a separate array. We have chosen this scheme because we wish to use a single array for the numerical processing and we also want to keep garbage collections infrequent and simple. The simpler scheme used in the symmetric case is not possible because we now need to store the pivot row and column (i.e. an arrow-head form) in the factor space while wishing to hold the front matrix in normal rectangular order for convenient row interchanges and eliminations.


FIG 3.2. Storage scheme for the reals during numerical factorization where the arrows indicate the directions in which the boundaries move.

We know, in advance, the space required for the numerical factorization when no interchanges are necessary and additionally we know how much less space is required if we allow the stack to overwrite the already processed input when the free space is exhausted. This is the only form of garbage collection which we have and is particularly simple. Garbage collections on the real and integer files are performed similarly but completely independently. Table 3.1 shows examples of real and integer storage needed to avoid garbage collections, the minimum storage needed and the number of collections when minimum storage is used. The timing differences are comparable with the uncertainty of the IBM timer, thanks to the few collections needed and their simplicity.

Since there are many cases when it is known a priori that the decomposition is numerically stable for any sequence of diagonal pivots (for example, when the matrix is diagonally dominant), we provide an option which does no numerical tests other than ensuring that the pivots are all nonzero. If this option is not invoked then we

Table 3.1
The effect of running with minimum space.

| Order | 147 | 1,176 | 292 | 406 | 1,561 | 144 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Nonzeros | 2.449 | 18,552 | 2,208 | 2,716 | 10,681 | 1,296 |
| Total storage required Reals $\times 1000$ |  |  |  |  |  |  |
| No compress | 7.7 | 45 | 8.0 | 16 | 85 | 3.3 |
| Minimum | 5.7 | 31 | 5.8 | 14 | 74 | 2.2 |
| Total storage required Integers $\times 1000$ |  |  |  |  |  |  |
| No compress | 4.3 | 28 | 5.4 | 8 | 32 | 2.8 |
| Minimum | 2.8 | 21 | 2.9 | 5 | 19 | 1.7 |
| Number compresses |  |  |  |  |  |  |
| Real | 9 | 2 | 10 | 8 | 10 | 9 |
| Integer | 4 | 3 | 8 | 4 | 5 | 8 |
| Time (IBM 3081K secs.) |  |  |  |  |  |  |
| Plenty | . 065 | . 43 | . 057 | . 16 | 1.34 | . 115 |
| Min. space | . 068 | . 44 | . 059 | . 16 | 1.34 | . 118 |

require that a pivot must satisfy the threshold criterion

$$
\begin{equation*}
\left|a_{j k}\right|>u \cdot \max _{i}\left|a_{i k}\right| \tag{3.1}
\end{equation*}
$$

where $u$ is a preset parameter in the range $[0,1)$. The nonzero $a_{i k}$ must, of course, be available as a pivot candidate and note that this implies that there are no nonzeros in column $k$ outside the front so the maximum can be evaluated within the front. This numerical test has been widely used in direct methods for sparse matrices and has been found satisfactory, the parameter $u$ permitting an adequate balance between stability and sparsity preservation to be maintained. For a full discussion of stability and threshold pivoting, see Reid (1977). We have found that the value 0.1 is usually satisfactory.

Table 3.2
Storage for factors (excluding extra space needed during factorization but not during solution) and time to find them, with and without pivoting (symmetric pattern examples). Times are for actual factorization only.

| Order | 147 | 1,176 | 292 | 1,561 | 1,454 |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Nonzeros | 2,449 | 18,552 | 2,208 | 10,681 | 5,300 |
| Real storage (words $\times 1000$ ) | 4.62 | 20.6 | 5.28 | 66.3 | 10.3 |
| $\quad$ No numerical pivoting | 4.64 | 21.0 | 5.43 | 68.5 | 11.2 |
| $\quad$ With pivoting, $u=0.1$ | 1.46 | 6.85 | 2.56 | 18.4 | 9.30 |
| Integer storage (words $\times 1000$ ) | 1.47 | 6.86 | 2.57 | 18.4 | 9.38 |
| $\quad$ No numerical pivoting |  |  |  |  |  |
| $\quad$ With pivoting, $u=0.1$ | .065 | .43 | .057 | 1.34 | .031 |
| Time (IBM 3081K secs.) | .068 | .45 | .062 | 1.42 | .035 |
| $\quad$ No numerical pivoting |  |  |  |  |  |

The results in Table 3.2 indicate that for symmetric patterns there is only slightly more storage required when numerical stability considerations delay pivoting and increase the front size. Thus the estimates from the analysis and tree search are a good guide to that actually required. In order to see the effect of badly-behaved problems,

Duff (1983) ran our code on a sequence of five-diagonal matrices with decreasing diagonal entries. The increase in storage over the positive definite case was less than $50 \%$.

TAble 3.3
Time and storage for matrices with unsymmetric patterns. The two cases of order 541 have quite different numerical values. Here the sort time is included.

| Order | 199 | 130 | 541 | 541 | 225 | 1,224 | 532 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Nonzeros | 701 | 1,282 | 4,285 | 4,285 | 1,308 | 9,613 | 3,474 |
| Asymmetry ratio | .94 | .24 | .32 | .32 | .90 | .39 | .26 |
| Reals in factors |  |  |  |  |  |  |  |
| (in 1000s) |  |  |  |  |  |  |  |
| $\quad$ MA28 $(u=0.1)$ | 1.6 | 1.3 | 12.6 | 14.7 | 1.7 | 43 | 9.56 |
| new code $(u=0)$ | 9.8 | 1.6 | 15.7 | 15.7 | 7.1 | 91 | 9.71 |
| new code $(u=0.03)$ | 17.9 | 1.6 | 15.7 | 39.3 | 11.4 | 109 | 9.71 |
| new code $(u=0.1)$ | 18.4 | 1.6 | 17.5 | 53.2 | 12.0 | 140 | 9.71 |
| $\quad$ new code $(u=0.3)$ | 19.1 | 1.6 | 20.7 | 77.6 | 12.0 | 173 | 9.71 |
| Factor time |  |  |  |  |  |  |  |
| $\quad$ IBM 3081K secs.) |  |  |  |  |  |  |  |
| MA28 $(u=0.1)$ | .026 | .022 | .18 | .23 | .02 | 1.1 | .13 |
| new code $(u=0)$ | .74 | .032 | .26 | .26 | failed | 3.4 | .14 |
| new code $(u=0.03)$ | .76 | .033 | .34 | 2.16 | .28 | 4.7 | .15 |
| new code $(u=0.1)$ | .79 | .033 | .54 | 6.70 | .30 | 7.8 | .15 |
| new code $(u=0.3)$ |  |  |  |  |  | .31 | 10.7 |

The situation can be quite different if the pattern is very nonsymmetric, as the results in Table 3.3 show. We follow Duff (1983) in quantifying this asymmetry by the ratio of the number of unmatched off-diagonal entries ( $a_{i j}=0$ but $a_{j i} \neq 0$ ) to the total number of off-diagonal entries so that a symmetric matrix has ratio 0.0. (The measure used by Erisman et al. (1983) is essentially the reverse of this.) Pivoting (i.e., $u>0$ ) may be essential if the code is not to fail (the matrices of orders 199 and 225 have some zeros on the diagonal) and yet it may drastically increase the storage and computing requirements. We show results for three values of the threshold parameter where, for some examples, the sensitivity to $u$ is apparent. We have not shown in the table any measure of the accuracy of the results. The reason for this is that when failure does not occur, there is little difference between the runs. This would argue for a lower value of $u$ to be the default, but we prefer 0.1 because of the added safety, our experience with other codes, and the generally small increase in requirements over lower values. Really these very nonsymmetric cases are outside the scope for which the new algorithm has been designed. A code, such as MA28, which treats the matrix as genuinely unsymmetric and uses a pivot sequence that takes advantage of the unsymmetric sparsity pattern is likely to be more successful and comparative figures are included in Table 3.3. It is apparent that MA28 performs particularly well when the asymmetry ratio is high. Note, however, that MA28 generally has much higher analyze times (see Table 4.1). Note also that in two cases (orders 130 and 532) our new code behaved perfectly satisfactorily.

The storage structure which we use for the factors greatly reduces the integer overhead as is evident in Tables 3.1-3.2 where sometimes substantially less words of storage are required for the integers than for the reals. This feature, which is shared by many codes for positive definite systems, is present because only one set of row and column indices are stored for each set of eliminations on the one frontal matrix.
4. Comparisons with other codes. We have developed a code based on the ideas in this paper and have placed it in the Harwell Subroutine Library under the name MA37.

YSMP (Yale Sparse Matrix Package, Eisenstat et al. (1977)) includes a code for unsymmetric matrices $A$ based on an analysis of the sparsity of the upper triangle of A reflected in the diagonal. Since no numerical pivoting is performed it may fail, so it is not as general a code as MA37 but we use it as a basis for comparison. To prevent its failing we gave it only diagonally dominant matrices.

The conventional approach for unsymmetric sparse matrices involves taking account of numerical values during the analysis of the sparsity structure and we have run the Harwell code MA28 (Duff (1977)) as representative of this technique.

Another approach is that of George and Heath (1980) who use orthogonal reduction to triangular form, based on the analysis of the structure of the matrix $A^{T} A$. Code based on this will be available under the name SPARSPAK-B, but unfortunately was not available at the time of writing.

We have chosen to measure separately the three phases of analysis of the structure (ANALYZE), numerical input and factorization (FACTOR), and solution using the factors (SOLVE) since these correspond to the operations required once for a given structure, once for given matrix values, and once for each right-hand side respectively. We present the times in double precision on the IBM 3081K for these three phases in Table 4.1 and the storage required in Table 4.2.

The MA28 and MA37 ANALYZE and FACTOR entries include sorting of the user's input matrix whereas YSMP requires the nonzeros to be ordered by rows. We have therefore added the MA37 sorting times to the YSMP times in both cases. The sort time is also displayed so the YSMP run time for a sorted case can be found by a simple subtraction.

In Table 4.2, we have included all the storage required including overhead and permutations and have given values in words for both the IBM, where reals occupy two words and some integers (for example, row and column indices) occupy only half a word, and the CDC where reals and integers both occupy one word. Both versions are available in MA37 and MA28 but YSMP does not offer a half-word integer version although comments are included to allow rapid conversion between precisions. Addi-

TABLE 4.1
Times (IBM 3081K seconds) for three phases.

| Order | 147 | 1,176 | 292 | 1,561 | 1,454 | 1,072 | 532 | 900 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Nonzeros | 2,449 | 18,552 | 2,208 | 10,681 | 5,300 | 12,444 | 3,474 | 4,322 |
| ANALYZE |  |  |  |  |  |  |  |  |
| MA37 sort | .018 | .14 | .016 | .08 | .04 | .09 | .03 | .06 |
| MA37 | .033 | .25 | .049 | .19 | .15 | .30 | .07 | .19 |
| YSMP | .054 | .40 | .062 | .45 | .22 | .46 | .32 | .27 |
| MA28 | .290 | 1.50 | .240 | 21.0 | .44 | 15.0 | .76 | 2.60 |
| FACTOR |  |  |  |  |  |  |  |  |
| MA37 sort | .020 | .18 | .018 | .1 | .05 | .12 | .03 | .07 |
| MA37 | .085 | .61 | .075 | 1.4 | .16 | 1.01 | .14 | .72 |
| YSMP | .075 | .57 | .058 | 1.4 | .11 | .99 | .40 | .76 |
| MA28 | .091 | .68 | .073 | 4.1 | .11 | 1.80 | .13 | .77 |
| SOLVE |  |  |  |  |  |  |  |  |
| MA37 | .0058 | .030 | .0078 | .080 | .023 | .054 | .014 | .044 |
| YSMP | .0060 | .026 | .0067 | .078 | .017 | .052 | .037 | .043 |
| MA28 | .0060 | .029 | .0074 | .112 | .019 | .065 | .014 | .043 |

tionally, the data structure used by parts of the YSMP code involves pointers which require full integers (unless the number of nonzeros in the factors is severely limited) so full-word integer storage has been assumed throughout. We have, however, not included storage for the matrix reals in the YSMP ANALYZE because minor changes to some statements in a sort routine yield a version that does not need the real arrays.

The examples displayed in Tables 4.1 and 4.2 were chosen from our test set to be a representative sample of problems for which it is sensible to use MA37, that is the structurally symmetric or nearly symmetric cases. All but the case of order 532 are structurally symmetric and that one is nearly so, but YSMP chose a poor pivot sequence, presumably because it bases its choice only on the upper triangular part of the matrix.

On ANALYZE timings MA37 is consistently better than YSMP and much better than MA28. The FACTOR times are usually slightly worse than the less general YSMP code and are broadly comparable with MA28. The SOLVE times are comparable with MA28 and not as good as YSMP.

TAble 4.2
Storage in thousands of Fortran words, with MA37 in minimum space.

| Order | 147 | 1,176 | 292 | 1,561 | 1,454 | 1,072 | 532 | 900 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Nonzeros | 2,449 | 18,552 | 2,208 | 10,681 | 5,300 | 124,444 | 3,474 | 4,322 |
| ANALYZE (IBM) |  |  |  |  |  |  |  |  |
| $\quad$ MA37 | 3 | 24 | 4 | 18 | 13 | 18 | 6 | 12 |
| YSMP | 8 | 52 | 9 | 84 | 22 | 61 | 39 | 49 |
| MA28 | 15 | 68 | 17 | 282 | 35 | 159 | 30 | 100 |
| ANALYZE (CDC) |  |  |  |  |  |  |  |  |
| $\quad$ MA37 | 6 | 47 | 7 | 34 | 22 | 33 | 11 | 23 |
| YSMP | 8 | 52 | 9 | 84 | 22 | 61 | 39 | 49 |
| $\quad$ MA28 | 15 | 73 | 176 | 263 | 41 | 148 | 29 | 92 |
| FACTOR (IBM) |  |  |  |  |  |  |  |  |
| $\quad$ MA37 | 14 | 84 | 15 | 163 | 30 | 117 | 25 | 91 |
| YSMP | 23 | 128 | 25 | 241 | 57 | 177 | 113 | 142 |
| MA28 | 16 | 79 | 18 | 271 | 39 | 160 | 32 | 102 |
| FACTOR (CDC) |  |  |  |  |  |  |  |  |
| MA37 | 11 | 73 | 11 | 102 | 27 | 80 | 19 | 60 |
| YSMP | 15 | 86 | 17 | 162 | 39 | 118 | 76 | 95 |
| MA28 (IBM) | 16 | 88 | 18 | 234 | 42 | 146 | 31 | 94 |
| SOLVE |  |  |  |  |  |  |  |  |
| MA37 | 10 | 48 | 13 | 146 | 29 | 97 | 23 | 79 |
| YSMP | 15 | 67 | 17 | 203 | 35 | 135 | 100 | 115 |
| MA28 (CDC) | 13 | 58 | 15 | 257 | 31 | 146 | 27 | 93 |
| SOLVE (CDC |  |  |  |  |  |  |  |  |
| MA37 | 6 | 29 | 8 | 87 | 22 | 59 | 16 | 48 |
| YSMP | 10 | 45 | 11 | 136 | 24 | 90 | 67 | 77 |
| MA28 | 11 | 48 | 13 | 208 | 27 | 118 | 22 | 75 |

Because of the overhead of assembling the frontal matrices in the multifrontal approach, MA37 will do better on larger problems where the factors are significantly denser than the original matrix. Thus we would expect MA37 to perform well on matrices from discretizations of partial differential equations (examples of order 1561, 1072, 532 and 900) or from finite element based discretizations (order 147, 1176) but less well on network problems (order 1454). This is broadly borne out by the results in Table 4.1.

On our set of test examples, our new code almost always requires less storage.
Finally, we demonstrate, in Table 4.3, the vectorization of our FACTOR and SOLVE codes by comparing them with YSMP on the CRAY-1 computer. YSMP uses indirect addressing throughout and hence does not vectorize which makes it less competitive.

Most routines which vectorize better on the CRAY-1 than MA37 do so at the expense of many more multiplications. Codes based on variable-band or frontal techniques fall into this category. We ran the Harwell frontal code MA32 (Duff (1981a)), which includes row interchanges but works with a single front, on the examples in our table. We found that the FACTOR and SOLVE times for MA32 were significantly slower than MA37 on the IBM 3081K. For example, on the problems of orders 1454 and 532 in Table 4.1, the MA32 FACTOR times were 1.93 and 1.32 seconds while the MA32 SOLVE times were .13 and .14 seconds. We were unable to solve several of our problems because the front-size became too large, but for the more banded structures (like those of the last two columns) the storage demands were quite modest. On these two examples the in-core requirements of the FACTOR entry of MA32 were only 33 and 15 thousand words on the IBM and 17 and 8 thousand words on the CDC.

The better vectorization of MA32 on the CRAY-1 (the vectors encountered are much longer than for MA37), yields more competitive times on that machine where the MA32 FACTOR times for the same problems (orders 1454 and 532) were .269 seconds and .260 seconds respectively. Evidence of greater vectorization is more clearly seen if the thousands of multiplications required by the algorithms are compared. They are 79 and 579 for MA37 as against 1,680 and 811 for MA32.

Table 4.3
CRAY-1 timings in seconds of MA37 and YSMP.

| Order | 147 | 1,176 | 292 | 1,561 | 1,454 | 1,072 | 532 | 900 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Nonzeros | 2,449 | 18,552 | 2,208 | 10,681 | 5,300 | 12,444 | 3,474 | 4,322 |
| FACTOR |  |  |  |  |  |  |  |  |
| MA37 (sort) | .023 | .17 | .021 | .10 | .051 | .12 | .03 | .07 |
| MA37 | .047 | .33 | .052 | .44 | .146 | .37 | .09 | .25 |
| YSMP | .055 | .39 | .046 | .81 | .087 | .59 | .25 | .46 |
| SOLVE |  |  |  |  |  |  |  |  |
| MA37 | .0023 | .015 | .0045 | .029 | .0186 | .021 | .0083 | .017 |
| YSMP | .0030 | .015 | .0037 | .040 | .0092 | .027 | .0194 | .023 |

5. Conclusions. We have described algorithms and code for the solution of sparse linear equations using a multifrontal approach. Our software is primarily designed for systems which are structurally symmetric or nearly so. We have, however, shown that it can be used on quite general systems although it is better to use code specifically designed for the general case. Our code incorporates numerical pivoting and so is more robust than codes which pivot on the sparsity pattern alone. Nevertheless, we have shown our software to be competitive in speed and storage on the IBM 3081K with these less powerful codes and have demonstrated that, because of the vectorization of the inner loop, it will generally outperform them on the CRAY-1.
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# A PROGRAM FOR FITTING RATE CONSTANTS IN GAS PHASE CHEMICAL KINETICS MODELS* 
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#### Abstract

This paper describes a program for developing gas phase chemical kinetics mechanisms. Program input is a proposed chemical reaction mechanism specified in the usual stoichiometric form and associated thermodynamic data. The program generates and solves the corresponding rate equations and adjusts reaction rate constants to fit a user-provided data base of experimental values of concentrations of certain chemical species. Examples are given.
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1. Introduction. In this paper we outline a computer code which can be applied to various gas phase chemical kinetics models. The basic idea is as follows. The user develops an input file to describe the stoichiometry in a familiar chemical notation. The user can then call the code which fits the specified parameters in the rate coefficients so that the species concentrations fit user-supplied data. These data may represent pilot plant data, laboratory data, or the data from a full-scale operating system.

The program uses the Chemical Kinetics package CHEMKIN [15] to translate the reaction mechanism into a FORTRAN subroutine containing the rate equations. The ordinary differential equation (ODE) solver LSODE [14], [16] is used to solve the rate equations, and a constrained optimization procedure we have developed is used to adjust reaction rate constants to fit an experimental data base. The optimization algorithm has been implemented in a way that allows the user to fit fairly extensive data bases.

Since the program uses CHEMKIN as an interface between the reaction mechanism and the rate equations, the program can be used to model and find parameters for a large class of proposed mechanisms. The mechanisms can be easily changed and parameters selected for those reactions for which precise estimates are not available. The program has been used successfully to measure rate constants in the Thermal $\mathrm{DeNO}_{\mathrm{x}}$ process [9], [17], [18] where only a few of the several chemical species could be measured experimentally.

The idea of solving the inverse problem described is not new. Deuflhard et al. [8], Gear [12], Edsberg [11], and Chance et al. [7] are but a few of the workers in this area. However, this is the first code to use CHEMKIN in an automatic way, to our knowledge. In the actual application, we solved the same system of ODE's or kinetics model with several different sets of initial concentrations to get each set of rate parameters. This complication does not appear in other examples we have seen. In the Exxon Thermal $\mathrm{DeNO}_{\mathrm{x}}$ process we tuned several rate constants so that predicted species concentrations fit an experimental data base which included data for a wide range of temperatures. The modeling details of the computations were further complicated by the small (short) time constants and the relatively few, but large measurement times.

In what follows, the equations for gas phase kinetics are developed in $\S 2$. The formal problem for the computation of the reaction rate parameters is given in § 3 . Section 4 outlines a constrained Gauss-Newton method for solving the formal problem.

[^62]The code sketch is in §5, while numerical results are given in § 6 . Appendix 1 gives the divided difference scheme we used for computing gradients and Jacobians. Appendix 2 is a description of the active constraint strategy. Finally, the derivation of the termination condition for Algorithm 2 appears in Appendix 3.
2. The rate equations for elementary gas phase reactions. Elementary reversible gas phase chemical reactions can be written in the form

$$
\begin{equation*}
\sum_{k=1}^{K} \nu_{k, i}^{\prime} \chi_{k} \rightleftarrows \sum_{k=1}^{K} \nu_{k, i}^{\prime \prime} \chi_{k} \tag{2.1}
\end{equation*}
$$

for $i=1,2, \cdots, I$, where $I$ is the total number of reactions in the mechanism, $K$ is the number of chemical species in the mechanism, $\nu_{k, i}^{\prime}$ is the stoichiometric coefficient of the $k$ th reactant species in the $i$ th reaction, $\nu_{k, i}^{\prime \prime}$ is the stoichiometric coefficient of the $k$ th product species in the $i$ th reaction, and $\chi_{k}$ is the chemical symbol for the $k$ th species.

The molar concentration of the $k$ th chemical species at time $t$ will be denoted by $X_{k}(t)$ and the rate of production of the species by $\dot{X}_{k}(t)$. For elementary reactions of the form (2.1), the rate of production of the $k$ th chemical species is defined by the equations

$$
\begin{equation*}
\dot{X}_{k}(t)=\sum_{i=1}^{I} \nu_{k, i} q_{i} \tag{2.2}
\end{equation*}
$$

where

$$
q_{i}=k_{f_{i}} \prod_{k=1}^{K}\left(X_{k}\right)^{\nu_{k, i}^{\prime}-k_{r_{i}} \prod_{k=1}^{K}\left(X_{k}\right)^{\nu_{k, i}^{\prime \prime}}, ~}
$$

and $\nu_{k, i}=\nu_{k, i}^{\prime \prime}-\nu_{k, i}^{\prime}$.
The forward reaction rate constant for the $i$ th reaction, $k_{f}$, is determined by the generalized Arrhenius expression

$$
\begin{equation*}
k_{f_{i}}=A_{i} T^{\beta_{i}} \exp \left(\frac{-E_{i}}{R T}\right) \tag{2.3}
\end{equation*}
$$

where $A_{i}$ is the pre-exponential factor, $\beta_{i}$ is the temperature exponent, and $E_{i}$ the activation energy. In (2.3), $R$ is the universal gas constant and $T$ denotes temperature. The reverse reaction rate $k_{r_{i}}$ is defined by the equation $k_{r_{i}}=k_{f_{i}} / k_{c_{i}}$ where $k_{c_{i}}$ denotes the equilibrium constant for the $i$ th reaction. The equilibrium constant is given by the expression

$$
k_{c_{i}}=\exp \left(\sum_{k=1}^{K} \frac{\nu_{k, i}}{R}\left(S_{k}^{0}-\frac{H_{k}^{0}}{T}\right)\right)\left(\frac{\bar{P}}{T}\right)^{a_{i}}
$$

where $a_{i}=\sum_{k=1}^{K} \nu_{k, i} S_{k}^{0}$ and $H_{k}^{0}$ are the standard state entropy and enthalpy, respectively, of the $k$ th species and $\bar{P}$ denotes atmospheric pressure.

For certain reactions a third body may be required for the reaction to proceed and this will change the form of the rate of progress variable, $q_{i}$. For example, if all species have the same third body effect in a reaction, the rate of progress variable is

$$
\frac{P}{R T} q_{i}
$$

where $P$ denotes pressure and $q_{i}$ is given by (2.2). For the form of the rate of progress
variable when the reaction includes third-body effects with enhancements for certain species, we refer the reader to Kee, Miller, and Jefferson [15].

For given values of temperature, pressure, and species concentrations at time $t_{0}$, (2.2) is an initial value problem consisting of $K$ nonlinear ordinary differential equations. Generally speaking, systems of differential equations associated with chemical kinetics models are often quite stiff, since different chemical species in a reaction mechanism may approach steady state on widely varying time scales. More precisely, if the ratio of the length of the interval of integration to the smallest time constant is large for a nonoscillatory system, the system is stiff. See the papers by Byrne and Hindmarsh [4], [5] for a discussion of stiff systems in chemical kinetics.

LSODE was selected as the integrator, because it has many desirable featuresgeneral error control, robust and efficient algebra routines, good documentation, dynamic storage allocation, and a good pedigree.
3. The minimization problem. A major consideration in chemical kinetics modeling is the choice of the forward reaction rate constants or, equivalently, the choice of the parameters $A_{i}, \beta_{i}$, and $E_{i}$ in the generalized Arrhenius expression (2.3). In complex chemical mechanisms such as the Thermal $\mathrm{DeNO}_{x}$ mechanism, experimental methods and theoretical methods cannot provide sufficiently accurate estimates of all the required rate constants, especially over a wide range of temperatures. If experimental data are available, these data can be used to estimate unknown rate constants and to obtain more accurate estimates of rate constants whose quoted errors are large.

Often, accurate estimates will be available for certain pre-exponentials, temperature exponents, and activation energies. We will let $z$ denote a vector whose components are the Arrhenius parameters for which precise estimates are not known. Parameters for which accurate values are known will be held fixed while we try to determine $z$ so that the model "best fits" the experimental data base.

For the $l$ th set of experimental conditions, let $T_{l}$ denote temperature, $P_{l}$ will be used for pressure, and $X^{l}\left(t_{0}\right)$ will denote the initial concentrations of the chemical species. We use $Y^{l}(t)$ to denote the chemical concentrations obtained by experiment with the $l$ th set of experimental conditions, and $X^{l}(t, z)$ will denote the solution of the initial value problem (2.2) at time $t$ and for parameters $z$.

The residual vector $f^{l}$ for the $l$ th experiment is given by

$$
f^{l}(z)=X^{l}\left(t^{l}, z\right)-Y^{l}\left(t^{l}\right)
$$

where $t^{l}$ is the residence time associated with the $l$ th experiment. When the errors in the components of $f^{l}$ are normally distributed, weighted nonlinear least squares is the most commonly used method for fitting the solution of (2.2) to available experimental data [1]. More specifically, we wish to find $z$ that minimizes the objective function

$$
\begin{equation*}
\frac{1}{2} F^{*}(z) W_{F} F(z) \tag{3.1}
\end{equation*}
$$

where ${ }^{1}$

$$
F^{*}=\left(\left(f^{1}\right)^{*},\left(f^{2}\right)^{*}, \cdots,\left(f^{N}\right)^{*}\right)
$$

$N$ is the total number of experiments, and $W_{F}$ is the inverse of the variance-covariance matrix of the vector $F$ or a matrix of suitable scaling factors.

We, as well as others, have observed that if a vector of parameters $z$ minimizes (3.1), several parameters may be physically unrealistic (e.g., the wrong size or algebraic

[^63]sign). The experimental data may not be sufficient to correctly determine these parameters, the reaction mechanism may be inaccurate or incomplete, or the objective function may have several local minima. It is useful to know how well existing data can be fit if the parameters are subject to physically realistic constraints. Instead of (3.1), we consider the constrained nonlinear least squares problem
\[

$$
\begin{equation*}
\min _{z} \frac{1}{2} F^{*}(z) F(z) \tag{3.2}
\end{equation*}
$$

\]

or equivalently,

$$
\min _{z} \frac{1}{2} \sum_{l=1}^{N} \sum_{j=1}^{\bar{K}}\left(X_{j}^{l}\left(t^{l}, z\right)-Y_{j}^{l}\left(t^{l}\right)\right)^{2}
$$

subject to the constraints, $a_{i} \leqq z^{*} e_{i} \leqq b_{i}$ for $i=1,2, \cdots, L$ where $L$ is the number of parameters selected for optimization. $\bar{K}$ denotes the number of species in each experiment for which experimentally measured values are available. In the inequalities in problem (3.2), $e_{i}$ is a unit vector with a one in the $i$ th component (and zero elsewhere) and $a_{i}$ and $b_{i}$ are, respectively, the lower and upper bounds for the $i$ th parameter.

We note that if the matrix $W_{F}$ is a positive definite and symmetric matrix, there is no loss of generality in rewriting the objective function in (3.1) in the form that it appears in (3.2). Unfortunately, in practice experiments are not often repeated; hence, an accurate estimate of the variance-covariance matrix is seldom available.
4. The parameter estimation procedure. In choosing a parameter estimation procedure, we knew that the program would be used to find parameters in the following situations. First, measurements would be available for only a few of the $K$ chemical species in the mechanism and only at several different residence times. Second, the chemical mechanisms would be moderately sized- 30 to 40 reactions and involving 20 to 30 species. Third, the number of experiments in a given data base would also be large-usually around 80 experiments. As many as 80 systems of $20-30$ stiff ODE's would need to be solved for each evaluation of the objective function or least squares residual function. Consequently, evaluations of $F(z)$ would be expensive.

For solving problem (3.2) we chose a Gauss-Newton method with a so-called active constraint strategy [13] which we present in Appendix 2. This is, of course, a standard method for solving nonlinear least squares problems subject to linear inequality constraints. However, if the method is to be effective in the current application, several details of implementation require careful attention.

Let $\phi(z)$ denote the objective function to be minimized in problem (3.2). Most methods for minimizing $\phi$ are of the form

$$
\begin{equation*}
\bar{z}=z-\alpha B^{-1} \nabla \phi(z) \tag{4.1}
\end{equation*}
$$

where $\nabla \phi$ is the gradient of $\phi, B$ is an approximation to $\nabla^{2} \phi$, the second derivative or Hessian of $\phi\left(\nabla^{2} \phi=\left[\partial^{2} \phi / \partial z_{i} \partial z_{j}\right]\right)$, and $\alpha$ is a positive number chosen to insure that $\phi(\bar{z})<\phi(z)$. For problem (3.2),

$$
\begin{equation*}
\nabla \phi=J_{F}^{*} F \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla^{2} \phi=J_{F}^{*} J_{F}+\sum_{i=1}^{N} \sum_{j=1}^{\bar{K}} f_{j}^{i} \nabla^{2} f_{j}^{i} \tag{4.3}
\end{equation*}
$$

where $J_{F}$ is the Jacobian of the residual vector $F$, and $f_{j}^{i}$ is the $j$ th component of the residual vector for the $i$ th experiment. If the double summation term in (4.3) is
dropped, and the approximation $B=J_{F}^{*} J_{F}$ is used in iteration (4.1) along with (4.2), the iterative scheme (4.1) is the Gauss-Newton method.

The dimensions of the matrix $J_{F}$ are $N \cdot \bar{K}$ by $L$ where $\bar{K}$ is the number of chemical species for which experimental values of the concentrations are available. In order to avoid excessive storage requirements when large experimental data bases are to be fit, we note that

$$
\begin{equation*}
J_{F}^{*} J_{F}=\sum_{i=1}^{N} J_{f}^{*} J_{f^{i}} \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
J_{F}^{*} F=\sum_{i=1}^{N} J_{f}^{*} f^{i} \tag{4.5}
\end{equation*}
$$

where $J_{f}{ }^{i}$ is the Jacobian of the residual vector for the $i$ th experiment. If (4.4) and (4.5) are used to compute the gradient and Hessian, a vector of length $L$ and an $L$ by $L$ array are the storage needed for the derivative information. Since computation of $J_{F}$ is very costly, it is interesting to note that terms in (4.4) and (4.5) could be computed simultaneously if several processors were available.

At each iteration the value of $\alpha$ is usually determined by solving the onedimensional minimization problem,

$$
\min _{\alpha>0} \phi\left(z-\alpha B^{-1} \nabla \phi(z)\right) .
$$

See, for example, Ortega and Rheinboldt [20, Chap. 8]. Although this method of calculating $\alpha$ is an important safeguard in general minimization packages [6], [10], [19], it can in certain problems add considerably to the number of function evaluations required in the parameter estimation. For the reaction mechanisms we examined, $\alpha=1$ gave good results.

On the other hand, in the current application the accurate approximation of $J_{f^{i}}$ is critical to the success of the Gauss-Newton method. We use the standard forward difference approximation

$$
\begin{equation*}
\left(\hat{f}_{f^{i}}\right) e_{l}=\frac{f^{i}\left(z+\left(\Delta^{*} e_{l}\right) e_{l}\right)-f^{i}(z)}{\Delta^{*} e_{l}} \tag{4.6}
\end{equation*}
$$

where $\Delta$ is a vector of small positive numbers and $\hat{J}_{f}$ denotes the difference approximation to $J_{f}{ }^{i}$. The program we have developed uses the algorithm in Appendix 1 to compute the vector $\Delta$. In the current program, Algorithm 1 provides a way of relating the accuracy of the underlying stiff ODE solver LSODE, and the choice of step size in the forward difference approximation (4.6). The key is the recognition of the level of the inherent error in the ODE solution and hence the concentration levels. This error level must be accommodated in the differencing scheme in the Gauss-Newton method.

An active constraint method was selected for solving problem (3.2) because such a method forces all approximations to the optimal parameters to remain within the physically realistic region. Also, in many problems a minimum exists within the constrained region. In these cases, if a starting solution is sufficiently close to the optimal solution, the constrained Gauss-Newton algorithm presented in Appendix 2 reduces to an unconstrained Gauss-Newton method and the additional costs of a constrained optimization procedure are avoided. Furthermore, an active constraint algorithm allows the user to make very minimal assumptions concerning the prior distribution of the parameters to be estimated.
5. A CHEMKIN-based program for analyzing gas phase kinetics. Fig. 5.1 gives the basic outline of the program we have developed. The elements, chemical species, and elementary reactions that govern the reaction are specified in the MECHANISM FILE. For each reaction, the corresponding Arrhenius parameters must also be given by the user if they have not been selected for optimization.

The THERMODYNAMIC FILE contains the information required to compute the entropy and enthalpy for each species in the mechanism. Our program uses the thermodynamic data base provided by CHEMKIN. This data base is known to be adequate for a large class of gas phase reactions. The THERMODYNAMIC FILE and the MECHANISM FILE are the same format as in other CHEMKIN applications; for further details see the CHEMKIN user's guide.

The MECHANISM FILE and THERMODYNAMIC FILE are read by the CHEMKIN INTERPRETER. The stoichiometric information in these files is assembled in the LINKING FILE. CHEMKIN routines are used in the FORTRAN program to read the stoichiometric information in the LINKING FILE into work arrays in the FORTRAN program.


Parameter Estimation Program includes:
CHEMKIN ROUTINES-To read the BINARY FILE which contains the stoichiometry for the mechanism and to evaluate the rate equations.
Algorithm 2-To perform the constrained optimization.
LSODE-To solve the rate equations.
Fig. 5.1. CHEMKIN-based program for fitting rate constants.
In the PARAMETER FILE the user indicates the reactions involving Arrhenius parameters to be optimized, and specifies which parameters in a particular reaction are to be optimized. The user provides initial estimates for these parameters as well as upper and lower bounds. In the EXPERIMENTAL DATA FILE the user provides the data base of experiments to be fit. Each experiment consists of a set of initial conditions (i.e., temperature, pressure, and initial concentrations) and the corresponding species concentrations at some residence time.

We have added a routine to the CHEMKIN SUBROUTINE Library which computes $X^{l}\left(t^{l}, z\right)$. In other words, for the $l$ th set of initial conditions, the routine computes the species concentrations as a function of time and the parameters specified
by the user for optimization. The CHEMKIN subroutine, CKRAT, is used in the subroutine that calculates $X^{l}\left(t^{l}, z\right)$. CKRAT evaluates the rate equations (2.2) and LSODE is used to solve them. The constrained optimizer, Algorithm 2, repeatedly calls $X^{l}\left(t^{l}, z\right)$ when the algorithm requires residual function values. The final program output is a set of parameters that solve problem (3.2) and an evaluation of the model, with the optimal parameters, for each set of initial conditions.

Note that the reaction mechanism can be changed and an optimization can be performed to try to fit the new mechanism to the data base. No coding changes are required. The following section shows examples of several reaction mechanisms in which certain Arrhenius parameters were determined by our program.
6. Test examples. Example 1 shows the program being used to determine parameters in a well-behaved reaction mechanism where precise data is used in the fitting. This "controlled" example is presented to illustrate the behavior of the numerical algorithms in the program. Example 2 is more typical of the problems encountered in practice. Here the program is used to determine parameters in a large reaction mechanism where noise is present in the data to be fit, and measured values are available for only several of the species in the mechanism.

## Example 1. Hydrogen burn reaction.

In this example the program is used to recover the pre-exponentials in reactions $2,3,4$, and 5 of the hydrogen burn reaction mechanism shown in Table 6.1. We generated the experimental data to be fit by evaluating the reaction mechanism at residence time .05 seconds, the Arrhenius parameters given in Tables 6.1 and 6.2, and the following nonzero initial conditions: $\mathrm{H}_{2}=.0002, \mathrm{O}_{2}=.02, \mathrm{~N}_{2}=.97988, P=1 \mathrm{~atm}$, and $T=1000 \mathrm{~K}$ (initial species values are in mole fractions). In Table 6.2 we show

TABLE 6.1
MECHANISM FILE for hydrogen burning reaction.

| ELEMENTS |  |  |  |
| :---: | :---: | :---: | :---: |
| H O N |  |  |  |
| END |  |  |  |
| SPECIES |  |  |  |
| $\mathrm{H}_{2} \mathrm{O}_{2} \mathrm{~N}_{2} \mathrm{H} \mathrm{O} \mathrm{OH} \mathrm{HO}_{2} \mathrm{H}_{2} \mathrm{O}$ |  |  |  |
| END |  |  |  |
| REACTIONS |  |  |  |
| $1 \mathrm{H}_{2}+\mathrm{O}_{2}=2 \mathrm{OH}$ | $1.7 \times 10^{13}$ | 0.0 | 47,780.0 |
| $2 \mathrm{H}_{2}+\mathrm{OH}=\mathrm{H}_{2} \mathrm{O}+\mathrm{H}$ | . . | 0.0 | 6,500.0 |
| $3 \mathrm{H}+\mathrm{O}_{2}=\mathrm{OH}+\mathrm{O}$ | $\ldots$ | -0.907 | 16,620.0 |
| $4 \mathrm{O}+\mathrm{H}_{2}=\mathrm{OH}+\mathrm{H}$ | $\ldots$ | 1.0 | 8,826.0 |
| $5 \mathrm{H}+\mathrm{O}_{2}+\mathrm{M}=\mathrm{HO}_{2}+\mathrm{M} \quad \mathrm{H}_{2} \mathrm{O} / 20 . / \dagger$ | $\cdots$ | 0.0 | -870.0 |
| $6 \mathrm{OH}+\mathrm{HO}_{2}=\mathrm{H}_{2} \mathrm{O}+\mathrm{O}_{2}$ | $1.2 \times 10^{13}$ | 0.0 | 0.0 |
| $7 \mathrm{H}+\mathrm{HO}_{2}=2 \mathrm{OH}$ | $6.0 \times 10^{13}$ | 0.0 | 0.0 |
| $8 \mathrm{O}+\mathrm{HO}_{2}=\mathrm{O}_{2}+\mathrm{OH}$ | $1.0 \times 10^{13}$ | 0.0 | 0.0 |
| $92 \mathrm{OH}=\mathrm{O}+\mathrm{H}_{2} \mathrm{O}$ | $1.7 \times 10^{6}$ | 2.03 | -1,190.0 |
| $10 \mathrm{H}_{2}+\mathrm{M}=2 \mathrm{H}+\mathrm{M} \quad \mathrm{H}_{2} \mathrm{O} / 5 /$ | $2.23 \times 10^{12}$ | 0.500 | 92,600.0 |
| $11 \mathrm{O}_{2}+\mathrm{M}=20+\mathrm{M}$ | $1.85 \times 10^{11}$ | 0.500 | 95,560.0 |
| $12 \mathrm{H}+\mathrm{OH}+\mathrm{M}=\mathrm{H}_{2} \mathrm{O}+\mathrm{M} \quad \mathrm{H}_{2} \mathrm{O} / 20.0 /$ | $7.5 \times 10^{23}$ | -2.6 | 0.0 |
| $13 \mathrm{H}+\mathrm{HO}_{2}=\mathrm{H}_{2}+\mathrm{O}_{2}$ | $1.3 \times 10^{13}$ | 0.0 | 0.0 |

END

TABLE 6.2
Trace of the algorithm for the unconstrained problem.

| Iteration |  |  | Objectiv | function | Gradient norm ( $\\|\cdot\\|_{\infty}$ ) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 |  |  | 2.90 |  | 5.60 |
| 2 |  |  | . 250 |  | . 689 |
| 3 |  |  | . 290 |  | 3.18 |
| 4 |  |  | . 977 | $\times 10^{-2}$ | . 332 |
| 5 |  |  | . 279 | $\times 10^{-4}$ | $.150 \times 10^{-1}$ |
| 6 |  |  | . 305 | $\times 10^{-8}$ | $.151 \times 10^{-3}$ |
| Initial parameter approximation |  |  |  | Exact parameters $\dagger$ | Computed parameters |
| $z_{1}$ |  | $.20 \times 10^{18}$ |  | $.122 \times 10^{18}$ | $.1220025 \times 10^{18}$ |
| $z_{2}$ |  | $.10 \times 10^{11}$ |  | $.180 \times 10^{11}$ | $.1800007 \times 10^{11}$ |
| $z_{3}$ |  | $.32 \times 10^{14}$ |  | $.520 \times 10^{14}$ | $.5200005 \times 10^{14}$ |
| $z_{4}$ |  | $.30 \times 10^{16}$ |  | $.200 \times 10^{16}$ | $.2000014 \times 10^{16}$ |

$\dagger$ Parameters used in reactions $3,4,2$, and 5, respectively, to generate experimental data.

Table 6.3
Fit to data.

| Species | Computed values <br> of species | $\mid$ Computed-experimental $\mid \dagger$ |
| :--- | :---: | :---: |
| $\mathrm{H}_{2}$ | $.343333 \times 10^{-4}$ | $1.5 \times 10^{-9}$ |
| $\mathrm{O}_{2}$ | $.199168 \times 10^{-1}$ | $3.0 \times 10^{-8}$ |
| $\mathrm{~N}_{2}$ | $.979880 \times 10^{-1}$ | $3.5 \times 10^{-7}$ |
| H | $.498736 \times 10^{-7}$ | $2.6 \times 10^{-12}$ |
| O | $.177672 \times 10^{-5}$ | $2.9 \times 10^{-11}$ |
| OH | $.889328 \times 10^{-6}$ | $1.9 \times 10^{-11}$ |
| $\mathrm{HO}_{2}$ | $.124121 \times 10^{-5}$ | $3.4 \times 10^{-11}$ |
| $\mathrm{H}_{2} \mathrm{O}$ | $.164593 \times 10^{-3}$ | $1.9 \times 10^{-9}$ |

[^64]the performance of the algorithm, and in Table 6.3 we compare the fit to the given data. The objective function we used is given by (3.1) with $W_{F}$ set to a diagonal matrix whose nonzero entries are the reciprocals of the concentrations of the species to be fit.

For each iteration the value of $\Delta$ used in (4.6) is $10^{-3} \times z$. Algorithm 1 was used to compute $r$ at the initial parameter approximation, and this value was used throughout the algorithm. In LSODE, the absolute error tolerance was set to $10^{-15}$ and the relative error tolerance to $10^{-4}$ (see [14]).

In Table 6.4, we show the results of an optimization where $z_{3}$ and $z_{4}$ are subject to the constraints, $z_{3} \leqq .48 \times 10^{14}$ and $z_{4} \geqq .25 \times 10^{16}$. All other initial conditions and values of parameters controlling the optimization algorithm are the same as in the unconstrained problem.

Example 2. Nitrogen chemistry reaction.
The program has been used successfully to fit a realistic nitrogen chemistry mechanism to an extensive experimental data base. Table 6.5 gives the mechanism for

TABLE 6.4
Trace of the algorithm for the constrained problem.


TABLE 6.5
MECHANISM FILE for reduced nitrogen chemistry.

| ELEMENTS |  |  |  |
| :---: | :---: | :---: | :---: |
| H O N HE |  |  |  |
| END |  |  |  |
| SPECIES |  |  |  |
| NO $\mathrm{NH}_{3} \mathrm{O}_{2} \mathrm{H}_{2} \mathrm{O} \mathrm{HE} \mathrm{NO}$ |  |  |  |
| REACTIONS |  |  |  |
| $1 \mathrm{NH}_{3}+\mathrm{O}=\mathrm{NH}_{2}+\mathrm{OH}$ | $.1500 \times 10^{13}$ | 0.0 | 6,040.0 |
| $2 \mathrm{NH}_{3}+\mathrm{OH}=\mathrm{NH}_{2}+\mathrm{H}_{2} \mathrm{O}$ | $.3260 \times 10^{13}$ | 0.0 | 2,120.0 |
| $3 \mathrm{HNO}+\mathrm{M}=\mathrm{NO}+\mathrm{H}+\mathrm{M}$ | $.1860 \times 10^{17}$ | 0.0 | 48,680.0 |
| $4 \mathrm{HNO}+\mathrm{OH}=\mathrm{NO}+\mathrm{H}_{2} \mathrm{O}$ | $.3600 \times 10^{14}$ | 0.0 | 0.0 |
| $5 \mathrm{NH}_{2}+\mathrm{NO}=\mathrm{N}_{2}+\mathrm{H}+\mathrm{OH}$ | $.6000 \times 10^{20}$ | -2.46 | 1,866.0 |
| $6 \mathrm{NH}_{2}+\mathrm{O}=\mathrm{NH}+\mathrm{OH}$ | $.1546 \times 10^{14}$ | 0.0 | 1,000.0 |
| $7 \mathrm{NH}_{2}+\mathrm{OH}=\mathrm{NH}+\mathrm{H}_{2} \mathrm{O}$ | $.6000 \times 10^{11}$ | 0.68 | 1,290.0 |
| $8 \mathrm{NH}+\mathrm{O}_{2}=\mathrm{HNO}+\mathrm{O}$ | $.3000 \times 10^{14}$ | 0.0 | 3,400.0 |
| $9 \mathrm{H}+\mathrm{O}_{2}=\mathrm{OH}+\mathrm{O}$ | $.2200 \times 10^{15}$ | 0.0 | 16,800.0 |
| $10 \mathrm{O}+\mathrm{HO}_{2}=\mathrm{O}_{2}+\mathrm{OH}$ | $.4800 \times 10^{14}$ | 0.0 | 1,000.0 |
| $11 \mathrm{OH}+\mathrm{HO}_{2}=\mathrm{H}_{2} \mathrm{O}+\mathrm{O}_{2}$ | $.5000 \times 10^{14}$ | 0.0 | 1,000.0 |
| $12 \mathrm{OH}+\mathrm{OH}=\mathrm{O}+\mathrm{H}_{2} \mathrm{O}$ | $.6300 \times 10^{13}$ | 0.0 | 1,090.0 |
| $13 \mathrm{HO}_{2}+\mathrm{NO}=\mathrm{NO}_{2}+\mathrm{OH}$ | $.3430 \times 10^{13}$ | 0.0 | -260.0 |
| $14 \mathrm{O}+\mathrm{NO}_{2}=\mathrm{NO}+\mathrm{O}_{2}$ | $.1000 \times 10^{14}$ | 0.0 | 600.0 |
| $15 \mathrm{H}+\mathrm{O}_{2}+\mathrm{M}=\mathrm{HO}_{2}+\mathrm{M} \quad \mathrm{H}_{2} \mathrm{O} / 21 . /$ | $.1500 \times 10^{16}$ | 0.0 | -995.0 |
| $16 \mathrm{NH}_{3}+\mathrm{M}=\mathrm{NH}_{2}+\mathrm{H}+\mathrm{M}$ | $.4800 \times 10^{17}$ | 0.0 | 93,929.0 |
| $17 \mathrm{NH}_{2}+\mathrm{NO}=\mathrm{N}_{2}+\mathrm{H}_{2} \mathrm{O}$ | $.9000 \times 10^{20}$ | -2.46 | 1,866.0 |

END
a simplified nitrogen chemistry model. Although the reactions and rate constants are all physically plausible, the mechanism, as a whole, only describes nitrogen chemistry in a qualitative manner.

Using the mechanism in Table 6.5, we have manufactured the exact data base shown in Table 6.6. The data base is comprised of 15 constant pressure, constant temperature "experiments," which could be performed in a flow tube reactor. In all experiments, 5 of the 14 species are initially nonzero. After the indicated residence

TABLE 6.6
Example data base 1-no scatter.

| Initial nonzero species concentrations (mole fractions): |  |  |  |
| :---: | :---: | :---: | :---: |
| $\begin{aligned} & \mathrm{NO}=0.00025 ; \mathrm{NH}_{3}=0.0004 ; \mathrm{O}_{2}=0.04 ; \mathrm{H}_{2} \mathrm{O}=0.1 ; \mathrm{He}=0.85935 \\ & \text { Pressure }=1.1 \mathrm{~atm} . \end{aligned}$ |  |  |  |
| Temperature (K) | Residence times (s) | NO | $\mathrm{NH}_{3}$ |
| 1,000.0 | 0.5 | 0.0002379 | 0.0003903 |
| 1,000.0 | 1.0 | 0.0001432 | 0.0003139 |
| 1,000.0 | 1.5 | 0.0001181 | 0.0002937 |
| 1,000.0 | 2.0 | 0.0001096 | 0.0002868 |
| 1,000.0 | 2.5 | 0.0001057 | 0.0002837 |
| 1,200.0 | 0.5 | 0.0000533 | 0.0001360 |
| 1,200.0 | 1.0 | 0.0000309 | 0.0001009 |
| 1,200.0 | 1.5 | 0.0000218 | 0.0000851 |
| 1,200.0 | 2.0 | 0.0000168 | 0.0000751 |
| 1,200.0 | 2.5 | 0.0000136 | 0.0000680 |
| 1,400.0 | 0.5 | 0.0001842 | 0.0000012 |
| 1,400.0 | 1.0 | 0.0001837 | 0.0000000 |
| 1,400.0 | 1.5 | 0.0001836 | 0.0000000 |
| 1,400.0 | 2.0 | 0.0001836 | 0.0000000 |
| 1,400.0 | 2.5 | 0.0001836 | 0.0000000 |

Table 6.7
Example data base 2-with $1.8 \%$ scatter.
Initial nonzero species concentrations (mole fractions):
$\mathrm{NO}=0.00025 ; \mathrm{NH}_{3}=0.0004 ; \mathrm{O}_{2}=0.04 ; \mathrm{H}_{2} \mathrm{O}=0.1 ; \mathrm{He}=0.85935$.
Pressure $=1.1 \mathrm{~atm}$.

| Temperature (K) | Residence time $(\mathrm{s})$ | NO | $\mathrm{NH}_{3}$ |
| :---: | :---: | :---: | :---: |
| $1,000.0$ | 0.5 | 0.0002378 | 0.0003851 |
| $1,000.0$ | 1.0 | 0.0001437 | 0.0003178 |
| $1,000.0$ | 1.5 | 0.0001188 | 0.0002955 |
| $1,000.0$ | 2.0 | 0.0001095 | 0.0002829 |
| $1,000.0$ | 2.5 | 0.0001068 | 0.0002898 |
| $1,200.0$ | 0.5 | 0.0000543 | 0.0001379 |
| $1,200.0$ | 1.0 | 0.0000312 | 0.0001014 |
| $1,200.0$ | 1.5 | 0.0000219 | 0.0000846 |
| $1,200.0$ | 2.0 | 0.0000167 | 0.0000757 |
| $1,200.0$ | 2.5 | 0.0000137 | 0.0000695 |
| $1,400.0$ | 0.5 | 0.0001851 | 0.0000013 |
| $1,400.0$ | 1.0 | 0.0001824 | 0.0000000 |
| $1,400.0$ | 1.5 | 0.0001821 | 0.0000000 |
| $1,400.0$ | 2.0 | 0.0001827 | 0.0000000 |
| $1,400.0$ | 2.5 | 0.0001847 | 0.0000000 |

times, 2 of the 14 species are measured. In Table 6.7 we show the same data base with $1.8 \%$ r.m.s. scatter introduced in the output concentrations using a normally distributed random number generator.

Table 6.8 summarizes the results of the optimization algorithm when applied to these data bases. In both cases, three pre-exponentials were significantly perturbed in the mechanism of Table 6.5, resulting in large initial objective functions. (The objective function is defined by (3.1), where we choose $W_{F}$ to be a diagonal matrix, each diagonal element being the inverse of the corresponding species concentration at time zero.) In both cases, the algorithm was unconstrained and convergence occurred after a few iterations.

TABLE 6.8
Summary of unconstrained optimization examples.

| Data base | Iteration | Pre-exponential parameters <br> Reaction number |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | 7 | 11 | Objective function |
| 1 | 0 | $.5000 \times 10^{11}$ | $.7000 \times 10^{14}$ | $.8000 \times 10^{20}$ |
| 1 | 12 | $.5920 \times 10^{11}$ | $.5918 \times 10^{14}$ | $.8876 \times 10^{20}$ |
| 2 | 0 | $.5000 \times 10^{11}$ | $.7000 \times 10^{14}$ | $.8000 \times 10^{20}$ |
| 2 | 5 | $.5866 \times 10^{11}$ | $.5851 \times 10^{14}$ | $.8795 \times 10^{20}$ |
| 1 | 0 | $.5866 \times 10^{11}$ | $.5851 \times 10^{14}$ | $.4959 \times 10^{-5}$ |
|  |  | $.3859 \times 10^{00}$ |  |  |

In fitting the exact data, the three pre-exponentials returned to within $1.5 \%$ of their exact values, while the ratios of one to another returned to within $0.05 \%$ of their exact values. The objective function is insensitive to changes which correspond to multiplication of the three pre-exponentials by an overall constant, while it is sensitive to changes in their ratios. The same behavior occurs with the scattered data. We attempted an example with $5 \%$ scatter in the data and found that the algorithm did not converge with the three parameters; however, it converged with any two of the three. Since the objective function is so flat in one direction of the three-parameter space, we lose the minimum when there is only a moderate amount of scatter in the data. In order to obtain convergence with the three parameters when there is larger scatter, we must increase the size of the data base.

In Table 6.8, we show the objective function on the exact data using the model obtained with the scattered data. This objective function is as good as the one obtained in fitting the exact data. This indicates that noise in the data can be filtered out even in a case where the objective function is not that well behaved.
7. Concluding remarks. We have presented the outline of a general program for analyzing gas phase chemical kinetics when a large data base of experiments is available. The program used a constrained Gauss-Newton procedure that takes advantage of the structure of the objective function and the fact that the constraints are simple interval constraints. We have focused in this report on several important details-the storage efficient implementation and a method of choosing a differencing factor for computing sensitivities which realizes the underlying error in the numerical solution of the ODES that govern the reaction mechanism. The flexibility of the chemical kinetics package, CHEMKIN, is also illustrated.

The program was initially developed to fit parameters in a mechanism where chemical species concentrations were available for only several of the responses in the
model. However, the number of experiments in the data base was quite large. When a large amount of significant data is available, weighted least squares is an appropriate fitting procedure. In other cases, an effective fitting procedure should take into consideration the fact that errors in different components of each residual $f^{l}$ may be correlated. A priori knowledge of the parameters should be utilized in determining rate constants. Parameter fitting procedures such as those presented in Box and Draper [2], Box et al. [3], and Stewart [22] should be used instead of nonlinear least squares. We are currently adding these estimators to the program so the user has a choice of fitting procedures.

Parameter estimators are available for cases where the variance-covariance matrix is unknown and the errors in the residuals of a given experiment may be correlated (see, for example, Stewart [22]). These estimators, however, require the minimization of an objective function which is not least squares. Although there is now excellent software [6] available for handling such problems, the general optimization problem is more difficult. When the objective function is given by nonlinear least squares, for many problems $J_{F}^{*} J_{F}$ is an accurate Hessian approximation; hence, the Gauss-Newton method for nonlinear least squares is usually quite effective. Furthermore, the Hessian approximation in the Gauss-Newton method can be augmented with a quasi-Newton correction (see Dennis et al. [10]) to produce an even better algorithm. It should be noted that when a nonlinear least squares objective function is used, fitting a large data base may be practical. This may not be the case if a different objective function is used. In realistic problems where experimentally measured values are not available for all the chemical species in the model, it is usually not possible to make use of a system of stiff ODEs (see the papers by Varah [23] and Yermakova et al. [25]).

## Appendix 1.

Algorithm 1. Computation of a difference parameter.
Step 1. Choose the set of initial conditions from the experimental data base which includes the smallest residence time $t$. Let $z$ be the initial estimate of the parameters selected for optimization.
Set $r=0$.
Step 2. $r=r+1$.
For $l=1,2, \cdots, L$,

$$
\begin{aligned}
& \Delta_{l}^{r}=\left(z^{*} e_{l}\right)(.1)^{r} . \\
& \Delta^{r}=\left(\Delta_{1}^{r}, \cdots, \Delta_{L}^{r}\right)^{*} .
\end{aligned}
$$

For $l=1,2, \cdots, L$,

$$
\Lambda^{r} e_{l}=\frac{X\left(z+\Delta^{r} e_{l}\right)-X(z)}{\Delta_{l}^{r}}
$$

Step 3. If $r \leqq 2$ go to step 2.
If for some $l, 1 \leqq l \leqq L$,

$$
\left\|\Lambda^{r+1} e_{l}-\Lambda^{r} e_{l}\right\|>\left\|\Lambda^{r} e_{l}-\Lambda^{r-1} e_{l}\right\|,
$$

then set $\Delta=\left(\Delta_{1}^{r-1}, \Delta_{2}^{r-1}, \cdots, \Delta_{L}^{r-1}\right)^{*}$ and stop.
Step 4. Go to step 2.
In Step 1 of the algorithm, the smallest residence time is chosen, because at this time it is likely that many of the species concentrations will not yet have reached steady state, and instabilities in the differencing scheme are most likely to occur. Initial values
from several experiments and different choices of $z$ could be used to determine a suitable value for $r$, but we found no significant advantage to this approach. Schemes such as Algorithm 1 are being used to check the accuracy and reliability of command and control software [24].

## Appendix 2.

Active constraint algorithm. In an active constraint method, lists of those parameters that are equal to their upper or lower constraints are maintained and updated at each iteration. We use $\Gamma_{k}^{u}$ to denote the set of indices of those parameters that are equal to their upper bounds at the $k$ th iteration and $\Gamma_{k}^{l}$ will be the set of indices of those parameters that have attained their lower bounds.

Let $z_{k}$ be an approximation to the solution of problem (3.3) and assume $z_{k}$ satisfies the constraints. When a new approximation, $z_{k}-\lambda p$, is computed, $\lambda$ is chosen so that
(1) $a_{i} \leqq\left(z_{k}-\lambda p\right)^{*} e_{i} \leqq b_{i}$
for $i=1,2, \cdots, L$. If at the $k$ th iteration,
(2a) $\left(z_{k}-\lambda p\right)^{*} e_{i}=b_{i}$
then $\Gamma_{k+1}^{u}=\Gamma_{k}^{u} \cup\{i\}$;
if
(2b) $\left(z_{k}-\lambda p\right)^{*} e_{i}=a_{i}$
then $\Gamma_{k+1}^{l}=\Gamma_{k}^{l} \cup\{i\}$.
The following rule is used to determine if constraints should be excluded from the new active sets. For any index $i$, if
(3a) $F^{*} J_{F}\left(z_{k}\right) e_{i}>0$ and $i \in \Gamma_{k}^{u}$
then $\Gamma_{k+1}^{u}=\Gamma_{k}^{u}-\{i\}$;
if
(3b) $F^{*} J_{F}\left(z_{k}\right) e_{i}<0$ and $i \in \Gamma_{k}^{l}$
then $\Gamma_{k+1}^{l}=\Gamma_{k}^{l}-\{i\}$.
The conditions in rule (3) indicate a new value for $z_{k}^{*} e_{i}$ can be found which decreases the objective function and satisfies constraints. A similar criterion for dropping constraints can be found in Powell [21].

The algorithm can terminate successfully in either of two ways. A local minimum of the objective function can be found within the constraint set. This situation can occur if
(4a) $\left\|J_{F}^{*} F\left(z_{k}\right)\right\|_{\infty}<$ TOL
and
(4b) $a_{i}<z_{k}^{*} e_{i}<b_{i}$
for $i=1,2, \cdots, L$. In condition (4a), TOL is a small positive number.
The other possibility is that the local minimum is on the boundary of the constraint set. In this case some constraints are active and this situation is determined by the following check. For each $i, i=1,2, \cdots, L$, determine if one of the following three
conditions holds:
(5a) $i \in \Gamma_{k}^{u}$ and $F^{*} J_{F}\left(z_{k}\right) e_{i}<0$
or
(5b) $i \in \Gamma_{k}^{l}$ and $F^{*} J_{F}\left(z_{k}\right) e_{i}>0$
or
(5c) $\left|F^{*} J_{F}\left(z_{k}\right) e_{i}\right|<$ TOL.
If for each component of $z_{k}$, one of the conditions (5a), (5b), or (5c) is satisfied, then the vector $z_{k}$ cannot be perturbed in any way that significantly decreases the objective function and satisfies constraints. For a derivation of these conditions, see Appendix 3. We now give the Gauss-Newton algorithm which uses this active constraint strategy.

Algorithm 2. Constrained Gauss-Newton method.
Step 1. Choose $z_{0}$ such that

$$
a_{i} \leqq z_{0}^{*} e_{i} \leqq b_{i}
$$

for $i=1,2, \cdots, L$. Let

$$
\Gamma_{0}^{l}=\left\{i: a_{i}=z_{0}^{*} e_{i}\right\}
$$

and $\Gamma_{0}^{u}=\left\{i: b_{i}=z_{0}^{*} e_{i}\right\}$.
Repeat Steps $2-5$, for $k=0, \cdots$, MAX where MAX denotes the maximum number of iterations allowed.

Step 2. Use Algorithm 1 to find a suitable differencing factor $\Delta$ for computing required derivatives at step $k$.
Step 3. Compute $\hat{J}_{F}^{*} \hat{J}_{F}\left(z_{k}\right)$ and $\hat{J}_{F}^{*} F\left(z_{k}\right)$ according to (4.4), (4.5), and (4.6).
Step 4. (i) Apply condition (4) to determine if an unconstrained minimum was located. If (4) is satisfied, stop.
(ii) Apply the check (5) to determine if a constrained minimum was located. If satisfied, stop.
(iii) Check conditions (3a) and (3b) to determine if any constraints can be deleted from active sets.
Step 5. Compute the solution $p_{k}$ of the system

$$
\hat{J}_{F}^{*} \hat{J}_{F} p_{k}=\hat{J}_{F}^{*} F,
$$

and set

$$
z_{k+1}=z_{k}-\lambda p_{k}
$$

where $\lambda$ is chosen so that condition (1) is satisfied for $i=1,2, \cdots, L$. Choose the new active sets $\Gamma_{k+1}^{l}$ and $\Gamma_{k+1}^{u}$ according to rule (2).
Appendix 3. In this appendix we show that if Algorithm 2 reaches a point $z$ such that conditions (5a), (5b), and (5c) of Appendix 2 are satisfied with TOL $=0$, then the algorithm has found a constrained local minimum for problem (3.2). Throughout this section $f$ will denote a twice continuously differentiable function with domain in $R^{n}$ and range in $R$. Further, $\nabla^{2} f$ will be assumed to be positive definite.

The following theorem concerning the Kuhn-Tucker conditions is given in Powell [21]. This theorem provides conditions for the solution of the following problem:
(1) $\min _{z} f(z)$
subject to the constraints
(2) $v_{i}^{*} z \geqq s_{i}$ for $i=1,2, \cdots, L$
where $v_{i} \in R^{L}$ and $s_{i} \in R$ for $i=1,2, \cdots, L$.
Theorem 1. Let $z$ satisfy (2). Let only the first $n \leqq L$ of the constraints be satisfied as equalities. Then $z$ is a strong local minimum of $f$ if and only if
(3) $\nabla f(z)=\sum_{i=1}^{n} \lambda_{i} v_{i}, \lambda_{i} \geqq 0$.

To show that $z$ is a constrained local minimum if (5a), (5b), and (5c) of Appendix 2 hold, we assume, without loss of generality, that Algorithm 2 has reached a $z$ such that

$$
\begin{aligned}
& z^{*} e_{i}=a_{i} \text { for } i=1,2, \cdots, m \\
& z^{*} e_{i}=b_{i} \text { for } i=m+1, \cdots, n \\
& a_{i}<z_{i}^{*} e_{i}<b_{i} \text { for } i=n+1, \cdots, L
\end{aligned}
$$

Suppose the termination conditions hold. In this case,
(4) $\nabla f(z)^{*} e_{i} \geqq 0 \quad$ for $i=1,2, \cdots, m$,
(5) $\nabla f(z)^{*} e_{i} \leqq 0$ for $i=m+1, \cdots, n$,

$$
\nabla f(z)^{*} e_{i}=0 \quad \text { for } n+1, \cdots, L
$$

Let $\bar{e}_{i}=-e_{i}$; note that
(6) $\nabla f(z)=\sum_{i=1}^{m}\left(e_{i}^{*} \nabla f(z)\right) e_{i}+\sum_{i=m+1}^{n}\left(\bar{e}_{i}^{*} \nabla f(z)\right) \bar{e}_{i}$.

From equation (6), conditions (4) and (5), and Theorem 1, we see that $z$ is a solution to the problem

$$
\min _{z} f(z)
$$

such that

$$
z^{*} e_{i} \geqq a_{i} \text { for } i=1,2, \cdots, m \text {, }
$$

and

$$
z^{*} e_{i} \leqq b_{i} \quad \text { for } i=1,2, \cdots, n
$$

The conditions (5a), (5b), and (5c) of Appendix 2 guarantee that if the Hessian of the objective function in problem (3.2) is positive definite at $z$, then there exists no local descent direction which satisfies the constraints in problem (3.2). We note that the termination conditions indicate a constrained local minimum even in certain cases where $\nabla^{2} f(z)$ is not positive definite (see Powell [21, Thm. 1.5]).
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# COMPUTING A FEW EIGENVALUES AND EIGENVECTORS OF A SYMMETRIC BAND MATRIX* 

DAVID S. SCOTT ${ }^{+}$


#### Abstract

This paper presents a new combination of the bisection algorithm and the Rayleigh quotient iteration for computing a few eigenvalues of a symmetric band matrix. Both global and local convergence results are proved and numerical examples are presented. The modification of the algorithm needed to handle generalized eigenvalue problems is described.


Key words. eigenvalues, eigenvectors, symmetric band matrices, Rayleigh quotient iteration

1. Introduction. This paper describes a new algorithm for computing a few specified eigenvalues and eigenvectors of a symmetric band matrix. The algorithm was developed for use in conjunction with the symmetric block (or band) Lanczos algorithm. At each step of the Lanczos algorithm it is necessary to compute a few eigenvalues (and eigenvectors) of a symmetric band matrix. The eigenvalues are specified by index and an approximate eigenvector is available which is often accurate, although it can occasionally be completely wrong.

The new algorithm can compute eigenvalues by index or by location (i.e. all the eigenvalues between zero and one) and can take advantage of approximate eigenvectors if they are available. The local and global convergence rates of the algorithm are given. Some numerical tests are described. Finally the changes necessary to make the algorithm applicable to banded generalized eigenvalue problems are described.
2. The algorithm. The use of the bisection algorithm to compute eigenvalues of tridiagonal matrices was introduced by Givens [1] in 1954. Bisection uses the Sturm sequence property to compute the number of eigenvalues of a symmetric matrix $A$ less than a number $\sigma$ by computing the triangular factorization of $(A-\sigma I)$. Thus given any interval known to contain the desired eigenvalue, it is possible to compute the eigenvalue count at some point in the interval and thereby shrink the size of the interval known to contain the desired eigenvalue. In the absence of any ancillary information the best choice for the shift $\sigma$ is the midpoint of the interval, which is what the bisection algorithm uses. By repeating the process the eigenvalue can be computed to any desired accuracy up to the roundoff error threshold.

Bisection of tridiagonal matrices is remarkably stable even without pivoting as shown by Wilkinson [3, p. 302]. A careful implementation of tridiagonal bisection is given [4, p. 249]. For larger band widths special pivoting is necessary to get a reliable eigenvalue count. An ALGOL code (BANDET2) implementing this pivoting technique is described in [4, p. 70]. For some reason a FORTRAN version of this code has not been incorporated into EISPACK.

Bisection gives a completely reliable way of computing eigenvalues. The eigenvectors can then be obtained by inverse iteration. The main drawbacks with bisection are that its asymptotic convergence rate is only linear and that there is no convenient way to take advantage of approximate eigenvectors. Of course it is possible to switch from bisection to some faster technique once an eigenvalue has been isolated. Wilkinson mentions this [3, p. 306] although he adds the observation that for tightly

[^65]clustered eigenvalues the advantage of switching will be slight, since most of the work will be done in the isolation phase.

The basic idea of the new algorithm is to use a faster technique before the desired eigenvalue has been isolated. Instead of just bisecting the current containment interval, it is possible to maintain an approximate eigenvector and use the Rayleigh quotient of the vector as the shift rather than the midpoint of the interval. A step of inverse iteration applied to the approximate eigenvector can be performed at the same time that the latest eigenvalue count is obtained. This is just the Rayleigh quotient iteration (see [2, p. 69]) except that if the Rayleigh quotient is outside the containment interval, the approximate eigenvector should be replaced by a random vector and the bisection shift should be used.

There are two possible reasons why such an algorithm has not been described before. One is the known existence of stagnation points of the Rayleigh quotient iteration. The stagnation points are numerically unstable, but it is still impossible to prove a global convergence result for an algorithm using Rayleigh quotient shifts. A more practical problem is the fact that the Rayleigh quotient iteration often converges monotonically. All the computed shifts are then on one side of the eigenvalue and the containment interval does not become small. This is fatal if interval widths are used for termination. Furthermore if the desired eigenvalues are specified by index, then many steps of the algorithm may be taken before it is discovered to be converging to one of the wrong eigenvalues. This false convergence can significantly degrade the performance of an algorithm based on Rayleigh quotient shifts.

The surprising fact is that both problems can be cured by the same mechanism. It would be best to have a way of choosing the shift so that a desired eigenvalue is always in the smaller subinterval. This is not always possible but it is possible to choose a shift so that the eigenvalue closest to the Rayleigh quotient is in the smaller subinterval. What is needed is a bound on the distance from the Rayleigh quotient to the nearest eigenvalue. Two potentially useful bounds are available. Given a normalized vector $x$ and its Rayleigh quotient $\theta$, then there is an eigenvalue $\lambda$ of $A$ which satisfies (see [2, pp. 69, 222])

$$
|\theta-\lambda| \leqq \delta
$$

and

$$
|\theta-\lambda| \leqq \delta^{2} / \gamma
$$

where

$$
\delta=\|(A-\theta I) x\|
$$

is the residual norm of $x$ and the gap $\gamma$ is the distance from $\theta$ to the next closest eigenvalue of $A$.

The vector $x$ and its Rayleigh quotient $\theta$ are already available from the algorithm and the residual norm $\delta$ can be easily computed. Thus the first bound is always computable. The second bound is an improvement over the first whenever $\delta<\gamma$. In general the true gap is not known but a computable lower bound on the gap may be available from the eigenvalue counts obtained from previous factorizations. Provided that $\theta$ lies in an interval known to contain only one eigenvalue, then a lower bound on $\gamma$ can be computed as the distance from $\theta$ to the nearest endpoint of this interval. We now define $\gamma$ to be this computable lower bound (if it exists). Thus $\beta$, the bound on the distance from $\theta$ to the nearest eigenvalue of $A$, will be just $\delta$ unless $\gamma$ exists and $\delta<\gamma$ in which case $\beta=\delta^{2} / \gamma$.

If instead of using $\theta$ directly as the shift, it is perturbed toward (but not past) the midpoint of the interval by $\beta$, then the interval known to contain the eigenvalue closest to $\theta$ will be shrunk at least by a factor of two and perhaps much more. If the eigenvalue closest to $\theta$ is a desired eigenvalue, then convergence may proceed at a much faster pace than bisection, while if the eigenvalue closest to $\theta$ is not a desired eigenvalue, then this fact is discovered immediately and the current approximate eigenvector can be abandoned. If the Rayleigh quotient lies outside the current containment interval, then the vector should be replaced by a random vector and the bisection shift should be used. We call this the BPRQS (Bisection with Perturbed Rayleigh Quotient Shift) algorithm. A formal description of the algorithm (for finding one eigenvalue and eigenvector) is as follows:

## BPRQS Algorithm

Given an interval $\left[\kappa_{1}, \zeta_{1}\right]$ known to contain the desired eigenvalue, a normalized vector $x_{1}, \theta_{1}$ the Rayleigh quotient of $x_{1}, \delta_{1}$ the residual norm of $x_{1}$, and $\gamma_{1}$ the computable lower bound on the gap between $\theta_{1}$ and the second closest eigenvalue of $A$ (if it exists):

For $j=1,2, \cdots$ until convergence do 1-4

1. Compute the minimum error bound $\beta_{j}$ :

If ( $\gamma_{j}$ does not exist or $\gamma_{j}<\delta_{j}$ )
Then $\beta_{j}=\delta_{i}$
Else $\beta_{j}=\delta_{j}^{2} / \gamma_{j}$
2. Select a shift $\sigma_{j}$ :

Let $\mu_{j}=\left(\kappa_{j}+\zeta_{j}\right) / 2$.
If $\theta_{j}<\kappa_{j}$ or $\theta_{j}>\zeta_{j}$
Then $\sigma_{j}=\mu_{j}$ and set $x_{j}$ to a random vector
Else If $\theta_{j}<\mu_{i}$
Then $\sigma_{j}=\min \left\{\mu_{j}, \theta_{j}+\beta_{j}\right\}$
Else $\sigma_{j}=\max \left\{\mu_{j}, \theta_{i}-\beta_{j}\right\}$
3. Factor $\left(A-\sigma_{j}\right)$ to get the new eigenvalue count, solve
$\left(A-\sigma_{j} I\right) y_{j+1}=x_{j}$, and normalize $y_{j+1}$ to get $x_{j+1}$
4. Update the values:

If the desired eigenvalue is smaller than $\sigma_{j}$
Then $\kappa_{j+1}=\kappa_{j}$ and

$$
\zeta_{j+1}=\sigma_{j} .
$$

Else $\kappa_{j+1}=\sigma_{j}$ and

$$
\zeta_{j+1}=\zeta_{j}
$$

$$
\theta_{j+1}=x_{j+1}{ }^{T} A x_{j+1}
$$

$$
\delta_{j+1}=\left\|\left(A-\theta_{j+1} 1\right) x_{j+1}\right\|
$$

Update $\gamma$ (if possible) from $\theta_{j+1}$ and the previous eigenvalue counts.

Termination is based on the width of the containment interval or on the error bound once the computed gap is larger than the residual norm.
3. Global convergence. The BPRQS algorithm converges globally to a particular eigenvalue with an asymptotic convergence rate which is at least linear with rate constant at least $\operatorname{SQRT}\left(\frac{1}{2}\right)$, as shown by the following theorem.

Theorem 1. For all steps $j$ of the BPRQS algorithm, the containment interval after two more steps, that is $\left[\kappa_{j+2}, \zeta_{j+2}\right]$, will satisfy at least one of:

1. $\zeta_{j+2}-\kappa_{j+2} \leqq\left(\zeta_{j}-\kappa_{j}\right) / 2$
2. $\left[\kappa_{j+2}, \zeta_{j+2}\right)$ contains fewer eigenvalues than $\left[\kappa_{i}, \zeta_{j}\right]$.

Proof. If $\theta_{j}$ is not in $\left[\kappa_{j}, \zeta_{j}\right]$, then the first step is a bisection step and the theorem is true. Without loss of generality we now assume that $\theta_{j}$ is in $\left[\kappa_{j}, \mu_{i}\right]$.

If $\theta_{j}+\beta_{j}>\mu_{j}$, then the next step is a bisection step and the theorem is true. So we may assume that the next shift will be $\sigma_{j}=\theta_{j}+\beta_{j}$.

If the desired eigenvalue is in $\left[\kappa_{j}, \sigma_{j}\right]$, then the theorem is true. So we may assume that $\kappa_{j+1}=\sigma_{j}$ and $\zeta_{j+1}=\zeta_{j}$.

If $\theta_{j+1}$ is not in $\left[\kappa_{j+1}, \zeta_{j+1}\right]$, then the next step will be a bisection step and the theorem will be true. So we may assume that $\theta_{j+1}$ is in $\left[\kappa_{j+1}, \zeta_{j+1}\right]$.

Assume for now that $\theta_{j+1} \leqq \mu_{j+1}$.
If $\theta_{j+1}+\beta_{j+1} \geqq \mu_{j+1}$, then the next step will be a bisection step and the theorem is true. So we may assume that $\sigma_{i+1}=\theta_{j+1}+\beta_{i+1}$.

If the desired eigenvalue is in $\left[\kappa_{j+1}, \sigma_{i+1}\right]$, then the theorem is true. So we may assume that $\kappa_{j+2}=\sigma_{j+1}$ and $\zeta_{j+2}=\zeta_{j+1}$.

If there is any eigenvalue in $\left[\kappa_{j}, \kappa_{j+2}\right]$, then the theorem is true. The bound $\beta$ is computed using $\gamma$ only if the interval $[\theta-\delta, \theta+\delta]$ is known to contain only the desired eigenvalue. In this case $[\theta-\beta, \theta+\beta]$ also contains only the desired eigenvalue. Since we have assumed that the desired eigenvalue is not in this interval at both step $j$ and step $j+1$, it follows that both $\beta_{j}=\delta_{j}$ and $\beta_{j+1}=\delta_{j+1}$.

The following lemma is needed to prove under the above assumptions that there is an eigenvalue in the interval $\left[\kappa_{j}, \kappa_{i+2}\right]$.

Lemma 2. Let $\theta$ be the Rayleigh quotient of the normalized vector $x$ and let $\delta$ be its residual norm $(\| A-\theta I) x \|)$. Let $\mu y=(A-\sigma I)^{-1} x$ for some number $\sigma$, where $\mu$ $\left(\left\|(A-\sigma I)^{-1} x\right\|\right)$ is chosen to normalize $y$, let $\alpha$ be the Rayleigh quotient of $y$, and let $\rho$ be its residual norm. Then if $\theta \leqq \sigma \leqq \alpha$ then ${ }^{1}$

$$
\rho \leqq \delta
$$

and

$$
\alpha-\sigma \leqq \delta .
$$

Proof.

$$
\|(A-\theta I) x\| \geqq y^{T}(A-\theta I) x
$$

by the Cauchy-Schwarz inequality,

$$
\begin{aligned}
& =y^{T}(A-\sigma I) x+(\sigma-\theta) y^{T} x \\
& =y^{T}(A-\sigma I) x+\mu(\sigma-\theta) y^{T}(A-\sigma I) y \\
& =y^{T}(A-\sigma I) x+\mu(\sigma-\theta)(\alpha-\sigma) \\
& \geqq y^{T}(A-\sigma I) x
\end{aligned}
$$

by hypothesis,

$$
=\|(A-\sigma I) y\|
$$

[^66]since $x$ is parallel to $(A-\sigma I) y$,
$$
\geqq\|(A-\sigma I) y\|
$$
since the Rayleigh quotient minimizes the residual norm.
This proves the first result. To get the second we apply the Cauchy-Schwarz inequality to the next to last line above to get
\[

$$
\begin{aligned}
& \geqq y^{T}(A-\sigma I) y \\
& =\alpha-\sigma .
\end{aligned}
$$
\]

By elementary linear algebra there is an eigenvalue in $\left[\theta_{j+1}, \delta_{j+1}, \theta_{j+1}+\delta_{j+1}\right]$. $\beta_{j+1}=\delta_{j+1}$ as shown above, $\delta_{j+1} \leqq \delta_{j}$ by the lemma, $\sigma_{j}=\theta_{j}+\beta_{j}$ by construction, and $\theta_{j} \geqq \kappa_{j}$. Therefore

$$
\begin{aligned}
{\left[\kappa_{j}, \kappa_{j+2}\right] } & =\left[\kappa_{j}, \theta_{j+1}+\beta_{j+1}\right] \\
& =\left[\kappa_{j}, \theta_{j+1}+\delta_{j+1}\right] \\
& \supseteq\left[\theta_{j+1}, \delta_{j+1}, \theta_{j+1}+\delta_{j+1}\right]
\end{aligned}
$$

and hence contains an eigenvalue.
Finally assume $\theta_{j+1} \geqq \mu_{j+1}$. The new containment interval will be smaller than $\left[\left(\sigma_{j}, \theta_{j+1}\right]\right.$ and by the lemma, $\theta_{j+1}-\sigma_{j} \leqq \delta_{j}$ and $\delta_{j} \leqq\left(\kappa_{j}-\zeta_{j}\right) / 2$ by assumption (since the first shift was less than a bisection shift. Therefore $\zeta_{j+2}-\kappa_{j+2} \leqq\left(\zeta_{j}-\kappa_{j}\right) / 2$ and the theorem is true.

This completes the proof.
4. Local convergence. The previous section showed that the BPRQS algorithm converges globally with asymptotic rate of convergence no worse than linear with rate constant $\operatorname{SQRT}\left(\frac{1}{2}\right)$. With a careful analysis it is possible to improve the rate constant to $\frac{1}{2}$ but impossible to prove that the asymptotic convergence rate is better than linear. The reason for this is that the global convergence result only guarantees convergence to the eigenvalue by the bisection process; it does not guarantee convergence to the eigenvector. This convergence failure can happen only if the starting vector $x_{0}$ is orthogonal to the desired eigenvector. Furthermore during the algorithm it is very likely that the current vector would be periodically discarded and a new random vector generated. To prevent convergence to the desired eigenvector, each of these subsequent vectors would also have to be orthogonal to the desired eigenvector. This event has probability zero. We now assume that the vectors $x_{j}$ converge to the desired eigenvector. With this assumption it is possible to prove that the convergence of the BPRQS algorithm is asymptotically quadratic or cubic.

Theorem 3. Assume that the sequence of vectors $x_{j}$ generated by the BPRQS algorithm converges to the desired eigenvector $z$. Let $\lambda$ be the eigenvalue associated with z. If $\lambda$ is a simple eigenvalue, then the convergence is asymptotically cubic. Otherwise the convergence is asymptotically quadratic.

Proof. Assume that the projection of the vector $x_{j}$ onto the eigenspace associated with $\lambda$ is the vector $z$ and assume that

$$
x_{j}=\nu z+\varepsilon w
$$

where $w$ and $z$ are unit vectors, $w$ is orthogonal to $z$, and $\nu=\operatorname{SQRT}\left(1-\varepsilon^{2}\right)$. The Rayleigh quotient of $x_{j}$ is

$$
\theta_{j}=\lambda+\varepsilon^{2}\left(w^{T} A w-\lambda\right)
$$

which is obviously $\lambda+O\left(\varepsilon^{2}\right)$.

The residual norm of $x_{j}$ is

$$
\left\|\left(A-\left(\lambda+O\left(\varepsilon^{2}\right)\right) I\right) x_{j}\right\|=\varepsilon\|(A-\lambda I) w\|+O\left(\varepsilon^{2}\right) .
$$

If $\lambda$ is a multiple eigenvalue, then the next shift $\sigma_{j}$ will be within $O(\varepsilon)$ of $\lambda$ and the next vector will be

$$
y_{j+1}=(A-(\lambda+O(\varepsilon)) I)^{-1} x_{j}
$$

Thus the $z$ component of $x_{j}$ will be amplified by $1 / \varepsilon$ while the other components will be amplified by at most $1 / \gamma$ where $\gamma$ is the gap between $\lambda$ and the distinct eigenvalue closest to $\lambda$. If $\varepsilon \ll \gamma$, then after normalization

$$
x_{j+1}=z+O\left(\varepsilon^{2}\right) .
$$

If $\lambda$ is a simple eigenvalue, then eventually the minimum error bound will be $\delta_{j}^{2} / \gamma_{j}$ and thus the next shift $\sigma_{j}$ will be within $O\left(\varepsilon^{2}\right)$ of $\lambda$. The next vector $y_{j+1}$ will have its $z$ component amplified by $O\left(1 / \varepsilon^{2}\right)$ while the others remain bounded so that after normalization

$$
x_{j+1}=z+O\left(\varepsilon^{3}\right)
$$

and the theorem is proved.
5. Numerical results. The implementation of the algorithm used in this section computes the desired eigenvalues sequentially from left to right. Containment intervals for all the desired eigenvalues are updated after each factorization. Vectors discarded in the course of computing one eigenvalue are saved if appropriate for computing later eigenvalues.

This section gives the results of a few numerical experiments. In every test except the last, the matrix $A$ was of the form $H D H$ where $H=1-2 w w^{T} / w^{T} w$ was a Householder reflection matrix with a random vector $w$, and $D$ was a diagonal matrix containing the eigenvalues. This form allows the easy specification of the eigenvalues without suffering from the special rounding error characteristics of using a diagonal matrix directly. Of course the resulting matrix is not banded but $(A-\sigma I)^{-1}$ can be computed as $H(D-\sigma I)^{-1} H$, which keeps the cost of the tests down. The tests were run on a DEC-20 computer in double precision.

The first example had $D=\operatorname{diag}(1,2,3, \cdots, 50)$. The smallest eigenvalue was computed from an initial containment interval $[-6,55]$ and a random vector. The behavior of the algorithm is given in Table 1.

As can be seen from Table 1, it takes a while for the shift to get nearer to 1 than to any other eigenvalue, at which point the cubic rate of convergence of the algorithm becomes apparent.

It is more efficient in terms of factorizations per eigenvalue to compute several adjacent eigenvalues since the information gained while locating the first eigenvalue gives a head start on finding the rest. Table 2 shows the number of factorizations needed to compute the first ten eigenvalues of the same matrix $A$ using the same initial containment interval.

To test the effects of multiple eigenvalues on the algorithm, the second test matrix had the same eigenvalues as the first except that five extra eigenvalues were added to make the eigenvalues $1,2,3,4$, and 5 double. The behavior of the algorithm on computing the smallest eigenvalue of the matrix, starting with the interval $[-5,56]$ and a random vector, is shown in Table 3. The quadratic convergence can be seen easily as well as the additional penalty for terminating due to interval width rather than due to small residual.

TAble 5.1
Behavior of BPRQS algorithm.

| Step | RQ | Residual | Error bound | Shift |
| ---: | :---: | :---: | :---: | :---: |
| 1 | 27.204 | 13.50 | 13.50 | 25.5000 |
| 2 | 25.715 | 2.09 | 2.09 | $10.2500^{*}$ |
| 3 | 10.096 | 1.87 | 1.87 | 8.2220 |
| 4 | 9.232 | .837 | .837 | $1.6611^{*}$ |
| 5 | 2.825 | 3.11 | 3.11 | -1.6945 |
| 6 | 4.756 | 7.00 | 7.00 | $-.0417^{*}$ |
| 7 | 3.267 | 4.80 | 4.80 | $.7846^{*}$ |
| 8 | 3.964 | 5.78 | 5.78 | $1.1978^{*}$ |
| 9 | 1.319 | 1.24 | 1.24 | .9912 |
| 10 | 1.000 | .0555 | .00505 | 1.00534 |
| 11 | 1.000 | $.515 \mathrm{e}-4$ | $.434 \mathrm{e}-8$ | .999999972 |
| 12 | 1.000 | $.962 \mathrm{e}-13$ | $.304 \mathrm{e}-15$ | terminate |

* indicates a bisection shift and randomization of the eigenvector approximation

TAble 5.2
Number of factorizations per eigenvalue.

| Eigenvalue | Number of factorizations |
| :---: | :---: |
| 1. | 11 |
| 2. | 8 |
| 3. | 6 |
| 4. | 4 |
| 5. | 7 |
| 6. | 3 |
| 7. | 4 |
| 8. | 5 |
| 9. | 4 |
| 10. | 3 |

TABLE 5.3
Behavior of BPRQS algorithm on multiple eigenvalues.

| Step | RQ | Residual | Error bound | Shift |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 19.957 | 14.9 | 14.9 | $25.500^{*}$ |
| 2 | 25.098 | 4.03 | 4.03 | 21.067 |
| 3 | 21.048 | .514 | .514 | 20.535 |
| 4 | 20.998 | .075 | .075 | $7.767^{*}$ |
| 5 | 8.264 | 4.73 | 4.73 | $1.384^{*}$ |
| 6 | 1.685 | 1.96 | 1.96 | $-1.808^{*}$ |
| 7 | 3.972 | 6.05 | 6.05 | $-2.12^{*}$ |
| 8 | 3.464 | 4.68 | 4.68 | $586^{*}$ |
| 9 | 1.201 | 1.39 | 1.39 | $985^{*}$ |
| 10 | 1.000 | $.498 \mathrm{e}-2$ | $.498 \mathrm{e}-2$ | 1.005 |
| 11 | 1.000 | $.227 \mathrm{e}-4$ | $.227 \mathrm{e}-4$ | .999977 |
| 12 | 1.000 | $.511 \mathrm{e}-9$ | $.511 \mathrm{e}-9$ | 1.0000000005107 |
| 13 | 1.000 | $.334 \mathrm{e}-15$ | $.334 \mathrm{e}-15$ | .99999999999999666 |
| 14 | 1.000 | $.334 \mathrm{e}-15$ | $.334 \mathrm{e}-15$ | 1.00000000000000334 |
| 15 | 1.000 | termination due to interval width |  |  |

[^67]As before in the simple eigenvalue case, the number of factorizations per eigenvalue was reduced if several eigenvalues were computed at once. The number of factorizations needed for each of the ten smallest eigenvalues for the second test matrix are given in Table 4. Each second eigenvalue was already known to the desired accuracy; the factorization was needed only in computing the corresponding eigenvector. The total number of factorizations needed to compute the ten eigenvalues was 54. This compares to the 55 factorizations needed to compute all the eigenvalues in Table 2.

Table 5.4
Number of factorizations per eigenvalue.

| Eigenvalue | Number of factorizations |
| :---: | :---: |
| 1.0 | 14 |
| 1.0 | 1 |
| 2.0 | 10 |
| 2.0 | 1 |
| 3.0 | 9 |
| 3.0 | 1 |
| 4.0 | 7 |
| 4.0 | 1 |
| 5.0 | 9 |
| 5.0 | 1 |

The behavior of the algorithm on close but not multiple eigenvalues is similar. The third test matrix had eigenvalues $i^{-3}, i=1,2, \cdots, 50$. The code took 60 factorizations to compute the ten smallest eigenvalues which are bunched closely together near zero. When asked to compute the ten largest eigenvalues, the code needed 61 factorizations.

The final test matrix used was one of the tridiagonal matrices used to test the tridiagonal bisection code [4, p. 255]. The off diagonal elements are all ones while the diagonal is $\operatorname{diag}(100,90,80, \cdots, 10,0,10, \cdots, 100)$. All twenty-one eigenvalues were computed to fifteen figures of accuracy using 93 factorizations starting with random vectors and the containment interval $[-1,101]$, which is known to contain all the eigenvalues by the Gerschgorin circle theorem. The bisection algorithm took 345 factorizations to compute the eigenvalues to seven figures of accuracy.
6. Generalized eigenvalue problems. Both the bisection algorithm and the Rayleigh quotient iteration can be applied to the generalized eigenvalue problem

$$
(A-\lambda M) z=0
$$

provided that both $A$ and $M$ are symmetric and $M$ is positive definite. The only problem is that given an approximate eigenvector $x$ with $x^{T} M x=1$ and its Rayleigh quotient $\theta=x^{T} A x$, the residual norm needed by the algorithm is the $M^{-1}$ norm of ( $\boldsymbol{A}-\theta \boldsymbol{M}$ )x. Computing an $M^{-1}$ norm requires the factorization of $\boldsymbol{M}$. However neither the time needed to compute this factorization nor the space needed to store it make a significant increase in the time and space needed for the algorithm in the standard case. Once the factorization of $M$ is available the algorithm proceeds as described above. Thus the algorithm is equally applicable to generalized eigenvalue problems.
7. Conclusions. This paper has described and analyzed a new combination of the Rayleigh quotient iteration and the bisection algorithm and has shown that it is
an effective way to compute a few eigenvalues and eigenvectors of a symmetric band matrix or a symmetric definite banded generalized eigenvalue problem.
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# A SIMPLIFIED MOVING FINITE DIFFERENCE SCHEME: APPLICATION TO DENSE GAS DISPERSION* 
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#### Abstract

A simplified moving grid scheme has been developed and applied to a system of six partial differential equations (PDEs) that describe the dispersion of a cloud of cold, dense gas resulting from a spill of liquefied natural gas (LNG).

The grid velocity at each point is determined by the physics represented by the governing PDEs. By a minimization process, a grid velocity is found that transforms the PDEs into a system of ordinary differential equations (ODEs) in the least-squares sense. At a shock, the grid velocity is automatically the shock velocity given by the Rankine-Hugoniot relations.

The ill-posed problems associated with moving grids are handled by three regularization schemes. No constraints are placed upon gradients. In the event of a zero gradient, a special matrix regularization is applied. Likewise, no constraints were placed on the grid velocity. Problems of grid tangling and/or violation of minimum point separation were handled by a second regularization scheme. A third regularization is also used to equally distribute the third-order spatial truncation errors. Results are presented using 21 grid points. Shock structure is well resolved. A comparable spatial resolution in a fixed-frame calculation of equally spaced grids would have required in excess of 670 grid points.


Key words. moving grids, grid regularization, adaptive grids, implicit finite scheme, Rankine-Hugoniot relations, moving frame

1. Introduction. Modeling of two-phase fluid flow is hampered by strong nonlinearities, and by disparate temporal and spatial scales. Explicit numerical techniques traditionally used for hydrodynamical problems are quite inefficient, especially when three-dimensional problems are considered. This report discusses a scheme that gives accurate and reliable results at a reasonable cost.

Because such systems of PDEs may admit solutions with propagating steep wave fronts, several authors have proposed procedures that follow and resolve such fronts. Dwyer et al. [5] and White [18] introduced coordinate transformations such that no large derivatives appear in the transformed space. Hu and Schiesser [11] used a dynamic mesh-refinement procedure in an Eulerian frame; successively finer meshes are added to minimize spatial truncation error, and fine meshes are deleted where the solution is smooth. Davis and Flaherty [4] used a fixed number of grid points and adapted the grid to equipartition the spatial truncation errors.

The MFE (Moving Finite Element) approach [9], [16], [17] also uses a fixed number of grid points. However, the MFE approach provides a mathematical methodology for optimally moving grids. The dependent variables are discretized by piecewise linear polynomials. The polynomial coefficients and grid positions are assumed to be unknown functions of time whose solutions are found by minimizing the least-squares residual. Grid motions are controlled by penalty functions that force grid points away from regions of closest separation or prevent three or more dependent variables from lying upon a straight line segment. More refined penalty functions also prevent points from concentrating about a steep front and force them into other regions of high curvature. The principal drawback to this approach is that the penalty functions have many adjustable parameters that must be fine tuned for each problem. However,

[^68]unlike some adaptive techniques, the MFE approach can be extended into two or three dimensions.

The motivation for this paper was to find computationally simpler methods for choosing grid velocities and controlling grid motion while retaining as much of the power of MFE approach as possible. The criterion for choosing grid velocities is based upon an intuitive approach, rather than on an equidistribution scheme.

This paper presents a moving-grid method for a finite difference scheme in $R^{1}$ involving six hyperbolic PDEs with nonlinear source terms. These PDEs arise from the Zeman [19] and SLAB [6] models which treat the time-dependent dispersion of a cloud of heavy gas.

This paper discusses the following topics: the criteria for the selection of grid velocities including regularization, the time integration scheme, and numerical results for a case in which the cloud is a time-dependent mixture of LNG vapor and air.
2. Criterion for selecting moving grid velocities. First-order parabolic conservation laws are used to model many unsteady systems whose behavior is determined by both time and position. Because of the nonlinear nature of the PDEs, such effects as convection and chemical reactions may cause steep fronts to evolve. The standard numerical approach has been to spread out such fronts and to use unrealistically large amounts of dissipation.

Following Bird et al. [2], the conservation laws in the laboratory frame may be written as

$$
\begin{equation*}
\frac{\partial \Phi}{\partial t}+\nabla \cdot \mathbf{F}=S \tag{1}
\end{equation*}
$$

where

$$
\begin{align*}
& \Phi=\left[\rho, \rho \mathbf{u}, \varepsilon,\left\{\rho_{i}\right\}\right]^{\dagger} \quad(i=1, N S-1),  \tag{2}\\
& \mathbf{F}=\left[\rho \mathbf{u},(\rho \mathbf{u u}+p I+\tau),(\mathbf{u}(p+\varepsilon)+\mathbf{q}+\tau: \mathbf{u}),\left\{\left(\rho_{i} \mathbf{u}+\mathbf{j}_{i}\right)\right\}\right]^{\dagger},  \tag{3}\\
& S=\left[0, \rho \mathbf{g}, \rho \mathbf{g} \cdot \mathbf{u}+\dot{Q}_{c},\left\{\dot{R}_{i}\right\}\right]^{\dagger}, \tag{4}
\end{align*}
$$

where $\rho$ is the total density, $\mathbf{u}$ is the convective velocity, $\varepsilon$ is the total energy density, $\rho_{i}$ is the density of the $i$ th species, $\tau$ is the Newton stress tensor, $I$ is the identity tensor, $\mathbf{q}$ and $\mathbf{j}_{i}$ are the flux vectors corresponding to Fourier's and Fick's laws, respectively, $p$ is the pressure determined from the ideal gas law, $\mathbf{g}$ is the gravitational vector; $\dot{Q}_{c}$ is the heat due to chemical reactions, $\dot{R}_{i}$ is the rate of the $i$ th chemical reaction, $N S$ is the number of chemical species, and [ ] denote transpose of a vector.

The basic idea for grid velocity selection in this paper is that, rather than solving the PDEs (1) in the fixed laboratory frame, we solve the PDEs in a moving frame, $\mathbf{v}$, in which the solutions may be easier to obtain. In this frame $\mathbf{v}$, the conservation equations become

$$
\begin{equation*}
\frac{\partial \Phi}{\partial t}+\nabla^{\prime} \cdot \mathbf{F}-\mathbf{v} \cdot \nabla^{\prime} \Phi=S \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d \mathbf{r}}{d t}=\mathbf{v} \tag{6}
\end{equation*}
$$

where $\mathbf{r}^{\prime}$ is the position vector, and the moving frame (denoted by primed variables) is related to the fixed frame by means of the transformation tensor, $\Gamma$. It should be
noted that (5) is not completely general because the Coriolis terms arising from local grid rotations are missing. In our one-dimensional application there is no grid rotation. (See Bird et al. [2] for the rules of transforming vectors and tensors.) For notational simplicity, the primes are dropped, and it is understood (unless otherwise stated) that we are in the moving coordinate system.

If we could choose the grid velocity so that

$$
\begin{equation*}
\mathbf{v} \cdot \nabla \Phi=\nabla \cdot \mathbf{F}, \tag{7}
\end{equation*}
$$

then in the moving frame $\mathbf{v}$, (5) and (6) would become

$$
\begin{equation*}
\frac{d \Phi}{d t}=S \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d \mathbf{r}}{d t}=\mathbf{v} \tag{9}
\end{equation*}
$$

At a shock, (7) is a restatement of the Rankine-Hugoniot jump conditions, and $\mathbf{v}$ is the shock speed; see [3]. Similarly, jump conditions can be obtained for flames (see Lewis and Von Elbe [13]). Defining a burning velocity and expansion ratio particular to the chemical composition of the flame, a flame will appear steady in the Galilean frame moving at the flame speed. Analogous jump conditions exist for the mass, momentum and energy fluxes. Consequently, we choose $\mathbf{v}$ so (7) is satisfied in the least-squares sense. Thus, we minimize

$$
\begin{equation*}
\sum_{i=1}^{\text {NEO }}\left(\mathbf{v}-\mathbf{v}_{i}\right)^{2} \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{v}_{i}=\frac{\left(\nabla \cdot \mathbf{F}_{i}\right) \nabla \Phi_{i}}{\left|\nabla \Phi_{i}\right|^{2}} \tag{11}
\end{equation*}
$$

and NEQ is the number of PDEs in the system. We shall introduce a regularization when $\left|\nabla \phi_{i}\right|$ becomes too small.

In summary, the grid velocity is chosen so that a system of PDEs transforms into ODEs in some least-squares sense. At a shock, however, this velocity automatically is the shock velocity given by the Rankine-Hugoniot jump conditions. Like the MFE scheme of Miller [16], [17], the scheme presented here is readily extended into higher dimensions.
3. The finite difference scheme and determination of grid velocity. This section is presented in two parts. The first outlines the numerical time-integration scheme used to determine the dependent variables. The second part examines the difficulties associated with determining the grid velocities as an ill-posed problem. Rather than using the Tikhonov-type regularization, as in Miller [16], [17], we use a regularization based on the LU decomposition.

The problem to be solved in one spatial dimension can be stated as follows:

$$
\begin{align*}
\frac{\partial \Phi(i)}{\partial t}+\frac{\partial F(i)}{\partial x}-\frac{v \partial \Phi(i)}{\partial x}-S(i) & =0, \quad(i=1, \cdots, \mathrm{NEQ}),  \tag{12}\\
\frac{d x}{d t}-v & =0 \tag{13}
\end{align*}
$$

where

$$
\begin{equation*}
\sum_{i=1}^{\text {NEO }}\left(v-v_{i}\right)^{2}=\text { minimum } \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{i}=\frac{\partial F(i) / \partial x}{\partial \Phi(i) / \partial x}, \tag{15}
\end{equation*}
$$

and we will use regularization if $|\partial \Phi / \partial x|$ becomes too small. It is convenient to adopt the notation

$$
\begin{equation*}
\Phi_{j}^{n}(i)=\Phi\left(i, t^{n}, x_{j}^{n}\right) \tag{16}
\end{equation*}
$$

where $i$ refers to the $i$ th dependent variable, $n$ refers to the $n$th time step, and $j$ refers to the $j$ th spatial node at time, $t^{n}$.

For convenience, we write

$$
\begin{equation*}
G_{i}=G\left(\Phi_{i}, x\right)=\frac{\partial F(i)}{\partial x}-\frac{v \partial \Phi(i)}{\partial x}-S(i) . \tag{17}
\end{equation*}
$$

Then

$$
\begin{equation*}
\frac{\partial \Phi(i)}{\partial t}+G_{i}=0 \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d x}{d t}-v=0 \tag{19}
\end{equation*}
$$

The time marching scheme used here is a two-level implicit scheme which is correct to second order for the dependent variables:

$$
\begin{equation*}
\Phi_{j}^{n+1}-\Phi_{j}^{n}+\Delta t\left\{\theta G_{j}^{n+1}+(1-\theta) G_{j}^{n}\right\}-\left(\frac{2 \theta-1}{2}\right)\left(\frac{\Delta t^{2}}{2}\right)\left\{\frac{\partial G}{\partial \Phi} G-\frac{\partial G}{\partial x} v\right\}_{j}^{n+1}=0 \tag{20}
\end{equation*}
$$

and

$$
\begin{align*}
& x_{j}^{n+1}=x_{j}^{n}+\Delta t\left\{\theta v_{j}^{n+1}+(1-\theta) v_{j}^{n}\right\},  \tag{21}\\
& \frac{1}{2} \leqq \theta \leqq 1 . \tag{22}
\end{align*}
$$

The last term in brackets in (20) is the second-order temporal correction to the trapezoidal rule; it behaves like a dissipative term (see [7]). This term is similar to the dissipation terms deduced by Majda and Osher [15].

The dissipation term used in (20) is given a floor value equal to typical molecular values in gases of the same viscosity, thermal conductivity and species diffusion. Likewise, a ceiling on the numerical diffusion is controlled by the time step, $\Delta t$, and the parameter $\theta$. The code was run with $\theta=0.51$. The PDEs solved are the onedimensional, SLAB-averaged, Navier-Stokes equations presented in Appendix A.

Since the spatial points $\left\{x_{j}^{n+i}\right\}$ move at different velocities, fixed spacing difference schemes are not appropriate. The first and second spatial partial derivatives were obtained from a second-order accurate, three-point collocation polynomial. The deriva-
tives in the interior regions at the point $x_{j}$ are written as

$$
\begin{align*}
& \left.\frac{\partial \Phi}{\partial x}\right|_{x_{j}}=\frac{\left(x_{j}-x_{j-1}\right)\left(\Phi_{j+1}-\Phi_{j}\right)}{\left(x_{j+1}-x_{j-1}\right)\left(x_{j+1}-x_{j}\right)}+\frac{\left(x_{j+1}-x_{j}\right)\left(\Phi_{j}-\Phi_{j-1}\right)}{\left(x_{j+1}-x_{j-1}\right)\left(x_{j}-x_{j-1}\right)},  \tag{23}\\
& \left.\frac{\partial^{2} \Phi}{\partial x^{2}}\right|_{x_{j}}=\frac{2\left(\Phi_{j+1}-\Phi_{j}\right)}{\left(x_{j+1}-x_{j-1}\right)\left(x_{j+1}-x_{j}\right)}-\frac{2\left(\Phi_{j}-\Phi_{j-1}\right)}{\left(x_{j+1}-x_{j-1}\right)\left(x_{j}-x_{j-1}\right)} . \tag{24}
\end{align*}
$$

Substituting (23)-(24) into (20)-(21) yields a block tridiagonal system of nonlinear finite difference equations. The equations were linearized about the current iterate using the Powell's modification of the Newton-Raphson scheme; see [12]. Typically at most two iterations were required, during the highly transitory early phases. Davis and Flaherty [4] also used a similar time-integration technique.

The grid velocity and dependent variables could be solved simultaneously or sequentially. For this particular application of the SLAB PDEs, analysis of the Jacobian matrix showed the coupling of the dependent variables and spatial positions at the advanced time step to be weak. Because of this weak coupling, it is possible to solve for the advanced time-dependent variables and spatial position sequentially rather than simultaneously as in the generalized MFE method of Miller [16], [17]. Davis and Flaherty [4] also use the sequential approach. The sequential solution method offers computational advantages which will be elaborated later on in this section.

As stated in the previous section, the principle by which a common grid velocity is selected is such that a moving frame is sought in which the PDEs behave in some average sense as ODEs. The common grid velocity $v$ is selected by requiring

$$
\begin{equation*}
\sum_{i=1}^{\text {NEO }}\left(v-v_{i}\right)^{2}=\text { minimum } \tag{25}
\end{equation*}
$$

where

$$
\begin{equation*}
v_{i}=\frac{\partial F(i) / \partial x}{\partial \Phi(i) / \partial x} \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d x_{j}}{d t}=v_{j} \tag{27}
\end{equation*}
$$

The minimization procedure gives rise to a simple tridiagonal matrix involving $v_{j-1}$, $v_{j}$, and $v_{j+1}$ because of the use of the three-point collocation formulae for spatial derivatives. Note that the off-diagonal elements are of order $\Delta t$.

The above scheme, (25)-(27), produces a nonsingular tridiagonal matrix as long as the gradients are nonzero at each point. At straight line segments and maxima or minima, the matrix is either singular or very ill-conditioned.

By solving for the grid velocities or advanced spatial positions sequentially, the ill-posed problems associated with moving grids arise only in the grid-velocity determination. The ill-posed problems are found whenever gradients are zero or very close to zero and whenever the zone size goes to zero. Furthermore, it is desirable to force points to regions of high curvature and to equidistribute the truncation errors.

In order to handle singular or highly ill-conditioned matrices that arise in the determination of grid velocities, regularization is used in several stages. The first regularization scheme is used in determining grid velocities. A special routine for tridiagonal matrices was developed that employs Gaussian elimination with row pivoting. If after pivoting the $j$ th diagonal matrix element is zero or almost zero, the

Gaussian elimination is temporarily halted. The matrix is modified so that $v_{j}$ becomes the weighted average of $v_{j-1}$ and $v_{j+1}$, and the elimination is continued. The code permits an analogous modification for any number of consecutive rows of the matrix, but this feature was not needed in the routine.

Further regularization is needed whenever points come within a specified distance of one another. If the spatial separation becomes zero, the system of equations becomes ill posed. Likewise, points are forbidden to cross.

In an earlier version we used penalty functions to prevent the spatial separation from going to zero. A repulsive force penalty function was added to (20)-(22) to decrease the grid velocity as grid separation decreased near the developing shock. This has several drawbacks. On one hand, the minimization procedure forces the grid velocity to become the shock velocity in the vicinity of the shock. But on the other hand, the retarding force tends to decrease the grid velocity. In reality, slowing or stopping the grid motion makes the solution near the shock behave much like an Eulerian PDE calculation on a fine grid rather than like an ODE calculation. To preserve stability, the time step had to be progressively decreased to an uneconomically small level.

In the current version of the code, we use a second regularization which permits larger time steps. If the minimium grid separation is violated at the end of a time step, the dependent variables and grid velocities are mapped onto new points that satisfy the minimum separation criterion. The mapping was done using a cubic spline routine developed by Forsythe et al. [8]. As evidenced by the shock profiles to be presented, this mapping procedure appears to introduce minimum smoothing. The advantage of this procedure is that at a shock, the grid velocity is the shock speed and the RankineHugoniot relations are satisfied.

The third stage of regularization consists of forcing points to seek regions of high curvature and preventing points from concentrating only about the shock. The unmodified minimization procedure attracts grid points to a shock front, leaving the remainder of the domain poorly resolved. The same mapping scheme is also applied to force points back to regions of high curvature and to distribute them more uniformly.

The criterion for redistributing points after unrestricted time advancement is a modification of the methods of Dwyer et al. [5] and Davis and Flaherty [4]. Denote $U_{j}^{\prime \prime \prime}$ as the Euclidian norm of the third derivative,

$$
\begin{align*}
& \tilde{\Phi}_{x x x}(k), \quad k=1, \cdots, 6,  \tag{28}\\
& U_{j}^{\prime \prime \prime}=\left(\sum_{k=1}^{6} \frac{\tilde{\Phi}_{x x x}^{2}(k)}{6}\right)^{1 / 2} .
\end{align*}
$$

Following Davis and Flaherty [4], we demand that

$$
\begin{equation*}
\left(\Delta x_{j}\right)^{3}\left|U_{j}^{\prime \prime \prime}\right|=\text { constant } \quad(j=1,2, \cdots, n x-1) \tag{29}
\end{equation*}
$$

where $n x$ is the number of grid points; following Dwyer et al. [5] it was demanded that

$$
\begin{equation*}
\frac{1}{C} \leqq \Delta x_{j} \leqq C \quad(C<1) \tag{30}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta x_{j}=\left(x_{j+1}-x_{j}\right) \geqq \delta, \tag{31}
\end{equation*}
$$

where $\delta$ is a minimum separation distance. If a grid separation comes within the
minimum separation distance, then it is translated back a distance $\Delta t v_{j}$. The sum of the grid intervals is constrained to be the normalized length of unity.

After the new set of grid locations is determined by the above scheme, the six dependent variables and grid velocities are calculated at these new locations by interpolation. As an initialization procedure before the next time cycle, this regridding procedure is performed after the dependent variables and grid velocities are determined. The grid velocities at the advanced time are determined by (23)-(26) rather than by the methods of Dwyer et al. [5] or Davis and Flaherty [4]. A modification of their methods is used only as part of the regularization at the end of a time step.

The numerical procedure for determining the advanced time-dependent variables and grid velocities attempted to keep the number of adjustable constants to a minimum. The first constant is $\theta$, which weights the relative contributions of the old and new time solutions and which controls the amount of stabilizing dissipation added to the scheme. ( $\theta$ was chosen to equal 0.51 in this application.)

Likewise, a floor value was placed upon the numerical dissipation added to the scheme. Typical molecular values for gases were used. Other adjustable parameters are the number of grid points, the minimum point separation, and the constants used in forcing points to seek regions of high curvature, requiring three additional adjustable constants, cf. (24)-(25).

With this regridding procedure, it was found that the time steps were not constrained by the grid motion. Rather, the time steps were chosen to keep the maximum error of the third-order temporal truncation terms below $10^{-7}$. Typical iteration errors for the dependent variables and the grid velocity calculations were of the order of $10^{-10}$ to $10^{-12}$. While Miller [16], [17] and Gelinas et al. [9] used higher-order time integration schemes such as an implicit Runge-Kutta or the GEAR package, this paper uses a second-order block implicit stiff integration scheme; see [12]. The advantage of this lower-order scheme is that the Jacobian has a block tridiagonal structure which saves storage and can be treated by fast existing packages. Although smaller time steps are needed with the stiff block implicit scheme, as compared to higher-order implicit schemes, the code developed here ran with time steps 23 to 52 times greater than the explicit CFL condition, even with the steep profile at the leading edge. We believe that a lower-order block implicit scheme becomes more advantageous in higher dimensions where memory limitations are important.
4. Presentation of the results. A system of nonlinear hyperbolic equations can develop a steepening front. In the absence of physical dissipation, this shock front is infinitesimally thin, resulting in a true mathematical discontinuity. The SLAB PDEs presented in Appendix A were solved.

Because the turbulent dissipation in the SLAB model has been accounted for by the entrainment mechanism, molecular dissipation was added. Assuming that the Schmidt and Prandtl numbers were unity, the diffusion coefficient was taken to be $2.210^{-5} \mathrm{~m}^{2} / \mathrm{sec}$.

The results presented are a simulation of a $40-\mathrm{m}^{3}$ spill of LNG at a spill rate of $0.13 \mathrm{~kg} / \mathrm{sec}$. The ambient wind speed was $5.7 \mathrm{~m} / \mathrm{sec}$. The primary purpose of this computer simulation was to test the numerics of the simplified adaptive gridding scheme. A detailed discussion of the physics will appear in a future paper.

The domain of existence of the SLAB PDEs is restricted to lie within the boundaries of the dense vapor cloud. However, the cloud grows in time with the injection of further mass, and it spreads out because of the gravity interaction and wind convection. The computational domain was restricted to lie within the vapor cloud by means of a
coordinate transformation that moves with the cloud boundaries (see Appendix B). The results presented here were calculated in a transformed system, in which both internal points and cloud boundaries moved in time.

The code was tested first using SLAB equations for a problem whose analytical solution was known. If air is injected into air at the same temperature and density, then the width, density, temperature and lateral momentum of the front should be constant. After 10 seconds of simulation time the model results were within $3 \%$ of the analytic answers.

Figures 1 and 2 depict the grid and the downwind particle velocities versus the entire downwind distance at 5 and 60 seconds respectively. Figures 3 and 4 depict the five points nearest the right-hand boundary for the grid and downwind particle velocities at 5 and 60 seconds.

These figures show that the grid velocities are considerably larger than the downwind particle velocity. Only near the left-hand boundary is the grid velocity Lagrangian in any sense. The maximum grid velocity occurs near the formation of the steep front.

At $t=0$, all the dependent variables were centered symmetrically about $x=0 \mathrm{~m}$. In 5 seconds, the maxima or minima of the variables had shifted to about 4.4 m downwind with the source turned on. The inflection in $v$ at 4.4 m corresponds to the shift in the nearly coincident extrema. However, by 60 seconds, the extrema for the dependent variables were no longer coincident. Consequently, the inflection was considerably spread out and reduced.

Figures 3 and 4 show the combined effect from physical and second-order temporal diffusion; see (23). The sharp front has broadened from 10 cm out of 83 m at 5 seconds to 64 cm out of 397 m at 60 seconds. The steep front is broadening at an average rate


Fig. 1. Advection and grid velocities versus distance at 5.0 sec .


Fig. 2. Advection and grid velocities versus distance at 60.0 sec .


Fig. 3. Detailed advection and grid velocities versus distance at 5.0 sec .
of $0.98 \mathrm{~cm} / \mathrm{sec}$. Considering the length scales involved, both the width and the rate of broadening of this front are negligible.

Figures 5 and 6 depict the SLAB-averaged natural gas concentrations versus downstream distance at 5 and 60 seconds. Figures 7 and 8 depict the SLAB-averaged height of the cloud versus downstream distance. Both the grid velocity and regridding


Fig. 4. Detailed advection and grid velocities versus distance at 60.0 sec.


Fig. 5. Gas concentration versus distance at 5.0 sec .
phases of the calculation placed equal weights on the concentration of the various dependent variables. Early into the spill, the extrema over the spill site, $x=-27 \mathrm{~m}$ to $x=27 \mathrm{~m}$, are well resolved. However, at 60 seconds into the spill, although the height over the spill point is well resolved, the maximum in gas concentration needs more resolution. Air entrainment is continuously diluting the LNG vapor cloud. This resolution problem may indicate that more points are needed or that in a detailed kinetic


Fig. 6. Gas concentration versus distance at 60.0 sec .


Fig. 7. Height of cloud versus distance at 5.0 sec.
scheme the best resolution will occur if each dependent variable carries its own grid. Note that the plotting routine connects points linearly.

Figures 9 and 10 depict the five points nearest the right-hand boundary. Because a very small amount of physical diffusion and second-order temporal diffusion were incorporated to avoid true mathematical discontinuities, a parabolic set of PDEs require boundary conditions at both the left- and right-hand boundary. From the compatibility


Fig. 8. Height of cloud versus distance at 60.0 sec.


Fig. 9. Detailed gas concentration versus distance at 5.0 sec .
equations, and using the method of characteristics (see Hedstrom [10]), five compatibility relations were derived. The sixth relation was obtained by specifying the concentration to be zero at the right-hand boundary. Because of a small amount of ground friction and ground heating velocity through the source terms, a steepening front develops at the right-hand boundary. In a previous paper using PDECOL [17], in a fixed frame, it was necessary to use, on the average, a diffusion about 100,000 larger


Fig. 10. Detailed gas concentration versus distance at 60.0 sec.
than used in this calculation in order to avoid destabilizing numerical oscillations. However when the grids are permitted to move, the principal mechanism of diluting the natural gas vapor cloud is air entrainment which is approximately 10,000 times larger than the diffusive processes in the moving finite difference (MFD) scheme. Typical values of first and second derivatives were 3,500 and 300,000 respectively. From 5 to 60 seconds the steep front has broadened at a mean rate of $0.98 \mathrm{~cm} / \mathrm{sec}$ due to the small amount of physical and numerical diffusion in the MFD scheme.
5. Concluding remarks. The MFE scheme of Miller [16], [17] and Gelinas et al. [9] have shown that very accurate solutions to difficult physical problems can be achieved. This work has found some simplifications to the MFE approach and has perhaps made it easier to implement.

The basic concept for determining grid velocities is that a moving frame is sought which, in the least-squares sense, transforms a system of PDEs into ODEs. At a shock, this frame is defined to move at the shock velocity which is determined by the Rankine-Hugoniot conditions. Somewhat analogous jump relations can be used at flame fronts (see Lewis and von Elbe [13]).

As with the MFE scheme of Miller [16], [17] and Gelinas [9], regularization is necessary for the problem of vanishing small gradients, grid points that come within the minimum separation distance, and for preventing grid points from accumulating at a shock. However, rather than using penalty functions that modified the grid velocity, alternative methods of regularization were used.

Optimally, grids at a shock should move at the shock speed. A penalty function that retards the grid motion to prevent points from coming within some minimum separation distance forces the dependent-variable time-marching scheme to behave more like an Eulerian calculation on a fine grid. To prevent the uncontrolled growth of numerical instabilities, the time step must be severely cut.

Alternative methods of regularization were used, abandoning the penalty function approach. First, if a vanishingly small gradient is encountered at the position $x_{j}$, the

Gaussian elimination procedure is stopped. The grid velocity $v_{j}$ is taken to be a weighted average of its neighbors, the matrix equation is modified and the Gaussian elimination process is permitted to continue.

Second, violations of the minimum grid separation criterion are handled in a remapping procedure before the next time step loop. Because the shock spread by only 2 parts per hundred thousand, in 60 seconds of simulation time, it was concluded that mapping had a small impact in dissipating the shock.

Third, remapping was also used to prevent points from accumulating near a shock by equipartitioning the third spatial derivative. In addition, for the application under consideration, the dependent variable and the grid velocities need not be solved simultaneously, but sequentially. Finally, the regridding procedure uses a minimal number of adjustable constants. No fine tuning is used.

Using the grid selection criterion (10)-(11), shocks are adequately resolved within a preselected minimum point separation. At the shock, grid points move at the shock velocity. However, if the grid velocities are set to zero, instabilities quickly developed if the time steps are not reduced and more numerical dissipation is not added.

The above mentioned observation at the shock front is not thoroughly understood. It is speculated that because the PDEs are in a frame moving at the shock velocity the PDEs behave as quasi-stationary ODEs with source terms that are solved to sufficient accuracy even by the second-order time-marching scheme.

Extensions into higher dimensions are feasible. However, it is highly recommended that one should have an additional degree of freedom by allowing the number of grid points to vary. In two or three dimensions, Berger's [1] adaptive mesh refinement scheme, which permits successively finer grids to overlay coarser grids in both translated and rotational degrees of freedom, can be merged with moving grid methods.

The authors concur with Miller [16], [17] and Gelinas et al. [9] that the extra degree of freedom of grid motion and resolution of physical processes to their proper length scales is definitely a very economical method for producing results determined by the physics rather than by numerics.

Appendix A. The SLAB model. The SLAB model treats the dispersion of a well-defined cloud of LNG vapor of height $h$ and half-width $B$. Inside the cloud, the properties are assumed to be uniform in the crosswind plane, so that they vary only with time and in the downwind direction. This assumption allows the cloud to be described in terms of SLAB or layer-averaged properties, such as

$$
\begin{equation*}
\bar{\rho}(x)=\frac{1}{B h} \int_{0}^{B} d y \int_{0}^{h} d z \rho(x, y, z) \tag{A1}
\end{equation*}
$$

for the cloud density. The variable $x$ refers to the downwind distance, $y$ refers to the horizontal crosswind distance, and $z$ refers to the height above the ground. The assumption of uniformity justifies the use of the approximation that the average of the product is equal to the product of the averages (i.e., $\overline{\rho U}=\bar{\rho} \cdot \bar{U}$ ) in deriving the conservation equations. Cloud dispersion is assumed to occur because of the entrainment of air at the top and sides of the cloud and due to gravity spread, which is treated using the hydrostatic approximation. At the cloud/ground interface, heat and momentum exchange are also allowed to occur. The PDEs are properly defined for nonzero $h$ and $B$.

The above assumptions and approximations are used to derive the layer-averaged conservation equations for mass, LNG vapor, momentum, and energy. These equations,
along with a rate equation for the cloud half-width, are:

$$
\begin{equation*}
\frac{\partial \Phi}{\partial t}+\frac{\partial F}{\partial x}=S \tag{A2}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi=[m, B B, m l, \varepsilon, P X, P Y]^{\dagger}, \tag{A3}
\end{equation*}
$$

(A4) $F=\left[P X,\{B B \cdot P X / m\},\{P X \cdot m l / m\},\{\varepsilon \cdot P X / m\},\left\{P X^{2} / m+P\right\},\{P X \cdot P Y / m\}\right]^{\dagger}$, and

$$
\text { (A5) } \quad S=\left[S_{m}, S_{B B}, S_{m l}, S_{e}, S_{P X}, S_{P Y}\right]^{\dagger}
$$

where
(A6)

$$
S_{m}=S_{s}+S_{a}
$$

$$
\begin{equation*}
S_{s}=\rho_{s} w_{s} B_{s} \tag{A7}
\end{equation*}
$$

$$
\begin{equation*}
S_{a}=\rho_{a}\left[V_{e} h+w_{e} B B / m\right], \tag{A8}
\end{equation*}
$$

$$
\begin{equation*}
S_{B B}=\left(\frac{B B}{m}\right) \cdot S_{m}+2 \cdot P Y+m \cdot V_{e} \tag{A9}
\end{equation*}
$$

$$
\begin{equation*}
S_{m l}=S_{s} \tag{A10}
\end{equation*}
$$

$$
\begin{align*}
& S_{e}=C_{p a} T_{a} \cdot S_{a}+C_{p s} T_{s} \cdot S_{s}+Q J+\left(\frac{B B}{m}-B_{s}\right),  \tag{A11}\\
& S_{P X}=U_{a} \cdot S_{a}+U_{s} \cdot S_{s}-f_{x} \cdot\left(\frac{B B}{m}-B_{s}\right) \tag{A12}
\end{align*}
$$

(A13)

$$
\begin{aligned}
& +g \cdot \frac{B B}{m} \cdot h \cdot\left(\rho-\rho_{a}\right) \cdot \sin \alpha \\
S_{P Y}=V_{a} \cdot S_{a} & +V_{s} \cdot S_{s}-f_{y} \cdot\left(\frac{B B}{m}-B_{s}\right) \\
& +\frac{1}{2} \cdot g \cdot h^{2} \cdot\left(\rho-\rho_{a}\right)
\end{aligned}
$$

where

$$
\begin{align*}
\rho & =\rho_{a} \cdot C_{p a} \cdot T_{a} \cdot\left(\frac{m}{\varepsilon}\right) \cdot Y\left(\frac{m l}{m}\right),  \tag{A14}\\
h & =\frac{m^{2}}{(B B \cdot \rho)} \tag{A15}
\end{align*}
$$

and

$$
P=\frac{1}{2} g h^{2} \frac{B B}{m}\left(\rho-\rho_{a}\right),
$$

where $\alpha=$ the angle due to elevation change in the downwind distance,

$$
\begin{equation*}
y\left(\frac{m l}{m}\right)=\frac{\left\{1+\left(C_{p s} / C_{p a}-1\right) \cdot m l / m\right\}}{\left\{1+\left(M_{a} / M_{s}-1\right) \cdot m l / m\right\}}, \tag{A16}
\end{equation*}
$$

$$
\begin{equation*}
\varepsilon=C_{p} \cdot m \cdot T ; \quad C_{p}=C_{p a}+\left(C_{p s}-C_{p a}\right) \cdot \frac{m l}{m} . \tag{A17}
\end{equation*}
$$

The above equations, together with the ideal gas approximation for the equation of state and specific heat form the SLAB model. The main cloud variables are: the total mass (per unit length) $m$, and the product of mass and half-width $B B$, the thermal energy (per unit length) $\varepsilon$, mass of species $m l$ (per unit length), momentum (per unit length) in the direction of the wind PX, and the mean crosswind cloud momentum (per unit length) PY. The bar over a quantity to designate a layer average has been dropped, since it is understood that all quantities are averaged in this manner. Other parameters are the acceleration due to gravity $g$, the vertical $N G$ source velocity $W_{s}$, the source half-width $B_{s}$, the specific heat $C_{p i}$, the molecular weight $M_{i}(i=a$ or $s)$, the vertical and horizontal entrainment rates $w_{e}$, and $v_{e}$, and the surface momentum and heat fluxes $f$, and QJ. Downwind, crosswind, and vertical velocities are denoted by subscripted $u$ 's. $v$ 's, and $w$ 's, respectively. The subscripts $s$ and $a$ designate an $N G$ source-related property, or an ambient air property, respectively.

The entrainment rate equations have been modified from those proposed by Zeman [19]. For the present, the entrainment rates are taken to be constants whose values are chosen to be average values of those calculated.

Appendix B. Limitation of the PDE domain. In a previous paper [6], the six coupled, nonlinear, hyperbolic PDEs of the SLAB model were solved using PDECOL [17] computer software package. PDECOL used finite element collocation methods based on piecewise continuous polynomials for the spatial discretization, and stiff implicit time integration techniques. Because the solutions can involve the occurrence of steep fronts at the cloud edges, it was necessary to smooth out initial conditions and to add a rather large diffusion term to each PDE. These procedures smoothed the leading and trailing edges of the cloud, overcoming the numerical instabilities that often occurred. Although the resultant degree of smoothing was physically reasonable for the problems treated, it might be excessive for a wide range of problems where a greater propensity to instabilities might exist. In addition, running times using PDECOL were thought to be longer than could be achieved by the new method.

Another problem that would probably be present with any packaged integrator, was that the grid domain had to extend to all relevant portions of the cloud for all times of interest. Thus, at early times the ends of the grids extend well beyond the edges of the cloud, with the end portions being pure air. This resulted in unnecessary calculations at early times, and it was not clear that the true edges of the cloud were being treated properly, since the PDEs are defined only within the cloud.

Therefore, it was decided to create an integrator specifically designed for the problem. The only diffusion permitted is the "molecular" diffusion taken to be a constant, $D=2.210^{-5} \mathrm{~m}^{2} / \mathrm{sec}$, adding to each PDE, casting the purely hyperbolic set of PDEs into a set of parabolic equations that are almost hyperbolic. Among other features, the new code would be suitable for hyperbolic-like equations, not prone to instabilities, and constructed to perform integration only within the cloud. It is also intended as a model of an integrator for PDEs of higher dimensions. If $X_{L}(t)$ and $X_{R}(t)$ represent the left- and right-hand edges of the LNG cloud, a new coordinate $\zeta$ can be defined as

$$
\begin{equation*}
\zeta=\frac{\left(X-X_{L}(t)\right)}{\left(X_{R}(t)-X_{L}(t)\right)}, \tag{B1}
\end{equation*}
$$

where the domain of dependence of the sytem of PDEs is $0 \leqq \zeta \leqq 1$. For many problems, $X_{L}$ is fixed during the spill, but $X_{R}(t)$ moves with particle velocity at the edge of the cloud i.e.,

$$
\begin{equation*}
\frac{d X_{R}}{d t}=U\left(X_{R}\right) . \tag{B2}
\end{equation*}
$$

Consequently, in the $\zeta$ coordinate system the PDEs have the following forms

$$
\begin{equation*}
\frac{\partial \Phi}{\partial t}+\frac{\partial \zeta}{\partial x} \frac{\partial F}{\partial \zeta}-\frac{\partial \zeta}{\partial t} \frac{\partial \Phi}{\partial \zeta}=S(\Phi)+D \cdot\left(\frac{\partial \zeta}{\partial x}\right)^{2} \cdot \frac{\partial^{2} \Phi}{\partial \zeta^{2}}, \tag{B3}
\end{equation*}
$$

which is a system of six coupled stiff nonlinear PDEs.
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# THE USE OF SINGULAR FUNCTIONS FOR THE APPROXIMATE CONFORMAL MAPPING OF DOUBLY-CONNECTED DOMAINS* 
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#### Abstract

Let $f$ be the function which maps conformally a given doubly-connected domain onto a circular annulus. We consider the use of two closely related methods for determining approximations to $f$ of the form $$
f_{n}(z)=z \exp \left\{\sum_{j=1}^{n} a_{j} u_{j}(z)\right\},
$$ where $\left\{u_{j}\right\}$ is a set of basis functions. The two methods are respectively a variational method, based on an extremum property of the function $$
H(z)=f^{\prime}(z) / f(z)-1 / z,
$$ and an orthonormalization method, based on approximating the function $H$ by a finite Fourier series sum. The main purpose of the paper is to consider the use of the two methods for the mapping of domains having sharp corners, where corner singularities occur. We show, by means of numerical examples, that both methods are capable of producing approximations of high accuracy for the mapping of such "difficult" doubly-connected domains. The essential requirement for this is that the basis set $\left\{u_{i}\right\}$ contains singular functions that reflect the asymptotic behavior of the function $H$ in the neighborhood of each "singular" corner.


Key words. conformal mapping, doubly-connected domains, Bergman kernel

1. Introduction. Let $\Omega$ be a finite doubly-connected domain with boundary $\partial \Omega=$ $\partial \Omega_{1} \cup \partial \Omega_{2}$ in the complex $z$-plane, where $\partial \Omega_{i}, i=1,2$, are closed Jordan curves. We assume that $\partial \Omega_{i}, i=1,2$, are respectively the inner and outer components of $\partial \Omega$, and that the origin 0 lies in the "hole" of $\Omega$, i.e. $0 \in \operatorname{Int}\left(\partial \Omega_{1}\right)$.

Let $\zeta$ be a fixed point in $\bar{\Omega}=\Omega \cup \partial \Omega$, and let

$$
\begin{equation*}
w=f(z) \tag{1.1}
\end{equation*}
$$

be the function which maps conformally $\Omega$ onto the circular annulus

$$
\begin{equation*}
R=\left\{w: r_{1}<|w|<r_{2}\right\}, \tag{1.2}
\end{equation*}
$$

so that $\partial \Omega_{i}, i=1,2$, correspond respectively to $|w|=r_{i}, i=1,2$, and

$$
\begin{equation*}
f(\zeta)=\zeta . \tag{1.3}
\end{equation*}
$$

As is well known, this mapping exists uniquely and the ratio of the two radii, i.e. the number

$$
\begin{equation*}
M=r_{2} / r_{1}>1, \tag{1.4}
\end{equation*}
$$

is the so-called conformal modulus of $\Omega$. This number determines completely the conformal equivalence class of the domain $\Omega$.

The conformal map defined by (1.1) is of considerable practical interest and has important applications in, for example, fluid mechanics, electrostatics and stress analysis. Several such applications to specific physical problems are noted in the survey article by Laura [8]. A more general application, concerns the computer generation of orthogonal curvilinear coordinate systems for the finite difference solution of partial

[^69]differential equations. This important application of (1.1) has received much interest recently; see e.g. the review paper by Thompson et al. [15].

In the present paper we consider the use of two closely related numerical methods for determining approximations to the mapping function $f$ of the form

$$
\begin{equation*}
f_{n}(z)=z \exp \left\{\sum_{j=1}^{n} a_{j} u_{j}(z)\right\}, \tag{1.5}
\end{equation*}
$$

where $\left\{u_{j}(z)\right\}$ is an appropriate set of basis functions. The two methods are respectively a variational method (VM), based on an extremum property of the function

$$
\begin{equation*}
H(z)=f^{\prime}(z) / f(z)-1 / z \tag{1.6}
\end{equation*}
$$

and an orthonormalization method (ONM), based on approximating the function $H$ by a finite Fourier series sum. The VM is described with full theoretical details in Gaier [4], whilst the ONM emerges easily from the theory contained in [1], [4] and [11]. The two methods resemble respectively the well-known Ritz and Bergman kernel methods for the mapping of a simply-connected domain onto the unit disc. In fact, the two numerical techniques of the present paper can be regarded as generalizations, to the mapping of the doubly-connected domains, of the Ritz and Bergman kernel procedures studied recently in [12].

The general objectives of the present paper are as follows. To give a summary of the theoretical results on which the VM and the ONM are based, to describe the two numerical techniques and to present a number of illustrative numerical examples. However, our main purpose is to consider the use of the two methods for the mapping of domains involving sharp corners, where branch point singularities occur. For this reason, most of the numerical examples considered in this paper concern the mapping of such difficult domains.

The numerical results given in § 5 , as well as results of other numerical experiments not presented in this paper, indicate that both the VM and the ONM are capable of producing approximations of high accuracy. More precisely, our results show that high accuracy is achieved when the domain under consideration is $2 n$-fold symmetric, with $n \geqq 2$, provided that the basis set, used for approximating the function $H$, contains singular functions that reflect the asymptotic behavior of $H$ in the neighborhood of a corner where a singularity occurs. Such a basis can always be constructed, in a manner similar to that used for constructing the basis for the Ritz and the Bergman kernel methods in [12], by introducing appropriate singular functions into the set

$$
\begin{equation*}
\left\{z^{j}\right\}_{j=-\infty}^{\infty}, \quad j \neq-1 . \tag{1.7}
\end{equation*}
$$

2. Preliminary results. We let $\mathscr{L}_{2}(\Omega)$ be the Hilbert space of all square integrable functions which are analytic and possess a single-valued indefinite integral in $\Omega$, and denote the inner product of $\mathscr{L}_{2}(\Omega)$ by $(\cdot, \cdot)$, i.e.

$$
\begin{equation*}
\left(g_{1}, g_{2}\right)=\iint_{\Omega} g_{1}(z) \overline{g_{2}(z)} d x d y \tag{2.1}
\end{equation*}
$$

We also let

$$
\begin{equation*}
A(z)=\log f(z)-\log z \tag{2.2}
\end{equation*}
$$

where $f$ is the function (1.1) mapping $\Omega$ onto the circular annulus $R$. Then, the function $A$ is analytic and single-valued in $\Omega$, and its derivative

$$
\begin{equation*}
H(z)=A^{\prime}(z) \tag{2.3}
\end{equation*}
$$

is the function (1.6). Clearly, $H(z) \neq 0, z \in \Omega$, unless $\Omega$ is itself a circular annulus with its centre at the origin.

In order to present the results on which the VM is based we let

$$
\begin{align*}
& \mathscr{K}^{(1)}(\Omega)=\left\{u(z): u \in \mathscr{L}_{2}(\Omega) \text { and }(u, H)=1\right\}, \\
& \mathscr{K}^{(0)}(\Omega)=\left\{v(z): v \in \mathscr{L}_{2}(\Omega) \text { and }(v, H)=0\right\}, \tag{2.4}
\end{align*}
$$

and, as in Gaier [4, p. 245], we consider the following variational problem.
Problem 2.1. To minimize

$$
\begin{equation*}
\|u\|^{2}=\iint_{\Omega}|u(z)|^{2} d x d y \tag{2.5}
\end{equation*}
$$

over all $u \in \mathscr{K}^{(1)}(\Omega)$.
The following results are proved in [4]:
R2.1. Problem 2.1 has a unique solution $u_{0}$.
R2.2. $u_{0}$ is orthogonal to $\mathscr{K}^{(0)}(\Omega)$, i.e. $u_{0} \perp \mathscr{K}^{(0)}(\Omega)$.
R2.3. The function $H$ is related to $u_{0}$ by

$$
\begin{equation*}
H(z)=u_{0}(z) /\left\|u_{0}\right\|^{2} . \tag{2.6}
\end{equation*}
$$

It is of interest to note that the above results are all special cases of standard results of the theory of Hilbert spaces. This follows from the observations that $\mathscr{K}^{(1)}(\Omega)$ and $\mathscr{K}^{(0)}(\Omega)$ are respectively a closed convex subset and a closed subspace of $\mathscr{L}_{2}(\Omega)$; see e.g. [14].

In addition to R2.1-R2.3, the following two results, which are proved in [4, p. 250], are needed for the description of both the VM and the ONM.

R2.4. For each function $\eta \in \mathscr{L}_{2}(\Omega)$ which is continuous on $\partial \Omega=\partial \Omega_{1} \cup \partial \Omega_{2}$

$$
\begin{equation*}
(\eta, H)=i \int_{\partial \Omega} \eta(z) \log |z| d z \tag{2.7}
\end{equation*}
$$

where $H$ is defined by (2.2).
R2.5. The modulus $M=r_{2} / r_{1}$ of $\Omega$ is related to the function $H$ by

$$
\begin{equation*}
\log M=\left\{\frac{1}{i} \int_{\partial \Omega} \frac{1}{z} \log |z| d z-\|H\|^{2}\right\} / 2 \pi . \tag{2.8}
\end{equation*}
$$

The result R2.4 is established easily after first expressing the inner product $(\eta, H)$ as

$$
(\eta, H)=\frac{1}{2 i} \int_{\partial \Omega} \eta(z) \overline{A(z)} d z
$$

This is done by means of the Green's formula

$$
\begin{equation*}
\left(g_{1}, g_{2}^{\prime}\right)=\frac{1}{2 i} \int_{\partial \Omega} g_{1}(z) \overline{g_{2}(z)} d z \tag{2.9}
\end{equation*}
$$

which is also needed for determining certain other inner products that occur in both the VM and the ONM. As is shown in Bergman [1, p. 96], formula (2.9) is valid for any functions $g_{1}$ and $g_{2}$ which are analytic in $\Omega$ and continuous on $\partial \Omega$. The result R2.5 is established by integration by parts after first applying (2.8) to the norm $\|H\|^{2}=$ ( $H, H$ ); see [4, pp. 250-251] for further details.

We point out that the assumptions concerning the continuity on $\partial \Omega$ of the functions $g_{1}, g_{2}$ in (2.9) and $\eta$ in (2.7) can be replaced by somewhat weaker requirements. For
example, it can be shown that both (2.7) and (2.9) are applicable to "singular" functions of the type considered in $\S 4$.
3. The numerical methods. As was previously remarked the VM is due to Gaier [4, p. 249]. The method emerges by seeking the solution of the finite-dimensional counterpart of Problem 2.1, and resembles closely the Ritz method for the mapping of simply-connected domains. For this reason the VM details given below are similar to those used for the description of the Ritz method in [12].

Let $\left\{\eta_{j}(z)\right\}$ be a basis of $\mathscr{L}_{2}(\Omega)$ such that $\eta_{1} \notin \mathscr{K}^{(0)}(\Omega)$, and denote by $\mathscr{K}_{n}^{(l)}(\Omega) ; l=$ 0,1 the $n$-dimensional counterparts of $\mathscr{K}^{(l)}(\Omega), l=0,1$, i.e.

$$
\begin{equation*}
\mathscr{K}_{n}^{(l)}(\Omega)=\mathscr{E}_{n} \cap \mathscr{K}^{(l)}(\Omega), \quad l=0,1, \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{E}_{n}=\operatorname{span}\left(\eta_{1}, \eta_{2}, \cdots, \eta_{n}\right) . \tag{3.2}
\end{equation*}
$$

Then the set $\mathscr{K}_{n}^{(1)}(\Omega)$ is nonempty for any $n \geqq 1$, and the $n$-dimensional variational problem corresponding to Problem 2.1 can be stated as follows.

Problem 3.1. To minimize $\|u\|$ over all $u \in \mathscr{K}_{n}^{(1)}(\Omega)$.
The following results hold.
R3.1. Problem 3.1 has a unique solution $u_{n}$.
R3.2. The minimal function $u_{n}$ is characterized by the property $u_{n} \perp \mathscr{K}_{n}^{(0)}(\Omega)$.
R3.3. $u_{n} \rightarrow u_{0}$ almost uniformly in $\Omega$. That is, from (2.6),

$$
\begin{equation*}
u_{n}(z) /\left\|u_{n}\right\|^{2} \rightarrow H(z) \tag{3.3}
\end{equation*}
$$

almost uniformly in $\Omega$. (By almost uniform convergence we mean convergence in every compact subset of $\Omega$.)

The results R3.1-R3.2 are of course the finite dimensional counterparts of R2.1R2.2. Like R2.1 and R2.2, they are particular cases of standard results from the theory of Hilbert spaces. R3.3 is a direct consequence of the fact that in $\mathscr{L}_{2}(\Omega)$ convergence in the norm implies almost uniform convergence, and is established after first showing that

$$
\lim _{n \rightarrow \infty}\left\|u_{n}-u_{0}\right\|=0
$$

Let

$$
\begin{equation*}
\gamma_{j}=\left(H, \eta_{j}\right), \quad j=1,2, \cdots, \tag{3.4}
\end{equation*}
$$

and recall that $\gamma_{1} \neq 0$. Then, since

$$
\mathscr{K}_{n}^{(0)}(\Omega)=\left\{u \in \mathscr{C}_{n}:(H, u)=0\right\},
$$

the set

$$
\begin{equation*}
\bar{\gamma}_{1} \eta_{j}(z)-\bar{\gamma}_{j} \eta_{1}(z), \quad j=2,3, \cdots, n, \tag{3.5}
\end{equation*}
$$

is a basis of $\mathscr{K}_{n}^{(0)}(\Omega)$. Therefore, if we let

$$
\begin{equation*}
u_{n}(z)=\sum_{j=1}^{n} c_{j} \eta_{j}(z), \tag{3.6}
\end{equation*}
$$

the orthogonality property of R3.2 and the condition $\left(H, u_{n}\right)=1$ lead immediately to
the linear system

$$
\begin{align*}
& \sum_{j=1}^{n}\left\{\gamma_{1}\left(\eta_{j}, \eta_{i}\right)-\gamma_{i}\left(\eta_{j}, \eta_{1}\right)\right\} c_{j}=0 \quad i=2,3, \cdots, n  \tag{3.7}\\
& \sum_{j=1}^{n} \bar{\gamma}_{j} c_{j}=1
\end{align*}
$$

where the inner products $\gamma_{i}, i=1,2, \cdots, n$ are known by means of (2.7). Thus the coefficients $c_{j}$ in (3.6) may be determined by solving the $n \times n$ complex linear system (3.7). Then, because of R3.3,

$$
\begin{equation*}
H_{n}(z)=u_{n}(z) /\left\|u_{n}\right\|^{2} \tag{3.8}
\end{equation*}
$$

gives the $n$th VM approximation to the function $H(z)=A^{\prime}(z)$ and thus, from (2.2),

$$
\begin{equation*}
f_{n}(z)=z \exp \left\{\int_{\zeta}^{z} H_{n}(t) d t\right\}, \quad \zeta \in \bar{\Omega}, \tag{3.9}
\end{equation*}
$$

is the $n$th VM approximation to the mapping function $f$. Also, from (2.8),

$$
\begin{equation*}
M_{n}=\exp \left\{\left(\frac{1}{i} \int_{\partial \Omega} \frac{1}{z} \log |z| d z-\left\|H_{n}\right\|^{2}\right) / 2 \pi\right\}, \tag{3.10}
\end{equation*}
$$

is the $n$th VM approximation to the modulus $M$ of $\Omega$. In fact, it can be easily verified that $M_{n}$ gives an upper bound to $M$.

In the ONM the approximation to the mapping function $f$ is determined after first approximating the function $H$ by a finite Fourier series sum. The method emerges easily from the theory contained in [11, p. 373], [1, p. 102] and [4, p. 249].

Let $\left\{\eta_{j}^{*}(z)\right\}$ be an orthonormal basis of $\mathscr{L}_{2}(\Omega)$. Then the function $H$ has the Fourier series expansion

$$
\begin{equation*}
H(z)=\sum_{j=1}^{\infty} \beta_{j} \eta_{j}^{*}(z) \tag{3.11}
\end{equation*}
$$

where the Fourier coefficients $\beta_{j}=\overline{\left(\eta_{j}^{*}, H\right)}$ are known by means of (2.7). The series (3.11) certainly converges in the norm of $\mathscr{L}_{2}(\Omega)$ and, as in the case of R3.3, this norm convergence implies almost uniform convergence in $\Omega$.

Given a basis $\left\{\eta_{j}(z)\right\}$ of $\mathscr{L}_{2}(\Omega)$, the above results suggest the following procedure for obtaining a numerical approximation to the mapping function $f$. The set $\left\{\eta_{j}(z)\right\}_{j=1}^{n}$ is orthonormalized by means of the Gram-Schmidt process to give the orthonormal set $\left\{\eta_{j}^{*}(z)\right\}_{j=1}^{n}$. The series (3.11) is then truncated after $n$ terms to give the approximation

$$
\begin{equation*}
H_{n}(z)=\sum_{j=1}^{n} \beta_{j} \eta_{j}^{*}(z), \quad \beta_{j}=\overline{\left(\eta_{j}^{*}, H\right)}, \quad j=1,2, \cdots, n \tag{3.12}
\end{equation*}
$$

to the function $H$. Finally, with this $H_{n}$, the equations (3.9) and (3.10) give respectively the $n$th ONM approximation to the mapping function $f$ and to the modulus $M$ of $\Omega$.

We end this section by observing that Problem 2.1, with the function $H$ defined by (2.3), is a special case of a more general variational problem which is considered fully in Gaier [4, Chap. V]. More specifically the results R2.1-R2.3, together with the corresponding finite-dimensional results of this section, hold for any finitely-connected domain and any function $H \in \mathscr{L}_{2}(\Omega)$, such that $H(z) \neq 0, z \in \Omega$. An interesting example of this is the case where $\Omega$ is simply-connected and $H$ is taken to be the Bergman
kernel function of $\Omega$. In this case, the results R2.1-R2.3 constitute the so-called property of minimum area, and the variational method of the present section reduces to the Ritz method for the mapping of simply-connected domains. Other choices of $H$ lead to other interesting results concerning the mapping of multiply-connected domains; see Gaier [4, Chap. V] for further details.
4. Choice of basis. A serious drawback of both the VM and the ONM is that severe loss of accuracy may occur during the computation, due to ill-conditioning of the matrix in 3.7 or to numerical instability of the Gram-Schmidt process. For this reason, the success of the methods depends strongly on the rate of convergence of the approximating series, and this in turn depends on the choice of basis functions $\left\{\eta_{j}(z)\right\}$.

An obvious choice of basis is the set

$$
\begin{equation*}
\left\{z^{j}\right\}_{j=-\infty}^{\infty}, \quad j \neq-1 . \tag{4.1}
\end{equation*}
$$

This set is complete in $\mathscr{L}_{2}(\Omega)$ and provides a computationally convenient basis for both the VM and the ONM. Unfortunately, the situation regarding the use of (4.1) is exactly the same as that observed in [10], [12] and [13], in connection with the use of the set $\left\{z^{j}\right\}_{j=0}^{\infty}$ for the mapping of simply-connected domains by means of the Ritz and the Bergman kernel methods. That is, due to the presence of singularities of the function $H$ in the complement of $\Omega$, the convergence of the resulting approximating series is often extremely slow. Because of this, the use of (4.1) does not always lead to approximations of acceptable accuracy. In order to overcome this difficulty, we adopt the procedure first proposed in [10], in connection with the choice of basis for the Bergman kernel method. This involves the use of an "augmented basis," formed by introducing into the set (4.1) singular functions that reflect the main singular behavior of $H$ in compl ( $\Omega$ ).

In [10], [12] and [13], the augmented basis for the mapping of simply-connected domains is formed by considering two types of singularities of the mapping function. These are either poles which lie close to the boundary or branch point singularities on the boundary itself. For the problems considered in [10], [12] and [13], the dominant poles of the mapping function can be determined, by using the symmetry principle, whenever the boundary of the simply-connected domain consists of straight line segments and circular arcs. Unfortunately, in the case of doubly-connected domains we do not know of a systematic way for determining the "poles" of $f$ and the corresponding singularities of the function $H$, irrespective of the geometry of $\partial \Omega$. For this reason, in the present paper we construct the augmented basis by considering only the branch point singularities of $H$.

Branch point singularities are corner singularities. They occur, when due to the presence of a corner at a point $z_{j} \in \partial \Omega$, the asymptotic expansion of the mapping function $f$ in the neighborhood of $z_{j}$ involves fractional powers of $\left(z-z_{j}\right)$. The question regarding the choice of suitable basis functions for dealing with such singularities can be answered in exactly the same way as in [10], [12], and [13], by using the results of Lehman [9]. For this reason, we state below the formulae which define the singular functions, without repeating the details of their derivation.

Let part of the boundary $\partial \Omega$ consists of two analytic arcs $\Gamma_{1}$ and $\Gamma_{2}$ which meet at a point $z_{j}$ and form there a corner of interior angle $\alpha \pi$, where $\alpha=p / q>0$ is a fraction reduced to its lowest terms. (By interior angle we mean interior to the domain $\Omega$.) Then, the asymptotic expansion of $H$ involves terms which can be written in the form

$$
\eta_{r j}(z)= \begin{cases}\left\{\left(1 / z-1 / z_{j}\right)^{r-1}\right\} / z^{2} & \text { if } z_{j} \in \partial \Omega_{1},  \tag{4.2}\\ \left(z-z_{j}\right)^{r-1} & \text { if } z_{j} \in \partial \Omega_{2}\end{cases}
$$

where

$$
\begin{equation*}
r=k+l / \alpha, \quad k=0,1,2, \cdots, \quad 1 \leqq l \leqq p . \tag{4.4}
\end{equation*}
$$

Thus, if $p \neq 1$ a branch point singularity occurs at $z_{j}$. For this reason, the augmented basis is formed by introducing into the set (4.1) the first few singular functions of the sequences (4.2) or (4.3), corresponding to the first few fractional values of $r$.

We note that the singular functions defined by (4.3) are the same as those used in [10] and [12], for dealing with the branch point singularities of the interior mapping function for simply-connected domains. Similarly, the singular functions (4.2) are the same as those used in [13], in connection with the exterior mapping problem for simply-connected domains. This choice of singular functions ensures that the $\eta_{r i}$ always have a single valued integral in $\Omega$. We also note that a branch point singularity might occur at the point $z_{j}$ even when $p=1$. This happens because the asymptotic expansion of $f$ might involve logarithmic terms; see [9] and [12, §4.2]. However, such logarithmic singularities are never very serious and, for this reason, we do not consider them in the present paper. Finally, we note that if $z_{j} \in \partial \Omega_{2}$ and the arms $\Gamma_{1}, \Gamma_{2}$ of the corner are straight lines then the range (4.4) for the values of $r$ in (4.3) may be replaced by

$$
\begin{equation*}
r=l / \alpha, \quad l=1,2,3, \cdots ; \tag{4.5}
\end{equation*}
$$

see [10, § 2.2] and [12, § 4.2].
5. Computational details and numerical examples. Both the VM and ONM require the evaluation of inner products of the form $\left(\eta_{r}, \eta_{s}\right)$ and $(\eta, H)$. These are needed for determining the coefficients of the linear system (3.7) for orthonormalizing the set $\left\{\eta_{j}(z)\right\}$ by means of the Gram-Schmidt process, and for evaluating the Fourier coefficients in (3.12). Using Green's formula (2.9), the inner products ( $\eta_{r}, \eta_{s}$ ) are expressed as

$$
\begin{equation*}
\left(\eta_{r}, \eta_{s}\right)=\frac{1}{2 i} \int_{\partial \Omega} \eta_{r}(z) \overline{\mu_{s}(z)} d z, \quad \mu_{s}^{\prime}(z)=\eta_{s}(z) \tag{5.1}
\end{equation*}
$$

and the integrals in (5.1) are then computed by Gaussian quadrature, in exactly the same way as in [10], [12] and [13]. Similarly, each inner product ( $\eta, H$ ) is computed by applying to the integral in (2.7) the Gaussian rule used for the evaluation of (5.1). When performing the quadrature, care must be taken to deal with integrand singularities that occur when, due to the presence of a corner at $z_{j}$, the basis set contains singular functions of the form (4.2) or (4.3). In the examples considered below, the arms of the corners are always straight line segments, and any integrand singularities are removed, as explained in [10, §3], by choosing an appropriate parametric representation for $\partial \Omega$; see also [12, § 5] and [13, §3].

In the VM, the complex linear system (3.7) is solved by using the NAG Library routine FO4ADF, which is based on Crout's factorization method. In the ONM, the orthonormalization is performed by means of the procedure used in [10], [12] and [13], in connection with the Bergman kernel method. This procedure is based on the standard Gram-Schmidt algorithm.

The approximation $M_{n}$ to the modulus $M$ of $\Omega$ is computed from (3.10), by applying to the integral the Gaussian rule used for the evaluation of the inner products $\left(\eta_{r}, \eta_{s}\right)$ and $(\eta, H)$.

An estimate of the maximum error in $\left|f_{n}(z)\right|$ is given by the quantity $E_{n}$, which is determined as follows. In each example, the fixed point $\zeta$ in (1.3) is taken to be a convenient point on the outer boundary $\partial \Omega_{2}$. Thus, in each case, the outer radius of
the annulus is

$$
\begin{equation*}
r_{2}=|\zeta| \tag{5.2}
\end{equation*}
$$

and $r_{2} / M_{n}$ gives an approximation to the inner radius $r_{1}$. Hence, we may take the error estimate to be

$$
\begin{equation*}
E_{n}=\max \left\{\max _{j}| | f_{n}\left(z_{1 j}\right)\left|-r_{2} / M_{n}\right|, \max _{j}| | f_{n}\left(z_{2 j}\right)\left|-r_{2}\right|\right\} \tag{5.3}
\end{equation*}
$$

where $\left\{z_{1 j}\right\}$ and $\left\{z_{2 j}\right\}$ are two sets of "boundary test points" on $\partial \Omega_{1}$ and $\partial \Omega_{2}$ respectively. We expect $E_{n}$ to be a reasonable error estimate, because our numerical experiments indicate strongly that, in general, the approximation $M_{n}$ is much more accurate than $\left|f_{n}(z)\right|, z \in \partial \Omega$; see e.g. the numerical results of Example 5.2.

In each example, the ONM results presented correspond to the approximation $f_{\text {Nopt }}$, where $n=$ Nopt is the "optimum number" of basis functions which gives maximum accuracy in the sense explained in [10, §3]. That is, this number is determined by computing a sequence of approximations $\left\{f_{n}(z)\right\}$, where at each stage the number $n$ of basis functions is increased by one. If at the $(n+1)$ th stage the inequality

$$
\begin{equation*}
E_{n+1}<E_{n} \tag{5.4}
\end{equation*}
$$

is satisfied, then the approximation $f_{n+2}(z)$ is computed. When for a certain value of $n$, due to numerical instability, (5.4) no longer holds then we terminate the process and take $n=$ Nopt. Also, in order to safeguard against slow convergence, we do as in [13] and after $n=19$ we begin to compute the ratios

$$
q_{M}=E_{10+M} / E_{M}, \quad M=10,20, \cdots
$$

If, for some $M, q_{M}>0.5$ then we terminate the process at $n=10+M$ and write $N_{o}^{*} p t=10+M$.

For the presentation of the results we adopt a format similar to that used in [12]. That is, we denote the two methods respectively by VM/MB and ONM/MB or VM/AB and ONM/AB to indicate whether the "monomial basis" (4.1) or an "augmented basis" is used. For each example we list the singular functions, the boundary test points and the order of the Gaussian quadrature, which are used respectively for augmenting the set (4.1) for determining the error estimate (5.3) and for computing the inner products. As was previously remarked, if the basis set contains singular functions of the form (4.2) or (4.3) then the resulting integrand singularities in the inner products are removed by using special parametric representations for $\partial \Omega$. These representations are similar to those used in $[10, \S 3]$. For this reason, we do no not list them here.

All computations were carried out on a CDC 7600 computer, using programs written in Fortran with single precision working. Single length working on the CDC 7600 is between 13 and 14 significant figures.

Example 5.1. Circle in square, Fig. 5.1.

$$
\Omega=\{(x, y):|x|<1,|y|<1\} \cap\{z:|z|>a, a<1\} .
$$

Basis. This example does not involve corner singularities. For this reason, we do not need to use an augmented basis.

Because the domain has eightfold symmetry about the origin, the monomial basis set is taken to be

$$
\begin{equation*}
z^{k_{j}(2 j+1)}, \quad k_{j}=(-1)^{j+1}, \quad j=1,2,3, \cdots . \tag{5.5}
\end{equation*}
$$



Fig. 5.1
Quadrature. Gauss-Legendre formula with 48 points along each quarter of the circle and each half side of the square.

Boundary test points. Because of the symmetry, we only consider points on $A B$ and $C D$. On $A B$ the points are defined by $z=a e^{i \tau}, \tau=0(\pi / 16) \pi / 4$. On $C D$ the points are equally spaced, in steps of 0.25 , starting from $C$.

Numerical results.

|  |  | $($ (i) $a=0.2$ |  |
| :--- | :--- | :--- | :---: |
| ONM/MB: | $N o p t=20$, | $E_{20}=9.5 \times 10^{-12}$, | $M_{20}=5.393525710616$. |
| VN/MB: | $E_{20}=9.0 \times 10^{-12}$, | $*$ |  |


|  |  |  |  |
| :--- | :--- | :--- | :--- |
| (ii) $a=0.4$ |  |  |  |
| ONM/MB: | Nopt $=22$, | $E_{22}=5.2 \times 10^{-12}$, | $M_{22}=2.696724431230$. |
| VN/MB: |  | $E_{22}=3.1 \times 10^{-12}$, | $*$ |


|  | (iii) $a=0.8$ <br> ONM/MB: | $N o p t=28$, |
| :--- | :--- | :--- |
| $E_{28}=1.8 \times 10^{-10}$ |  |  |,$\quad M_{28}=1.342990365599$.

(* In each case the VM approximation to $M$ agrees with the ONM approximation to the number of figures quoted.)

The numerical results of this example illustrate the remarkable accuracy that can be achieved by the VM/MB and the ONM/MB, when the domain under consideration is highly symmetric and does not involve corner singularities.

Accurate VN/MB approximations for the cases $a=0.4$ and $a=0.8$ have also been obtained by Gaier. His approximations to $M$ are quoted to seven significant figures in [5], and agree perfectly with the approximations listed above. The approximation $M_{22}$, corresponding to the case $a=0.4$, should also be compared with the value 2.696727 given in [12]. This value is obtained by a method based on approximating the conformal map onto the unit disc, of the simply-connected domain bounded by the arc $A B$ and the straight lines $B D, D C$ and $C A$; see [12, Example 6.3].

Example 5.2. Square frame, Fig. 5.2.
Let

$$
G_{a}=\{(x, y):|x|<a,|y|<a\} .
$$



Fig. 5.2
Then

$$
\Omega=G_{1} \cap \operatorname{compl}\left(\bar{G}_{a}\right), \quad \text { with } a<1 .
$$

Augmented basis. Let $z_{j}, j=1,2,3,4$, be respectively the four corners of the inner square. Then, the singular functions corresponding to the branch point singularities at the corners $z_{j}, j=1,2,3,4$, are respectively the functions $\eta_{r j}(z), j=1,2,3,4$, given by (4.2) with

$$
\begin{equation*}
r=k+2 l / 3, \quad k=0,1, \cdots, \quad 1 \leqq l \leqq 3 . \tag{5.6}
\end{equation*}
$$

Because of the eightfold symmetry the function $H(z)$ satisfies the property

$$
e^{i \pi / 2} H\left(e^{i \pi / 2} z\right)=H(z)
$$

For this reason, for each value of $r$, the four functions $\eta_{r j}(z)$ can be combined into the single function

$$
\begin{equation*}
\tilde{\eta}_{r}(z)=\eta_{r 1}(z)+\sum_{j=2}^{4} e^{i \theta j} \eta_{r j}(z), \tag{5.7}
\end{equation*}
$$

where the arguments $\theta_{j}, j=2,3,4$ are chosen so that

$$
\begin{equation*}
e^{i \pi / 2} \tilde{\eta}_{r}\left(e^{i \pi / 2} z\right)=\tilde{\eta}_{r}(z) \tag{5.8}
\end{equation*}
$$

It is important to observe that the constants $\theta_{j}$ in (5.7) depend on the branches used for defining the functions $\eta_{r j}(z)$. For this reason, great care must be taken when constructing symmetric singular functions of the form (5.7).

In this example the augmented basis is formed by introducing into the monomial set (5.5) the four singular functions (5.7) corresponding to the values $r=2 / 3,4 / 3$, 5/3, 7/3.

Quadrature. Gauss-Legendre formula with 48 points along each side of the outer square and each half side of the inner square. In order to perform the integration accurately, the parametric representation of the inner square is chosen to be that used in [13, Example 3.2].

Boundary test points. Five equally spaced points on each of $A B$ and $C D$. Numerical results.

$$
\begin{array}{llll} 
& & \\
\text { ONM/MB: } & N_{o p t}^{*}=30, & E_{30}=1.8 \times 10^{-2}, & M_{30}=4.5752 \cdots . \\
\text { ONM/AB: } & N o p t=24, & E_{24}=1.1 \times 10^{-8}, & M_{24}=4.570859677117 . \\
\text { VM/AB: } & & E_{24}=1.1 \times 10^{-8}, & M_{24}=4.570859677116 . \\
& & & \text { Exact value of } M=4.570859677215 .
\end{array}
$$

$$
\begin{array}{llll}
\text { ONM/MB: } & N^{*} \text { (ii) } a=0.5 \\
\text { ONt }=30, & E_{30}=4.3 \times 10^{-2}, & M_{30}=1.8569 \cdots . \\
\text { ONM/AB: } & \text { Nopt }=24, & E_{24}=5.0 \times 10^{-8}, & M_{24}=1.847709011217 . \\
\text { VM/AB: } & & E_{24}=5.0 \times 10^{-8}, & M_{24}=1.847709011216 . \\
& & & \text { Exact value of } M=1.847709011236 .
\end{array}
$$

|  | (iii) $a=0.8$ |  |  |
| :--- | :--- | :--- | :--- |
| ONM/MB: | $N_{o p t}^{*}=30$, | $E_{30}=5.0 \times 10^{-2}$, | $M_{30}=1.2052 \cdots$ |
| ONM/AB: | Nopt $=26$, | $E_{26}=3.7 \times 10^{-7}$, | $M_{26}=1.201452809479$. |
| VM/AB: |  | $E_{26}=4.1 \times 10^{-7}$, | $M_{26}=1.201452809478$. |
|  |  |  | Exact value of $M=1.201452809469$. |

The exact values of $M$, listed above, were computed by using the exact formulae of Bowman [2] and [3, p. 104].

VM approximations to $M$ have also been computed by Gaier and his students [6], who used as basis the set (5.5) augmented with the single singular function

$$
1 /\left\{z^{11 / 3}\left(z^{4}+4 a^{4}\right)^{1 / 3}\right\}
$$

For the case $a=0.5$, their approximation to $M$ is 1.847776 . For the same case, by using an approximation to the conformal map of the quadrilateral $A B D C$ the method of [12] gives the value 1.847719 ; see [12, Example 6.1].

Example 5.3. Rectangle in circle, Fig. 5.3.
Let

$$
G_{a b}=\{(x, y):|x|<a<1,|y|<b<1\} .
$$

Then

$$
\Omega=\{z:|z|<1\} \cap \operatorname{compl}\left(\bar{G}_{a b}\right) .
$$



Fig. 5.3

Augmented basis. When $a=b, \Omega$ has eightfold symmetry about the origin and, for this reason, the monomial basis is taken to be the set (5.5).

When $a \neq b, \Omega$ has fourfold symmetriy about 0 . Because of this, the function $H$ satisfies

$$
e^{i \pi} H\left(e^{i \pi} z\right)=H(z)
$$

and the monomial basis is taken to be the set

$$
\begin{equation*}
z, z^{ \pm(2 j+1)}, \quad j=1,2,3, \cdots \tag{5.9}
\end{equation*}
$$

Let $z_{j}, j=1,2,3,4$, be respectively the corners $A, B, C$ and $D$ of the rectangle. Then, the singular functions corresponding to the branch point singularities at $z_{j}$, $j=1,2,3,4$, are respectively the functions $\eta_{r j}(z), j=1,2,3,4$, defined by (4.2) with $r$ given by (5.6).

When $a=b$, for each value of $r$, the four functions $\eta_{r j}(z)$ can be combined into a single function of the form (5.7)-(5.8). Similarly, because of the fourfold symmetry, when $a \neq b$, for each value of $r$, the four functions $\eta_{r j}(z)$ can be combined into the two functions

$$
\begin{equation*}
\tilde{\eta}_{r j}(z)=\eta_{r j}(z)+e^{i \theta_{j}} \eta_{r, j+2}(z), \quad j=1,2 \tag{5.10}
\end{equation*}
$$

where the arguments $\theta_{j}, j=1,2$, are chosen so that

$$
\begin{equation*}
e^{i \pi} \tilde{\eta}_{r j}\left(e^{i \pi} z\right)=\tilde{\eta}_{r j}(z) \tag{5.11}
\end{equation*}
$$

In this example we form the augmented basis, for the cases $a=b$ and $a \neq b$, by introducing respectively into the monomial sets (5.5) and (5.9) the four functions (5.7) and the eight functions (5.10) corresponding to the values $r=2 / 3,4 / 3,5 / 3,7 / 3$.

Quadrature. Gauss-Legendre formula with 48 points along each half side of the rectangle and each quarter of the circle. In order to perform the integration accurately the parametric representation of the rectangular boundary is chosen to be that used in [13, Example 3.2].

Boundary test points. Five equally spaced points on each of $E B, B F$ and $P Q$. Numerical results.

|  |  |  |  |
| :--- | :--- | :--- | :--- |
| ONM/MB: | $N^{*} o p t=30$, | $E_{30}=5.1 \times 10^{-2}$, | $M_{30}=1.7020 \cdots$ |
| ONM/AB: | $N o p t=24$, | $E_{24}=7.0 \times 10^{-8}$, | $M_{24}=1.69156490259$. |
| VM/AB: |  | $E_{24}=7.0 \times 10^{-8}$, | $*$ |


|  |  | (ii) $a=0.4, b=0.2$ |
| :--- | :---: | :---: |
| ONM/AB: | Nopt $=18$, | $E_{18}=5.0 \times 10^{-6}$, |$\quad M_{18}=2.849771072$.

$$
\begin{array}{lccc} 
& & \text { (iii) } a=0.6, b=0.2 \\
\text { ONM/AB: } & \text { Nopt }=26, & E_{26}=1.4 \times 10^{-5}, & M_{26}=2.1338351 . \\
\text { VM/AB: } & & E_{26}=1.2 \times 10^{-5}, & *
\end{array}
$$

$$
\begin{array}{lcc} 
& & \text { (iv) } a=0.8, b=0.2 \\
\text { ONM/AB: } & N o p t=22, & E_{22}=2.3 \times 10^{-4}, \\
\text { VM/AB: } & & E_{22}=2.3 \times 10^{-4},
\end{array}
$$

[^70]

Fig. 5.4

Example 5.4. Triangle in triangle, Fig. 5.4.
Let $G_{h}$ denote an equilateral triangle of height $h$, oriented so that its centroid is at the origin and one of its sides is parallel to the real axis.
Then,

$$
\Omega=G_{3} \cap \operatorname{compl}\left(G_{h}\right) \quad \text { with } h<3 .
$$

Augmented basis. Because the domain has sixfold symmetry about the origin, the monomial basis is taken to be the set

$$
\begin{equation*}
z^{(3 j-1)}, \quad j= \pm 1, \pm 2, \pm 3, \cdots . \tag{5.12}
\end{equation*}
$$

Let $z_{j}, j=1,2,3$ be respectively the corners $A, C, E$ of the inner triangle. Then, the singular functions corresponding to the branch point singularities at $z_{j} ; j=1,2,3$ are respectively the functions $\eta_{r j}(z), j=1,2,3$, given by (4.2) with

$$
r=k+3 l / 5, \quad k=0,1,2, \cdots, \quad 1 \leqq l \leqq 5 .
$$

Because of the symmetry, for each value of $r$, the three functions $\eta_{r j}(z)$ can be combined into the single function

$$
\begin{equation*}
\tilde{\eta}_{r}(z)=\eta_{r 1}(z)+\sum_{j=2}^{3} e^{i \theta_{j}} \eta_{r j}(z) \tag{5.13}
\end{equation*}
$$

where the arguments $\theta_{j} j=2,3$, are chosen so that

$$
\begin{equation*}
e^{2 \pi i / 3} \tilde{\eta}_{r}\left(e^{2 \pi i / 3} z\right)=\tilde{\eta}_{r}(z) . \tag{5.14}
\end{equation*}
$$

In this example the agumented basis is formed by introducing into the set (5.12) the four functions (5.13) corresponding to the values $r=3 / 5,6 / 5,8 / 5,9 / 5$.

Quadrature. Gauss-Legendre formula with 48 points along each half side of the inner and outer triangles. In order to perform the quadrature accurately the parametric representation of the inner triangle is chosen to be that used in [13, Example 3.3].

Boundary test points. Eighteen points distributed along the half sides $B C, C D$ of the inner triangle and the corresponding half sides of the outer triangle.

Numerical results.

| (i) $h=2.25$ |  |  |  |
| :--- | :--- | :--- | :--- |
| ONM/MB: | $N_{0 p t}^{*}=30$, | $E_{30}=1.3 \times 10^{-1}$, | $M_{30}=1.2270 \cdots$. |
| ONM/AB: | Nopt $=18$, | $E_{18}=7.8 \times 10^{-5}$, | $M_{18}=1.208168761$. |
| VM/AB: |  | $E_{18}=7.8 \times 10^{-5}$, | $*$ |


|  |  | $($ (ii) $h=1.50$ |
| :--- | :--- | :--- | :--- |
| ONM/AB: | Nopt $=22$, | $E_{22}=6.8 \times 10^{-7}$ |,$\quad M_{22}=1.657038875$.


|  | $($ iii) $h=0.75$ |  |  |
| :--- | :---: | :---: | :---: |
| ONM/AB: | $N o p t=16$, | $E_{16}=7.0 \times 10^{-6}$, | $M_{16}=3.132784643$. |
| VM/AB: |  | $E_{16}=7.0 \times 10^{-6}$, | $*$ |

[^71]Example 5.5. Cross in square, Fig. 5.5.


Fig. 5.5
Let

$$
\begin{equation*}
G_{a b}=\{(x, y):|x|<a,|y|<b\} \cup\{(x, y):|x|<b,|y|<a\} \tag{5.15}
\end{equation*}
$$

and

$$
G_{c}=\{(x, y):|x|<c,|y|<c\} .
$$

Then

$$
\Omega=G_{c} \cap \operatorname{compl}\left(\bar{G}_{a b}\right) \quad \text { with } a<c \text { and } b<c .
$$

Augmented basis. Let $z_{j}, j=1,2, \cdots, 8$ be respectively the corners $A, C, E, G$, $I, K, M$ and $P$ of the cross-shaped region $G_{a b}$. Then the singular functions corresponding to the branch point singularities at $z_{j}, j=1,2, \cdots, 8$ are respectively the functions $\eta_{r j}(z), j=1,2, \cdots, 8$ defined by (4.2) with $r$ given by (5.6). Because of the symmetry, for each value of $r$, the eight singular functions $\eta_{r j}(z)$ can be combined into the two functions

$$
\begin{equation*}
\tilde{\eta}_{r j}(z)=\eta_{r j}(z)+\sum_{m=1}^{3} e^{i \theta_{2 m+j}} \eta_{r, 2 m+j}(z), \quad j=1,2, \tag{5.16}
\end{equation*}
$$

where, as in (5.7), the arguments $\theta_{2 m+j}$ are chosen so that

$$
e^{i \pi / 2} \tilde{\eta}_{r j}\left(e^{i \pi / 2} z\right)=\tilde{\eta}_{r j}(z), \quad j=1,2
$$

In this example the augmented basis is formed by introducing into the monomial set (5.5) the six singular functions (5.16) corresponding to the values $r=2 / 3,4 / 3,5 / 3$.

Quadrature. Gauss-Legendre formula with 48 points along each of the segments $A B, B C, C D, \cdots, Q A$, of the inner boundary, and each side of the square. In order to perform the quadrature accurately the parametric representation of the inner boundary is chosen to be that used in [13, Example 3.5].

Boundary test points. Seventeen points on the inner boundary segment BCDEF and seventeen points on the side $R S$ of the square.

Numerical results. The upper and lower bounds for the modulus $M$, listed below, are due to Jauer [7], and were obtained by using a finite-element method. The comparison values $\tilde{M}$ were computed, as in [12, Example 6.4], by using an approximation to the conformal map of the pentagonal domain bounded by the straight lines $B R, R S, S D, D C$ and $C B$.

|  | (i) $a=0.5, b=1.2 c=1.5$ |  |  |  |
| :--- | :---: | :--- | :---: | :---: |
| ONM/MB: | Nopt $=14, \quad E_{14}=9.5 \times 10^{-2}, \quad M_{14}=1.3490 \cdots$. |  |  |  |
| ONM/AB: | Nopt $=21, \quad E_{21}=3.8 \times 10^{-5}, \quad M_{21}=1.331473449$. |  |  |  |
| VM/AB: | $E_{21}=3.8 \times 10^{-5}$ |  |  | $*$ |
|  | Comparison value: $\tilde{M}=1.331463$ |  |  |  |
|  | Bound: | $1.331003<M<1.331944$. |  |  |

Comparison value: $\tilde{M}=1.566274$.
Bound: $1.565602<M<1.566978$.

|  |  |  |  | (iii) $a=0.2, b=0.7, c=1.2$ |
| :--- | :---: | :---: | :---: | :---: |
| ONM/AB: | Nopt $=25$, | $E_{25}=3.0 \times 10^{-5}$, |  |  |$\quad M_{25}=1.9816441$.

VM/AB: $\quad \begin{aligned} & E_{25}=2.8 \times 10^{-5}, \\ & \quad \text { Comparison value: } \quad \tilde{M}=1.981774 .\end{aligned}$
Bound: $1.979574<M<1.983722$.

|  | (iv) $a=0.1, b=0.8, c=1.1$ |  |  |
| :--- | :---: | :--- | :---: |
| ONM/AB: | Nopt $=23$, | $E_{23}=3.6 \times 10^{-4}$, |  |
| VM/AB: |  | $E_{23}=4.0 \times 10^{-4}$, | $M_{23}=1.7474925$. |
| V |  | $*$ |  |

Comparison value: $\quad \tilde{M}=1.747677$.
Bound: $1.745050<M<1.749940$.

[^72]Example 5.6. Circle in cross, Fig. 5.6.
As in Example 5.5, let $G_{a b}$ denote the cross-shaped region defined by (5.15). Then

$$
\Omega=G_{3,1} \cap\{z:|z|>c\} .
$$

Augmented basis. Let $z_{j}, j=1,2,3,4$, be respectively the corners $A, B, C$ and $D$ of the outer boundary. Then, the singular functions corresponding to the branch point singularities at $z_{j}, j=1,2,3,4$, are respectively the functions $\eta_{r j}(z), j=1,2,3$ given by (4.3) with

$$
r=2 l / 3, \quad l=1,2,3, \cdots .
$$



Fig. 5.6

Because of the symmetry, for each value of $r$, the four functions $\eta_{r i}(z)$ can be combined, as in Examples 5.2 and 5.3, into a single function $\tilde{\eta}_{r}(z)$ of the form (5.7)-(5.8). The augmented basis is formed by introducing into the monomial set (5.5) the four functions $\tilde{\eta}_{r}(z)$ corresponding to the values $r=2 / 3,4 / 3,8 / 3,10 / 3$.

Quadrature. Gauss-Legendre formula with 48 points along each side of the outer boundary and each quarter of the circle.

Boundary test points. Thirteen equally spaced points on the straight lines $E F$ and $F A$ of the outer boundary, and six points on the circle. The test points on the circle are defined by $c e^{i \tau} ; \tau=0(\pi / 20) \pi / 4$.

Numerical results.

|  |  |  |  |
| :--- | :--- | :---: | :---: |
| ONM/MB: | $N_{o p t}^{*}=30$, | $E_{30}=6.1 \times 10^{-1}$, | $M_{30}=2.3560 \cdots$ |
| ONM/AB: | Nopt $=22$, | $E_{22}=1.5 \times 10^{-5}$, | $M_{22}=2.24609481$. |
| VM/AB: |  | $E_{22}=1.3 \times 10^{-5}$, | $*$ |

$$
\begin{array}{lccc} 
& & \text { (ii) } c=0.5 \\
\text { ONM/AB: } & \text { Nopt }=24, & E_{24}=7.8 \times 10^{-6}, & M_{24}=3.59563919 . \\
\text { VM/AB: } & & E_{24}=8.9 \times 10^{-6}, & *
\end{array}
$$

$$
\text { (iii) } c=0.2
$$

$$
\text { ONM/AB: } \quad \text { Nopt }=24, \quad E_{24}=8.0 \times 10^{-6}, \quad M_{24}=8.98920995 .
$$

$$
\mathrm{VM} / \mathrm{AB}: \quad E_{24}=8.9 \times 10^{-6},
$$

(* In each case the VM/AB approximation agrees with the $\mathrm{ONM} / \mathrm{AB}$ approximation to the number of figures quoted.)
6. Discussion. The results of $\S 5$, as well as results of other numerical experiments not presented here, indicate that both the VM and the ONM are capable of computing approximations of high accuracy. In particular, our results show that the two methods can produce accurate approximations for the mapping of difficult domains, involving sharp corners. The essential requirement for this is that the basis set contains functions that reflect the asymptotic behavior of the function $H$, in the neighborhood of a corner
where a singularity occurs. Regarding computational efficiency, our experiments show that the two methods require approximately the same computational effort for producing approximations of comparable accuracy.

The above remarks apply only to the mapping of domains with $2 n$-fold symmetry, $n \geqq 2$, of the type considered in $\S 5$. For such symmetrical domains the number of basis functions used in the numerical process can be reduced considerably and, in general, the two methods are extremely accurate. Unfortunately, in the absence of $2 n$-fold symmetry, $n \geqq 2$, the performance of both the VM and the ONM is rather disappointing. If the domain involves "singular" corners then the use of functions of the form (4.2) or (4.3) always leads to some improvement in accuracy. However, if $\Omega$ is a nonsymmetrical domain then dealing with corner singularities alone is not sufficient for the methods to produce accurate approximations. The difficulty in this case might be due to the presence of poles of the function $H$ in compl $(\bar{\Omega})$. Unfortunately, as we remarked earlier, we do not know of a way for dealing with such singularities.

Acknowledgments. We are grateful to Professor D. Gaier, who first suggested to us the use of the VM with singular basis functions, for the mapping of doubly-connected domains containing corners. We are also grateful to him for reading the original draft of the manuscript. His detailed comments improved the presentation of this paper.
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# TECHNIQUES FOR SOLVING BLOCK TRIDIAGONAL SYSTEMS ON RECONFIGURABLE ARRAY COMPUTERS* 
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#### Abstract

This paper illustrates the concept of multiphase parallel structuring of algorithms on reconfigurable computers. Reconfigurable network architectured computers are described and a paradigm for programming them is defined. The execution behavior of two linear system solving techniques is determined and compared. This paper does not attempt a traditional analysis of linear system solvers: instead it presents a study of the scheduling and data flow requirements of a selected pair of algorithms.


Key words. parallel algorithms, reconfigurable computers

1. Introduction. This paper gives illustrations of the concept of multitype, multiphase parallel structuring of algorithms. Most previous work on parallel structuring of numerical algorithms has been concerned with mapping of algorithms to a fixed parallel architecture which has a single mode of parallel execution and a single fixed interconnection geometry between the processors. This paper describes reconfigurable network architectured computer systems which can implement multiple types and degrees of parallelism and multiple communication geometries. A paradigm for mapping parallel computation structures to these architectures is developed. We then determine and describe the natural computational structure (degree and type of parallelism and geometry of communication) for odd-even elimination (OEE) and odd-even reduction (OER) algorithms for the solution of block tridiagonal linear systems. The computational structures derived are then mapped upon a reconfigurable network architectured multiprocessor, and the total execution cost in such an environment is determined. The principal results of the work are:
2. Block odd-even elimination and odd-even reduction algorithms require multitype multiphase structuring in order to realize optimal or near optimal total execution costs.
3. It is possible to obtain an execution speed-up linear in the number of processors as long as the number of processors is less than the number of blocks.
4. The overhead cost of data movement, synchronization delays and reconfiguration time can be kept to about $10 \%$ of the actual computation costs of the natural geometry of data movement can be realized in the architecture of the host computer.
5. Odd-even elimination becomes the algorithm of choice for parallel architectures for system sizes exceeding approximately $512 \times 512$.

There has been historical difficulty in effectively mapping any extensive set of problems or any complex algorithm to execute efficiently on any given parallel architecture. The factors which lead to inefficient execution include the following:

1. Mapping of complex computations to a single architecture often leads to significant portions of the computation being based on high operation count algorithms.
2. It is often awkward to map the several types of data movements required by significant algorithms onto a single interconnection geometry.

[^73]3. Mapping to a fixed number of processors often leads to multiple passes through the processing elements for some data unless the number of processors available exceeds the dimensionality of the problem.
4. It is often the case that a computation will pass through several phases, each of which may need a different parallel structure or different degrees of parallelism for efficient realization.

Agerwala and Lint [Age81] have analyzed the communication geometries of a number of significant algorithms. The importance of problem specific interconnection geometry has been described by Gentlemen [Gen78]. He has demonstrated that for the specific case of matrix inversion and matrix multiplication data movement time on the ILLIAC IV mesh-connected communication geometry can easily dominate execution time. Recent investigations of the interconnection geometries required for the efficient execution of such significant tasks as solution of Poisson's equation [Gro79], [Gro80], [Gan81] (which uses the algorithms described in the current work) have shown that no single type of network is suitable for these problems.

There are hardware architectures which implement a complete spectrum of computational geometries. A full cross-bar network between processors and memories removes all restrictions on algorithm formulation, but will be prohibitively expensive even for a moderately large number of processing elements. A common memory architecture with a limited number of paths between memory and processors suffers performance degradation from memory access interference as the number of processors seeking access to the memory becomes large. One solution to this dilemma of requirements for complex interconnection geometries without excessive cost or performance degradation is being sought with development of reconfigurable interconnection networks to link together arrays of processing elements.
2. Reconfigurable network architectured computers. A reconfigurable network architectured computer is a collection of processor, memory and I/O resources and a network. The network configures sets of resources to form computer architectures with specified parallel structure and interconnection geometry. A configuration may be established at job initiation time and may vary during the course of the execution. The architectures dynamically created by configuration of the network are resource partitions which execute independently except at specified points of interaction.

There are a number of university projects either building or proposing to build reconfigurable architectures [Lip71], [Vic79], [Kar82], [Sie79], [Sny81].

The availability of such architectures opens new dimensions for the formulation of parallel algorithms. The arrangement of the computations can now be based upon the structure of the algorithm rather than upon a specific available architecture or upon an effectively unrealizable architecture. Resource partitions can be tailored to the computation and the data movement requirements of the algorithm. The computing power of partitions can be varied to minimize synchronization delays.

The Texas Reconfigurable Array Computer (TRAC) is a representative example of such an architecture [Sej80], [Pre80], [Kap80]. TRAC is in this paper used as the target of reconfigurable multiprocessor architecture for the mapping and performance analysis of parallel versions of block OEE and OER algorithms.

The network for TRAC is a banyan network [Lip73] with each node having a fanout of 2 and a spread of 3 . Figure 2.1 shows a 4 processor- 9 memory configuration of TRAC. Each processor has 8 -bit-wide data paths but can execute with precision of up to 256 bytes. The memories are byte addressable and the address space is virtualized. Specific computer architectures are constructed by establishing circuits through the


Fig. 2.1. 4 processor-9 memory configuration of TRAC.
network, connecting processors to memories and processors to processors. The construction proceeds in four steps. (i) Circuits linking processors to memories are established to generate computers. These circuits, once established, behave exactly as conventional memory buses. (ii) Processors may be linked by carry-look-ahead paths to more efficiently execute extended precision arithmetic. (iii) Processors may be coupled by an instruction broadcast bus to give a single-instruction-multiple-data stream configuration [Fly66]. (iv) Finally the individual computers constructed in steps (i)-(iii) may be linked by circuits connecting many processors to a single memory which can be switched between configurations. These steps are illustrated in Fig. 2.2 (formation of a two-configuration partition) where two physical processors are coupled to form a pair of logical computers. Each computer does 32-bit arithmetic. The two computers share a single memory. The heavy solid lines are the circuits connecting processors to memories. The -- line is the carry linkage coupling physical processors


Fig. 2.2. Formation of a two-configuration partition.
to form logical processors. The - - lines are the instruction broadcast buses for each logical computer. The 00000 lines gives the coupling of each logical computer to the sharable memory. The configuration process for reconfigurable network architectures is described more fully by Browne and Lipovski [Bro82].
3. A paradigm for organizing multitype multiphase parallel structuring. The architecture described in the preceding section gives the algorithm designer the power to define an execution architecture with a type and degree of parallelism and an interaction geometry appropriate to the architecture of the algorithm under consideration. Problems can be decomposed into phases, and suitable configurations consisting of interconnected partitions can be constructed for each phase. Each phase consists of partitions (SISD, single instruction single data, or SIMD, single instruction multiple data) linked according to the required communication geometry. Problems are thus formulated as a set of tasks or a sequence of sets of tasks (MIMD/SISD or MIMD/SIMD mode of operation) rather than as just a sequence of tasks as is the case for a uniprocessor. Each task set may have a different type and degree of parallelism and/or a different interconnection geometry. The execution structure of an algorithm will then consists of a number of partitions interconnected according to the data flow of the job. Processors within a partition are under lock step control of one instruction (SIMD mode) stream. Processors for different partitions are under the control of different instruction (MIMD mode) streams. Algorithm structure will be specified in terms of phases. Each phase consists of partitions (SISD or SIMD) linked according to some data flow specifications. Partitions from phase to phase are also linked according to interphase data flow specifications. This SIMD/MIMD organization of programs has been independently suggested by Siegel [Sie79].

Two types of data transfer requirements can be observed in the SIMD-MIMD organization. Data transfers between partitions are needed within a phase and between phases. A synchronization mechanism is necessary for these transfers. Secondly, data realignment transfers may be necessary within SIMD partitions.

The TRAC architecture, upon which the algorithm described subsequently will be mapped, implements two different modes of interpartition data transfers. One is through the use of switched memory [Pre79]. In this mode a physical memory cell is switched from partition to partition. This type of sharing of switched memory in a resource partitioning computer is not the same as common memory in a multiprocessor such as, for example, C.mmp [Wul72]. A common memory organization shares on an access by access basis with the possibility of interference of access to the entire memory module when more than one processor simultaneously endeavors to access the same memory module. Software level access to shared objects is commonly controlled by synchronization mechanisms for implementing mutual exclusion. The execution of these mechanisms consumes memory bandwidth and interferes with the performance of the sharing resources [Ole78].

Sharing in a reconfigurable network architecture is combined with synchronization by altering the interconnection network to move a physical memory module from one task address space to a different task address space. The acquisition and arbitration circuitry is independent of and parallel to the data path in the switch memory. Acquisition attempts by one processor for a memory held by another processor therefore affects only this one processor rather than blocking or interfering with the operation of the other executing processors.

TRAC also contains a second communication mechanism with characteristics that are quite different from switched memory. A packet switched network is provided-this
mechanism bypasses the tree structure described earlier. This is accomplished by multiplexing the packet switched network onto the interconnection network. It is important to note that this multiplexing uses the interconnection network without interfering with the functions that have been described.

Packet switching uses the interconnection network as a store and forward medium. Packets are transmitted by a source processor from a data memory to a target processor which stores them in another data memory. It is possible for packet collisions to occur; i.e., two or more packets may attempt to travel over a single link at the same time. This is resolved by sequentializing the movement of these packets over the appropriate links. Contention of this nature is dependent on the topology of the network and the nature (source, distinction and intensity) of the packet traffic. Data transfers are now possible without prior setup; however, the transfer times are no longer deterministic.

A detailed description of the communication mechanism in TRAC is available in [Pre79].
4. Block tridiagonal systems. We consider the solution of block tridiagonal linear systems using OEE and OER. This paper concentrates entirely on mapping these algorithms to reconfigurable computer architectures. The issues of numerical mathematics such as stability are assumed to be solved and are not considered. It may be noted, however, that the strong diagonal dominance characteristic of the equations determined by Poisson's equation tends to guarantee stability.

Block tridiagonal matrices occur commonly as linear system coefficient matrices when partial differential equations are discretized [You72], [Hel77]. The solution of Poisson's equation [You72] is an example of a physical problem that yields a block tridiagonal linear system.

This section describes techniques for the solution of properly conditioned block tridiagonal linear systems on a reconfigurable array computer. The methods are resolved into distinct phases, each of which uses a different degree of parallelism and has a different interconnection geometry. This formulation displays advantages for the use of reconfigurable array systems with independent partitions assigned to blocks. These are:

1. Each partition operates independently, therefore independent pivoting is possible.
2. The processing power of each partition can be tailored to the size of the block it is handling so that synchronization waits are minimized.
3. The synchronized nature of the shared data access is well suited to intercommunication mechanisms characteristic of reconfigurable computers.
This analysis assumes that it is always possible to set up configurations representative of the executing phase of a program. The case where insufficient resources are present to set up a requested configuration has not been studied.

Two types of odd-even solvers are described: odd-even elimination (OEE) and odd-even reduction (OER). OER is considered to be a compact version of OEE on uniprocessor architectures. On reconfigurable parallel computers, however, OEE will be seen to be superior to OER in terms of total execution time; the overall computational effort remains greater for OEE (but many more operations can be done in parallel) than for OER, as with uniprocessors [Hel77].

The organization of the rest of this section is as follows. Section 4.1 provides the notation used to represent block tridiagonal systems. OEE is synthesized and analyzed for reconfigurable computers in §4.2. OER is derived from OEE in §4.3; it is
synthesized and analyzed for reconfigurable computers and its performance is compared with OEE.
4.1. Notation. The matrix $A$ can be represented as

$$
A=(a(j), b(j), c(j))_{N}
$$

where $b(i)$ is a $n . i \times n . i$ matrix and $a(1)=0$ and $c(N)=0$.


$$
\begin{aligned}
& A=(a(1), b(1), c(1))_{N} \\
& o(1)=0, c(N)=0
\end{aligned}
$$

Fig. 4.1. Block tridiagonal matrix.

Odd-even methods are regarded as efficient direct methods for the case where the constituent blocks (submatrices) are small enough to be stored explicitly [Hel77].
4.2. Odd-even elimination. Consider odd-even elimination as described in Heller [Hel77, § 4]: pick three consecutive block equations

$$
\begin{aligned}
& A x=v, \quad A=(a(j), b(j), c(j))_{N}, \\
& a(k-1) x(k-2)+b(k-1) x(k-1)+c(k-1) x(k)=v(k-1) \ldots(k-1), \\
& a(k) x(k-1)+b(k) x(k)+c(k) x(k+1)=v(k) \ldots(k), \\
& a(k+1) x(k)+b(k+1) x(k+1)+c(k+1) x(k+2)=v(k+1) \ldots(k+1) .
\end{aligned}
$$

If we multiply equation $k-1$ by

$$
-a(k) b^{-1}(k-1)
$$

equation $k+1$ by

$$
-c(k) b^{-1}(k+1),
$$

and add, the result is:

$$
\begin{aligned}
&\left(-a(k) b^{-1}(k-1) a(k-1)\right) x(k-2) \\
& \quad+\left(b^{-1}(k)-a(k) b^{-1}(k-1) c(k-1)-c(k) b^{-1}(k+1) a(k+1)\right) x(k) \\
& \quad+\left(-c(k) b^{-1}(k+1) c(k+1)\right) x(k+2) \\
& \quad=\left(v(k)-a(k) b^{-1}(k-1) v(k-1)-c(k) b^{-1}(k+1) v(k+1)\right) .
\end{aligned}
$$

For $k=1$ or $N$ there are only two equations involved and the modifications should
be obvious. This operation eliminates the odd unknowns for $k$ even and the even unknowns for $k$ odd. By collecting the new equations into the block pentadiagonal system $H .2 x=v .2$ (with $A$ defined as $H .1$ ), it is seen that row elimination has preserved the fact that the matrix has only three nonzero block diagonals, but they are further apart. A similar set of operations is applied combining equations $k-2, k$ and $k+2$ in $H .2$ to produce the $H .3 x=v .3$ system. This process is repeated until only one block diagonal remains (or in the case of semidirect methods, until some accuracy criteria are fulfilled). The initial coefficients matrix $H .1$ contains $3 N-2$ nonzero blocks, while the final matrix consists of $N$ nonzero blocks along the main diagonal.

Solving the $N$ blocks independently gives the required solution.
Figure 4.2 shows the effect of 5 steps of elimination on a $16 \times 16$ block tridiagonal system.


Fig. 4.2. Five elimination steps (from [Hel77, pp. 39]).
4.2.1. Data flow and implementation. Sections 4.2 . 1 and 4.2 .2 are derived from an earlier paper [Kap81]. The material is extended to include additional modes of parallelism and to include packet based data movement in addition to switched memory based data movement.

In this subsection we will look at the data flow characteristics of odd-even elimination. The computational aspects such as operation counts are well understood; the communication geometry is studied herein and is found to be regular and simple.

Computationally, instead of determining the inverse of $b(i)$ explicitly, $L U$ factorization [You72] of $b(i)$ is generally used:

$$
\begin{array}{ll}
\text { solve } b(k)[\underline{a}(k) \underline{c}(k) \underline{v}(k)]=[a(k) c(k) v(k)], & 1 \leqq k \leqq N, \\
b(k) .2 \leftarrow b(k) .1-a(k) .1 \underline{c}(k-1)-c(k) .1 a(k+1), & 1 \leqq k \leqq N, \\
v(k) .2 \leftarrow v(k) .1-a(k) .1 \underline{v}(k-1)-c(k) .1 \underline{v}(k+1), & 1 \leqq k \leqq N, \\
a(k) . \leftarrow-a(k) .1 \underline{a}(k-1), & 3 \leqq k \leqq N, \\
c(k) .2 \leftarrow-c(k) .1 \underline{c}(k+1), & 1 \leqq k \leqq N-2 .
\end{array}
$$

4.2.1.1. Intertask data flow. The sequence of actions that results in the computation of $H . i+1$ from $H . i$ is referred to as a stage: in this case each stage is shown to consist of three steps and the steps further consist of substeps.

Consider the input data flow for computing $H .2$ and $v .2$. In the first step, the first substep results in the $L U$ factorization of $b(k)$; this is then used in the next substep for computing $\underline{a}(k), \underline{c}(k)$ and $\underline{v}(k)$. $N$-way parallelism is displayed in this step.

In the second step the computation of $a(k) \cdot i+1$ and $c(k) \cdot i+1$ requires $a(k) \cdot i$, $\underline{a}(k-1) . i$ and $c(k) . i, \underline{c}(k+1) . i$ respectively; $b(k) . i+1$ and $v(k) . i+1$ require data from the $(k-1),(k)$ and $(k+1)$ th row equations. Binary operations are performed on the blocks-pairwise access to blocks is sufficient, giving rise to up to ( $N / 2$ )-way parallelism.

Figure 4.3a shows the interconnection geometry needed for the second step for a $16 \times 16$ system. The blocks are stored in separately accessible switched memories, one block row per switched memory. The diagram to the right of the $16 \times 16$ tridiagonal system is the interconnection pattern with circles representing processors and rectangles, switched memories. The edges represent potential links that are activated in 4 separate patterns, as shown further to the right. The new blocks computed at the end of substep 2 are shown in curly brackets between the patterns of substeps 2 and 3 ; the remaining new blocks are completed at the end of substep 4.


Fig. 4.3a. Interconnection for Stage 1, Step 2 of $16 \times 16$ tridiagonal system.

The crucial observation here is that while the data sets are shared across processors, the sharing is conflict free within a substep. The connection pattern cycles through the states of a 2-pole, 3-position switch.
$H .2$ is a pentadiagonal matrix-the application of an inverse perfect shuffle [Sto71] partitions this matrix into two tridiagonal matrices, one consisting of the odd-numbered coefficient blocks and the other of the even-numbered ones (Fig. 4.3b).


Fig. 4.3b. Inverse perfect shuffle to form tridiagonal system.

If the matrix $A$ contains $N=2 * * m$ blocks, then the data flow geometry for the next step 2 is represented by a graph that is a proper subset of the graph used in the earlier step 2 (Fig. 4.4). This inclusion property is seen in every step 2 until the block diagonal is computed.


Fig. 4.4. Interconnection for stage 2 of Step 2 of OEE of $16 \times 16$ system.
Thus we use precisely the same data flow template in the generation of every $H . i+1$ from H.i; three steps with different connection geometries are needed-a direct connection, a 2-pole 3-position switch based connection, followed by an inverse perfect shuffle.

Two modes of parallel operation are now possible-the newly instantiated substreams consisting of uncoupled tridiagonal systems can be permitted to proceed independently; alternately, all substreams can be resynchronized at the end of a stage. The first mode is more efficient, while the second is easier to control. This is discussed further, below.

Most of the reconfigurable machines mentioned earlier can implement these and other communication behaviors quite efficiently. Note that if we were to hard-wire the interconnection pattern, we would be using a special purpose machine of limited applicability to other problems (e.g., the shuffle exchange network in high performance FFT boxes). Instead, reconfigurable computers provide a general framework for implementing a large class of problems with widely varying communication behavior [Sej80].

Two implementations of odd-even elimination on TRAC are now sketched briefly. The first one uses switched memory and the second is based entirely on the use of packets.

The processors are scheduled as partitions with width commensurate with the block size under consideration. The shared datasets are stored in switched memory modules-each rectangle of Fig. 4.3a is realized as an array of switched memories of width conforming with the processor width. The time to throw the 2-pole and 3-position based switch is a critical parameter in the performance of the algorithm. In the current implementation of TRAC, this hardware operation requires between 1 and 8 microseconds. An assembly language instruction for executing this operation requires almost 50 microseconds because of the overhead associated with invoking the operation.

In the packet based implementation, data sets are shared by having a holding partition physically transmit its data to a buffer in a receiving partition. When more than one partition transmits at the same time, the best throughput is obtained if all packet movements occur without collisions. In general, however, the transmissions are affected both by the nature of the traffic (in terms of the physical locations of the sources and targets of data) and by the intensity of the traffic (in terms of number of simultaneous sources).
4.2.1.2. Intratask data flow. The use of an SISD partition for each block avoids the problem of alternate row/column addressing. Alternate row and column access is necessary because the block matrices, $a(k)$ and $c(k)$, are involved alternatively in premultiplication and postmultiplication. The use of SIMD partitions would introduce efficiencies in the computational part of the formulation. Data distribution would, however, become more complex. Packet movement would be necessary to realign data between pre- and postmultiplication stages. This aspect is not considered any further.
4.2.2. Performance estimation. The mode of operation described in the previous subsection consists of asynchronously executing processes which synchronize periodically to transfer data. Operations on different blocks may require different computation times. There may be, for example, different search times for the choice of pivot rows. Additionally, in the case where packets are used, a further dimension of nondeterminacy is introduced. Thus for a performance model to accurately represent this kind of behavior, it must be based on nondeterministic time parameters.

Two modes of operation based on different synchronization requirements were described in the previous subsection. The mode with explicit synchronization at the end of every stage is easier to control: here all streams of control must wait until the longest stream in the stage is done. The entire elimination, then, is the sum of the lengths of the longest stream in every stage. Figure 4.5 a is an estimation of such a scenario. The second approach allows streams to proceed independently; synchronization is required only at points of data dependency. Here the total execution time is the length of the longest stream chain; this is usually less than the time in the first case (Fig. 4.5b).


We will now present a naive analysis of the first mode as a step towards developing a performance model of reconfigurable computer operation. This analysis will first be given for the switched memory implementation and then for the packet implementation.

The time for data movement depends upon the precision of the processors and the precision of the arithmetic. A definite configuration is chosen to illustrate the magnitude of the communication costs. A 16-bit-wide SISD partition will be assigned to each block. (A 16-bit-wide SISD partition is equivalent to a conventional computer with a 16 -bit word.) A partition or logical computer will be denoted by $\mathrm{Pa}, \mathrm{Pb}$, Pc , etc. If blocks are of uneven size a wider partition can be assigned to larger blocks. Arithmetic will be on floating point numbers with 64 -bit mantissas and 8 -bit exponents.

Let the system be $16 \times 16$ blocks and each block be $8 \times 8$ (total matrix dimension $128 \times 128)$. Each $8 \times 8$ block requires about 600 bytes ( $8 \times 8 \times(8$ byte mantissa +1 byte exponent)) of storage. A block row consisting of three $8 \times 8$ nonzero blocks and an $8 \times 1$ vector requires about 2000 words of storage.

The following notation is used for representing operation times:
T.fpa: floating point addition,
T.fpm: floating point multiply/divide,
T. xfre: memory to memory transfer time for one word,
T.swi: acquisition and setup time to obtain shared memory,
T.pkt: minimum byte transfer time using packets.

The evaluation of $H .5$ from $H .1$ proceeds in four stages with each stage evaluating $H . i+1$ from H.i. The first step of a stage consists of the $L U$ factorization of $b$ which is used to calculate $\underline{a}, \underline{c}$ and $\underline{v}$. The second step consists of three substeps that correspond to the three positions of the 2-pole 3-position switch. The final step performs the inverse perfect shuffle to position data for the next stage. From the discussion of the previous subsection it is evident that the first and last steps display 16 -way parallelism and the second step, 8 -way parallelism.
$H .5$ is finally solved as 16 uncoupled linear systems to obtain the required solution.
We will use the notation $\operatorname{Pi}(k, l, m, \ldots)$ to represent the state where partition $P i$ is connected to datasets $k, l, m, \ldots$ and dataset $k$ contains $a(k), b(k), c(k)$ and $v(k)$. For example, $P a(1)$ states that partition $P a$ is executing on data set 1 .

The timing for the implementation using switched memories is now presented.
Stage 1: Compute H. 2 from H. 1
Step 1:
Configuration: $\operatorname{Pa}(1), \operatorname{Pb}(2), \ldots, P p(16)$
Setup time $\sim T$. swi
Substep 1.1:
Computation: $P a: \quad b(1) \quad$ ( $L U$ decomposition)
$P b: \quad b(2)$
Pp: $\quad b(16)$
Compute time $\sim 200 * T . f p m+200 * T . f p a$
Substep 1.2:
Computation: $\quad \mathrm{Pa}: \quad a(1), c(1), v(1)$
$P b: \quad \underline{a}(2), \underline{c}(2), \underline{v}(2)$
Pp: $\quad a(16), c(16), v(16)$
Compute time $\sim 1200 * T . f p m+1200 * T . f p a$

Step 2:
Substep 2.1:
Configuration: $\quad P a(1), P c(2,3), P e(4,5)$, ..., Po $(14,15)$
Setup time $\sim 2 * T$. swi
Substep 2.2:
Configuration: $\quad P a(1,2), \operatorname{Pc}(3,4), P e(5,6)$, $\ldots, \operatorname{Po}(15,16)$
Setup time $\sim 2 * T$.swi
Computation: $\quad P a: \quad b(1) .2, a(1) .2$, $c(1) .2, v(1) .2$
Pc: $\quad b(3) .2, a(3) .2$,

$$
c(3) .2, v(3) .2
$$

Compute time $\sim 2000 * T . f p m+2000 * T . f p a$
Substep 2.3:
Configuration: $\quad \operatorname{Pa}(1,2), \operatorname{Pc}(3,4), \operatorname{Pe}(5,6)$ ..., $\operatorname{Po}(15,16)$
Setup time $\sim 0 * T$.swi
Substep 2.4:
Configuration: $\quad \operatorname{Pa}(2,3), \operatorname{Pc}(4,5), \operatorname{Pe}(6,7)$, ..., Po(16)
Setup time $\sim 2 * T$. swi
Computation: $P a: \quad b(2) .2, a(2) .2$, $c(2) .2, v(2) .2$ Pc: $\quad b(4) .2, a(4) .2$,
$c(4) .2, v(4) .2$
Compute time $\sim 2000 * T . f p m+2000 * T . f p a$
Step 3:
Substep 3.1:
Configuration: $\quad P a(1), \quad P b(2), \quad P c(3), \quad P d(4)$, $\operatorname{Pe}(5), \quad P f(6), \quad P g(7), \quad P h(8)$, $\operatorname{Pi}(9), \quad \operatorname{Pj}(10), \quad \operatorname{Pk}(11), \quad \operatorname{Pl}(12)$, $\operatorname{Pm}(13), \quad P n(14), \quad P o(15), \quad P p(16)$
Setup time $\sim T$. swi
Computation: Transfer source data set contents to local buffer.
Compute time $\sim 2000 * T$.xfer
Substep 3.2:
Configuration: $\quad P a(1), \quad P b(9), \quad P c(2), \quad P d(10)$,
$\operatorname{Pe}(3), \quad P f(11), \quad P g(4), \quad \operatorname{Ph}(12)$,
$\operatorname{Pi}(5), \quad \operatorname{Pj}(13), \quad \operatorname{Pk}(6), \quad \operatorname{Pl}(14)$,
$\operatorname{Pm}(7), \quad \operatorname{Pn}(15), \quad P o(8), \quad P p(16)$
Setup time $\sim$ T. swi
Computation: Copy local buffer contents to target data set.
Compute time $\sim 2000 *$ T. xfer
The implementation using packets avoids a large fraction of the configuration setup time; instead, large volumes of data must be moved within steps (specifically in step 2), between steps and between stages. The following timing calculations are based
on the assumption that the average packet transfer time is $2 * T . p k t$ (T.pkt is the minimum packet transfer time-this is seen when no collisions occur. Actual transfer times are related to parameters such as the nature of the background traffic, the actual source, destination traffic pattern in the program and the physical placement of the source memories and the target processors). The computation times remain precisely the same as before.

The following are the setup and data transfer times for the packet implementation:

```
Step 1:
Setup time~T.swi
Transfer ~4000*T.pkt
Step 2:
Setup time~2*T.swi
Transfer~8000*T.pkt
Step 2.1:
Transfer~4000*T.pkt
Step 2.2:
Transfer~4000*T.pkt
Step 2.3:
Transfer ~0*T.pkt
Step 2.4:
Transfer~4000*T.pkt
Step 3:
Setup time ~T. swi
Transfer ~8000*T.pkt
```

The important concern is the ratio of direct computation time to the sum of the total noncomputation time (this consists of the various T. swi, T. xfer, T. pkt, synchronization times, etc.). Let us make a reasonable assumption that the ratio of execution time for T.xfer $\mid$ T. pkt $\mid$ T. fpa $\mid$ T.fpm $\mid$ T.swi are $1|3| 10|100| 1000$ and let T.xfer be one microsecond. Estimate the setup time for T.fpa, T.fpm and T. $x f$ fer to be equal to the arithmetic execution time.

For the shared memory implementation, the per-stage direct computation time is 1188 milliseconds ( ms ) per stage, reconfiguration time is 9 ms and data transfer time is 8 ms . The total runtime for OEE is then comprised of approximately 5000 ms of direct computation time and 70 ms of data transfer time. Thus, if synchronization time is zero, then the overhead associated with mapping the odd-even elimination to a parallel basis is about $70 / 5000$ or less than $2 \%$. Synchronization delays result solely from the differences in processing time for each block. For uniform size blocks, processing time differences between blocks will result from differing efforts for pivot selection. This should not exceed $1 \%$. Reconfigurable architectures can assign processing partitions with power proportional to block size. (SISD partitions with a factor of 8 variation in power for 64-bit floating point numbers can be constructed on TRAC.) Thus synchronization delays should not be more than $10 \%$ of direct execution time. Using this as an upper bound, the total overhead cost in this formulation is approximately $12 \%$.

For the packet implementation, the per-stage compute time remains 1188 ms . The reconfiguration time is 4 ms and the data transfer time is 100 ms . In this case the data transfer and synchronization delays amount to approximately $20 \%$ of the direct computation costs. The speedup over a comparable uniprocessor implementation of

OEE is approximately $N / 2$ for the circuit switching, as well as the packet switching, implementations.
4.3. Odd-even reduction. OER can now be derived from the groundwork established in the previous section. Consider an elimination step in the previous section. Suppose we collect even-numbered equations into a linear system $(A .2)(x .2)=(w .2)$, where

$$
\begin{aligned}
& A .2=\left(-a(2 j) * b^{-1}(2 j-1) * a(2 j-1),\right. \\
& \quad b(2 j)-a(2 j) * b^{-1}(2 j-1) * c(2 j-1)-c(2 j) * b^{-1}(2 j+1) * a(2 j+1), \\
& \\
& -c(2 j) * b(2 j+1) * c(2 j+1))_{N .2},
\end{aligned}
$$

$$
\begin{aligned}
x .2 & =x(2 j)_{N .2} \\
w .2 & \left.=(v(2 j))-a(2 j) * b^{-1}(2 j-1) * v(2 j-1)-c(2 j) * b^{-1}(2 j+1) * v(2 j+1)\right)_{N .2} \\
& =v .2(2 j)_{N .2}
\end{aligned}
$$

$$
N .2=\text { floor }(N / 2) .
$$

This is a reduction step: it is a reduction step because A. 2 is half the size of the original coefficient matrix $A$. Once this new system is solved, we can compute the remaining components of $x .1=x$ by back substitution:

$$
x(2 j-1)=b^{-1}(2 j-1) *(v(2 j-1)-a(2 j-1) * x(2 j-2)-c(2 j-1) * x(2 j)),
$$

where $j=1,2, \cdots$, ceiling ( $N / 2$ ).
Since $A .2$ itself is block tridiagonal, we can apply this procedure recursively to obtain a sequence of systems $(A . i)(x . i)=w . i$, where $A .1=A$ and $w .1=v$. It is convenient to restrict $N=2 * * m-1$ because the reduction then stops with $(A . m)(x . m)=w . m$ where $m=\operatorname{ceiling}(\log (N+1))$ when the original $A .1$ is reduced to a single block in A.m. The single block is solved and the back substitution begins, culminating in $x .1=x$.
4.3.1. Elimination versus reduction. It will be fruitful at this point to contrast OEE with OER in a parallel environment. In a sequential computing environment, OER is regarded as a compact form of OEE [Hel77]. The main differences between OER and OEE are that the natural degree of parallelism at different steps is not the same, and that OER requires a back substitution sequence that is not needed in OEE.

In this comparison we will consider a linear system with $N=2 * * m$ for OEE and $N=2 * * m-1$ for OER. In the elimination sequence for OEE (Fig. 4.6), a doubling of the number of tasks occurs at the end of every step; each task, however, is half as large as the tasks in the previous step, and so the net parallelism remains constant. At the end of the last elimination step, $N$ linear systems are solved independently (where $N$ is the block dimensionality of the original coefficient matrix).

In the case of OER (Fig. 4.7), the number of tasks remains constant from reduction step to step; furthermore, the task size in a given step is half the task size of the previous step. Under the assumption that the reduction step times are equal, the average degree of parallelism is $\log N$.

After the last reduction is performed, exactly one block matrix is left-the solution of this matrix forms the basis for the back substitution sequence. This sequence grows from a parallelism of 2 to $N / 4$ (Fig. 4.8). This back substitution sequence also shows an average degree of parallelism of $\log N$.


FIG. 4.6. Elimination steps and solution for OEE, $N=8$.


Fig. 4.7. Reduction steps for $\mathrm{OER}, N=7$.


Fig. 4.8. Back substitution for OER.
The elimination sequence in OEE (for $N=2 * * m$, Fig. 4.6) requires one more step than the reduction sequence in OER (for $N=2 * * m-1$, Fig. 4.7) as indicated by the tree heights in the two figures. OEE does require extraneous operations within each step, but these are performed in parallel and so do not contribute to the execution time. After the solution step, OER requires an additional back substitution sequence (Fig. 4.8) that is not needed in OEE. If the back substitution sequence runtime is less than one elimination/reduction stage runtime, OEE is superior to OER. In the example shown later in this section, this is the case for reasonably sized coefficient matrices.
4.3.2. OER back substitution data flow. From the back substitution equation of § 3.4, it is evident that each solved block is used in the solution of two unsolved blocks in each stage of the back substitution sequence. Figure 4.9 shows a configuration suitable for implementing one such stage. Each stage then requires a step with no switched memory access for computing block diagonal inverses; thereafter, switched memory access is necessary in two steps-once for each of the unsolved blocks where the solved blocks are needed.


FIG. 4.9. Step from back substitution sequence of OER.
4.3.3. Performance estimation for OER. The computation and data movement costs for OER can be estimated by a procedure similar to that used in §4.3.2 for OEE. We consider only switched memory data movement for OER.

Continuing with the example of $\S 4.3 .2$, for the reduction sequence the per-stage computation time is 1188 ms and the data transfer time is 17 ms (this is identical to the elimination sequence perstage times). In the back substitution sequence, the per-stage computation time is 240 ms and the per-stage data transfer time is 2 ms . The total computation time for OER is approximately 4500 ms and the data transfer time is 60 ms , as opposed to 5000 ms and 70 ms for OEE. With $64 \times 64$ block and larger systems, the back substitution sequence requires more time than an elimination/reduction stage. From this point on, OEE requires less time than OER. The speedup for OER is approximately $\log N$ over a comparable uniprocessor implementation. Figure 4.10 shows the relative performance of OEE versus OER in the parallel formulations described in this paper.
5. Summary and conclusions. This paper has defined, described and illustrated the concept of multitype, multiphase parallel structuring on reconfigurable array computers. The illustration using odd-even elimination and odd-even reduction has established the following characteristics for multitype, multiphase parallel execution of these algorithms:

1. Speed-up linear in the number of processors can be obtained.


FIG. 4.10. OEE and OER runtime for $N \times N$ block system ( $8 \times 8$ blocks).
2. The overhead cost of computation (data movement, synchronization delay and reconfiguration time) can be kept to approximately $10 \%$ of instruction execution time on such architectures.
3. Odd-even elimination becomes the algorithm of choice on reconfigurable array architectures for linear system sizes above approximately $512 \times 512$. The relative speed-up over comparable uniprocessor implementations is approximately $n / 2$ for OEE and $\log n$ for OER. Thus we have an instance of support for the conjecture that good uniprocessor algorithms may be outperformed by relatively poor uniprocessor algorithms on multiprocessor computers.

There are two cautions which must be observed. This study assumes that the configurations required can always be set up to completely meet the resource requirements of an executing phase. We have not considered the problem of restructuring the algorithm in the presence of insufficient resources. It is clear, however, that linear speed-up can be retained, since the problem partitions with respect to the number of blocks. The issue of the utility of packet switching versus circuit switching, memory switching has not been addressed in detail. From a strict performance point of view, circuit switching fits in naturally with algorithms that repeatedly require block transfers over fixed geometries, as is the case for block OEE and block OER. The packet switching implementation is only marginally inferior to the circuit switching implementation of OEE. In cases where circuits cannot be established, packet switching may offer a viable alternative with only a minor degree of performance degradation.
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# A VARIANT OF HUBER ROBUST REGRESSION* 
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#### Abstract

In this paper, we develop a variant of Huber robust regression. Our approach is inspired by Huber's $M$ estimates; however, we deal with the scale estimate differently. The class of estimators we develop includes least squares and least absolute residuals as limiting cases and can be considered as a generalization of the trimmed mean to regression. We exhibit an algorithm to compute these estimates and prove its correctness. Also, we show how to extend our estimators to include weighting, equality and inequality constraints, and the addition or deletion of data points.
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1. Introduction. Linear regression is one of the most studied and important problems in statistics. The following model is assumed:

$$
\begin{equation*}
y=X \beta+\varepsilon \tag{1}
\end{equation*}
$$

where $y$ is an $n \times 1$ vector of observations, $X$ is an $n \times m$ known matrix assumed to be of rank $m$, and $\varepsilon$ is an $n \times 1$ vector of random errors. Classically, this problem is solved by the method of least squares (LS). Letting $x_{i}^{\prime}=i$ th row of $X$, one obtains

$$
\begin{equation*}
\sum_{i=1}^{n}\left(y_{i}-x_{i}^{\prime} \beta\right)^{2}=\min !. \tag{2}
\end{equation*}
$$

The solution to this problem, denoted by $\beta_{\mathrm{LS}}$, is easily found.

$$
\begin{equation*}
\beta_{\mathrm{LS}}=\left(X^{\prime} X\right)^{-1} X^{\prime} y . \tag{3}
\end{equation*}
$$

As is well known, this estimate is the best linear unbiased estimate (BLUE) and is the maximum-likelihood estimate (MLE) if the errors are Gaussian.

Unfortunately, the LS estimator is not robust and can be quite poor for heavy-tailed noise distributions. (Throughout this paper, the word robust will be used loosely and will represent the notions that the estimator's efficiency remains acceptable even if the noise is heavier-tailed than Gaussian and that the estimator is resistant to a suitably small number of outliers, points whose error is comparatively large. These notions are discussed in considerable detail and in full rigor in the monograph by Huber [1].) Most robust procedures are based on Huber's $M$-estimates.

$$
\begin{equation*}
\sum_{i=1}^{n} \rho\left(y_{i}-x_{i}^{\prime} \beta\right)=\min ! \tag{4}
\end{equation*}
$$

where $\rho(x)$ is a robustifying loss function. Probably the most widely used of these is the least absolute residuals (LAR) estimate where $\rho(x)=|x|$. Algorithms to compute the LAR estimate are discussed in Barrodale and Roberts [2] and Bloomfield and Steiger [3].

[^74]The robust estimator we are most interested in was suggested by Huber [4] in analogy to the location problem for which he was able to prove a min-max result [5].

$$
\rho_{H}= \begin{cases}k x-k^{2} / 2, & x \leqq k, \\ x^{2} / 2, & -k \leqq x \leqq k, \\ -k x-k^{2} / 2, & x \leqq-k .\end{cases}
$$

$k$ is chosen so that the estimator has suitable efficiency at the normal model. Substituting this loss function into (4) and differentiating with respect to $\beta$ enables one to characterize the solution, denoted $\beta_{H}$, as

$$
\begin{equation*}
0=\sum_{i=1}^{n} x_{i j} \psi_{H}\left(y_{i}-x_{i}^{\prime} \beta_{H}\right), \quad j=1, m \tag{5}
\end{equation*}
$$

where

$$
\psi_{H}(x)=\max (\min (x, k),-k) .
$$

Unfortunately, this estimator is not scale invariant and the scale is usually not known in advance. To alleviate this problem, the residuals $r_{i}=y_{i}-x_{i}^{\prime} \beta$ are replaced by suitably scaled versions $r_{i} / s$ where $s$ is a robust estimate of scale. Equations (5) are usually solved in an iterative manner. See Huber [1], Dutter [6], and Huber and Dutter [7] for details. For the location problem, Huber [5] made three heuristic proposals to deal with the computation of the estimate when the scale is unknown. He suggests that $k$ be picked beforehand (by past experience or by the statistician's intuition) and that two simultaneous equations be solved as exactly as possible for the scale and location estimates. He argues that this approach is asymptotically equivalent to Winsorizing.

We propose that $k$ be chosen so that the number of data points whose residual is larger in magnitude than $k$ be equal to a prespecified fraction of the data. We need the following definitions. Let

$$
\mathbf{A}=\left\{i: r_{i} \leqq-k\right\}, \quad \mathbf{B}=\left\{i:-k \leqq r_{i} \leqq k\right\}, \quad \mathbf{C}=\left\{i: r_{i} \geqq k\right\}
$$

Also, let $n_{A}=$ number of elements in $\mathbf{A}, n_{B}=$ number in $\mathbf{B}$, and $n_{C}=$ number in $\mathbf{C}$. Then choose $k$ so that $\left(n_{A}+n_{C}\right)=\min (n-m,\lceil 2 \alpha n\rceil)$ where $0 \leqq \alpha \leqq \frac{1}{2}$. In general, $n_{A}+n_{C} \leqq n-m$ and at the LAR estimate equals $n-m$. The second clause, $\lceil 2 \alpha n\rceil$ is necessary because of the granularity of the integers. (This is precisely the same problem faced in defining the trimmed mean for location. Usually some linear combination of the nearest two order statistics is used. However, this reduces the robustness of the estimator.) The LS estimate corresponds to $\alpha=0$; the LAR estimate to $\alpha=\frac{1}{2}$.

If we define $a=n \times 1$ vector with $a_{i}=1$ if $i \in \mathbf{A}$ and $=0$ if not, $B=n \times n$ diagonal matrix with $b_{i i}=1$ if $i \in \mathbf{B}$ and $=0$ if not, and, similarly, $c=n \times 1$ vector with $c_{i}=1$ if $i \in \mathbf{C}$ and $=0$ if not, then we can rewrite (5) as

$$
\begin{array}{rlrl}
0 & =\sum_{i=1}^{n} x_{i j} \psi_{H}\left(y_{i}-x_{i}^{\prime} \beta\right) & j=1, m \\
& =\sum_{i \in \mathbf{A}}-x_{i j} k+\sum_{i \in \mathbf{B}} x_{i j}\left(y_{i}-x_{i}^{\prime} \beta\right)+\sum_{i \in \mathbf{C}} x_{i j} k & j=1, m,  \tag{6}\\
& =-\left(X^{\prime} B X\right) \beta+X^{\prime} B y+k X^{\prime}(c-\alpha) . &
\end{array}
$$

The solution to (6) for fixed $k$ is obvious. (By assumption, $X$ has rank $m$; it is shown in Theorem 2 that this insures that $X^{\prime} B X$ has rank $m$ and is therefore invertible.)

$$
\begin{equation*}
\beta=\left(X^{\prime} B X\right)^{-1} X^{\prime}[B y+k(c-a)] . \tag{7}
\end{equation*}
$$

For location problems ( $m=1, x_{i 1}=1$ ), (7) reduces to

$$
\begin{equation*}
\beta=\frac{\sum_{i \in \mathbf{B}} y_{i}}{n_{B}}+k \frac{\left(n_{C}-n_{A}\right)}{n_{B}} . \tag{8}
\end{equation*}
$$

If $n_{A}=n_{C}=\alpha n$ (which will frequently occur when the noise is symmetric), then (8) reduces to the $\alpha$-trimmed mean. Therefore this estimate can be considered to be a generalization of the $\alpha$-trimmed mean and will be denoted here as $\beta_{\alpha}$.

Unfortunately, $k$, as it is presently defined, is almost always not unique. This nonuniqueness will be dealt with shortly. First, some definitions and background are needed. Let $\hat{\beta}=\left(X^{\prime} B X\right)^{-1} X^{\prime} B y=$ least squares estimate based on those data points in B and let $\delta \beta=\left(X^{\prime} B X\right)^{-1} X^{\prime}(c-a)=$ correction based on "large" deviation points. Also let $\hat{r}_{i}=y_{i}-x_{i}^{\prime} \hat{\beta}$ and $\delta r_{i}=x_{i}^{\prime} \delta \beta$. Then $\beta=\hat{\beta}+k \delta \beta$ and $r=\hat{r}-k \delta r$. Consider a data point in $\mathbf{A}$. We have

$$
r_{i} \leqq-k
$$

or, substituting,

$$
\hat{r}_{i}-k \delta r_{i} \leqq-k
$$

or, trivially,

$$
\begin{equation*}
\hat{r}_{i} \leqq-k\left(1-\delta r_{i}\right) . \tag{9}
\end{equation*}
$$

If $1-\delta r_{i}>0$ then $k \leqq-\hat{r}_{i} /\left(1-\delta r_{i}\right)$; else, if $1-\delta r_{i}<0$ then $k \geqq-\hat{r}_{i} /\left(1-\delta r_{i}\right)$. If $1-\delta r_{i}=0$ then $\hat{r}_{i} \leqq 0$. Limiting relations for points in $\mathbf{B}$ and $\mathbf{C}$ are derived in the same manner and are summarized in Table 1.

This suggests an algorithm to compute the estimate.

1. Guess a partition with $n_{A}+n_{C}=2 \alpha n$.
2. Compute $\hat{\beta}$ and $\delta \beta$ and from them $\hat{r}$ and $\delta r$.
3. Compute $k_{L}, k_{U}$. If $k_{L} \leqq k_{U}$ accept $\beta=\hat{\beta}+k \delta \beta, k \in\left[k_{L}, k_{U}\right]$ as the answer. If not, return to step 1 .
The problem with this algorithm is the absence of guidance for guessing the correct partition given that the previous one was incorrect. Furthermore, there is an exponential number of partitions with $n_{A}+n_{C}=2 \alpha n$. A better algorithm will be developed below, but first some definitions are needed. If a point has $r_{i}= \pm k$, then that point is at a corner. If some partition ( $\mathbf{A}, \mathbf{B}, \mathbf{C}$ ) yields $k_{L} \leqq k_{U}$, then that partition is valid. Let us assume we have a valid partition for which $n_{A}+n_{C}<2 \alpha n$. Let $k=k_{L}$, then some point, say $l$, is at a corner. For definiteness, let $r_{i}=k$ and $l \in \mathbf{B}$. Further assume that $l$ is the only point at a corner. Then

$$
\begin{align*}
0 & =\left(X^{\prime} B X\right) \beta-X^{\prime}[k(c-a)+B y] \\
& =\left(X^{\prime} B X\right) \beta-X^{\prime}[k(c-a)+B y]+x_{l}\left(y_{l}-x_{l}^{\prime} \beta-k\right)  \tag{10}\\
& =\left(X^{\prime} B X-x_{l} x_{l}^{\prime}\right) \beta-X^{\prime}\left[k\left(c-a+e_{l}\right)+B y-e_{l} y_{l}\right] .
\end{align*}
$$

If $\bar{a}=a, \overline{\mathbf{B}}=\mathbf{B}-e_{l} e_{l}^{\prime}$, and, $\bar{c}=c+e_{l}$ and the corresponding changes are made to $\mathbf{A}, \mathbf{B}$, and, $\mathbf{C}$, then this is a new partition which is valid and which yields the same value of $\beta$ as the previous one, but one for which $\hat{\beta}$ and $\delta \beta$ are different. We will say that the point has undergone a transition and will use the symbolic notation $\mathbf{B} \rightarrow \mathbf{C}$. From Table 1, it is easy to see that initially (for $l \in \mathbf{B}$ ) $\delta r_{l}>-1$. We prove in Theorem 3 that after the transition $\overline{\delta r_{l}}>-1$. Hence from Table 1, it can be seen that $k_{L}=\overline{k_{U}}$ i.e., that the

Table 1

| Partition | $\hat{r}_{i}$ | $\delta r_{i}$ | $k$ |
| :---: | :---: | :---: | :---: |
| A | $>0$ | >1 | $k \geqq-\hat{r}_{i} /\left(1-\delta r_{i}\right)$ |
|  |  | $\leqq 1$ | n.a.* |
|  | $<0$ | $\geqq 1$ | $k \geqq 0$ |
|  |  | $<1$ | $k \leqq-\hat{r}_{i} /\left(1-\delta r_{i}\right)$ |
|  | $=0$ | $<1$ | n.a. |
|  |  | $\geqq 1$ | $k \geqq 0$ |
| B | $>0$ | $\leqq-1$ | n.a. |
|  |  | $>-1$ | $k \geqq \hat{r}_{i} /\left(1+\delta r_{i}\right)$ |
|  |  | >1 | $k \leqq-\hat{r}_{i} /\left(1-\delta r_{i}\right)$ |
|  | <0 | $<-1$ | $k \leqq \hat{r}_{i} /\left(1+\delta r_{i}\right)$ |
|  |  | $<1$ | $k \geqq-\hat{r}_{i} /\left(1-\delta r_{i}\right)$ |
|  |  | $\geqq 1$ | n.a. |
|  | $=0$ | $\|\cdot\| \leqq 1$ | $k \geqq 0$ |
|  |  | $\|\cdot\|>1$ | n.a. |
| C | $>0$ | $>-1$ | $k \leqq \hat{r}_{i} /\left(1+\delta r_{i}\right)$ |
|  |  | $\leqq-1$ | $k \geqq 0$ |
|  | $<0$ | $<-1$ | . $k \geqq \hat{r}_{i} /\left(1+\delta r_{i}\right)$ |
|  |  | $\geqq-1$ | n.a. |
|  | $=0$ | $\leqq-1$ | $k \geqq 0$ |
|  |  | $>-1$ | n.a. |

* Not allowed.
previous lower limit for $k$ is now its upper limit. Furthermore, since point $l$ is the only point at a corner, the new lower limit, $\overline{k_{L}}$, is strictly less than $k_{L}$. Using the rules given in Table $1, \overline{k_{L}}$ can be found and a new point, say $\bar{l}$, is at a corner. This process can continue until termination. Equation (10) and the argument following easily carry over to the other transitions, $\mathbf{B} \rightarrow \mathbf{A}, \mathbf{C} \rightarrow \mathbf{B}$ and $\mathbf{A} \rightarrow \mathbf{B}$. For brevity we omit these cases.

In general, there could be more than one partition with $n_{A}+n_{C}=2 \alpha n$, each corresponding to a different interval, $\left[k_{L}, k_{U}\right]$. Let superscript $j$ denote the different partitions. Then we suggest that $k$ be chosen equal to $\max _{j} k_{L}^{j}$. This corresponds to the first such partition obtained by our algorithm. ${ }^{1}$ The choice $k=k_{L}$ affords the maximum insensitivity to the outlying points.

[^75]The only remaining detail is to show how to start the algorithm. Let $\mathbf{A}=\mathbf{C}=\{\varphi\}$, $\mathbf{B}=\{1,2, \cdots, n\}$. Then $\hat{\beta}=\left(X^{\prime} B X\right)^{-1} X^{\prime} B y=\left(X^{\prime} X\right)^{-1} X^{\prime} y=\beta_{L s}$. Further, $\delta \beta=$ $\left(X^{\prime} B X\right)^{-1} X^{\prime}(c-a)=0$. Let $k=k_{L}=\max \left|r_{i}\right|$. This is a valid partition $\left(k_{U}=+\infty\right)$. The algorithm, which we call the ABC algorithm, is summarized below.

## The ABC algorithm

Input: $X$ an $n \times m$ matrix of rank $m, y$ an $n \times 1$ vector, and $\alpha$
Output: $\beta_{\alpha}$
Step 1: Set $\mathbf{A}=\mathbf{C}=\{\varphi\}$ and $\mathbf{B}=\{1,2, \cdots, n\}$. Compute Least Squares estimate, $\beta_{\mathrm{LS}}$. Set $\hat{\beta}=\beta_{\mathrm{LS}}, \delta \beta=0$. Compute $r=\hat{r}=y-X \hat{\beta}$ and set $\delta r=0$. Set $k=k_{L}=\max \left|r_{i}\right|$. Requires $O\left(n m^{2}\right)$ operations.
Step 2: At each stage do:
a) Make transition (bookkeeping). $O(1)$ operations.
b) Compute $\quad\left(X^{\prime} B X \pm x_{l} x_{l}^{\prime}\right)^{-1}=\left(X^{\prime} B X\right)^{-1} \mp \frac{\left(X^{\prime} B X\right)^{-1} x_{l} x_{l}^{\prime}\left(X^{\prime} B X\right)^{-1}}{1 \pm x_{l}^{\prime}\left(X^{\prime} B X\right)^{-1} x_{l}}$. $O\left(m^{2}\right)$ operations.
c) Compute $\delta \beta=\left(X^{\prime} B X \pm x_{l} x_{l}^{\prime}\right)^{-1} X^{\prime}(c-a), \hat{\beta}=\beta-k \delta \beta$. $O\left(m^{2}\right)$ operations.
d) Compute $\delta r=X \delta \beta, \hat{r}=r+k \delta r . O(n m)$ operations.
e) Find new $k_{L}$ using the rules in Table 1. $O(n)$ operations.
f) If $n_{A}+n_{C}=\min (n-m,\lceil 2 \alpha n\rceil)$, stop and accept $\beta=\hat{\beta}+k_{L} \delta \beta$ as the estimate. If not, go to step 2 a .

Some comments on this algorithm are due.

1. In practice, $X^{\prime} B X$ will be kept in factored form, e.g. as $L D L^{\prime}$. Step 2 b will be replaced by a modification of the factors. See Gill et al. [8] for details on updating factorizations following rank 1 changes. At any rate, these updates can be done in $O\left(m^{2}\right)$ operations.
2. For numerical reasons, especially in large problems, it may be necessary to periodically recompute the solution for a given partition "from scratch" using the definitions for $\hat{\beta}$ and $\delta \beta$ rather than the update formula. This is easily done. This requires as much work as does computing the LS solution initially.
3. The principal open question regarding this algorithm is "Is it polynomial?" ${ }^{2}$ Since the initial least squares computation is polynomial and each stage can be done in polynomial time, the question rests on the number of stages required. In general, the LAR solution corresponds to $n_{B}=m$. Therefore, at least $n-m$ stages may be required to compute it. The largest problem (and the worst case) we have solved to date with the ABC algorithm had $n=224$ and $m=29$ and required 203 stages as compared with $n-m=195$. However, we have not tested this algorithm extensively and cannot assert that the behavior is never worse than this or even that this behavior is, in some sense, average. Nor can we prove that $O(n)$ stages are sufficient.
4. If one assumes that $O(n)$ stages are sufficient, then, since each stage is $O(n m)$, the whole algorithm is $O\left(n^{2} m\right)$. For large $n$, this growth may be unacceptable. However, many large problems are sparse and for many sparse problems computing $\delta r=X \delta \beta$ can be done in $O(n)$ operations. In this case, $O\left(n^{2}+n m^{2}\right)$ will be sufficient. Of course, $\beta_{a}$ can be computed in approximately $2 \alpha n$ stages.

[^76]5. This algorithm can be used to compute the Huber estimate for fixed scale. Replace Step 2f by: If $k_{H} \in\left[k_{L}, k_{U}\right]$, accept $\beta_{H}=\hat{\beta}+k_{H} \delta \beta$ as the answer. If not, go to 2 a .
6. It is possible to envision a scheme where the stopping fraction is chosen dynamically. More work needs to be done in this area.
2. Correctness of the ABC algorithm. In this section, we will show that the $A B C$ algorithm correctly finds the LAR estimate and that the algorithm works correctly.

The step in going from the minimization problem (4) to the "normal equations" (5) is not valid when $k=0$ since $\psi_{H}(x)=\operatorname{sign}(x)$ and is not continuous at $x=0$. In the following theorem, it is shown that the ABC algorithm does converge to the correct solution.

Theorem 1. Let $\beta=\hat{\beta}+k \delta \beta$ be the minimizing solution of (4) (i.e. solves (5)) with $k \in\left(0, k_{U}\right]$ and $k_{U}>0$. Assume further that $X$ and $y$ are bounded. Then $\beta_{\mathrm{LAR}}=\hat{\beta}$.

Comment. Such a solution with $k_{U}>0$ exists since originally $k_{U}=+\infty$ and always $k_{U} \geqq k_{L}$. Take the first solution with $k_{L}=0$.

Proof. By contradiction. Assume that there exists some $\tilde{\beta} \neq \hat{\beta}$ with

$$
\sum_{i=1}^{n}\left|y_{i}-x_{i}^{\prime} \tilde{\beta}\right|<\sum_{i=1}^{n}\left|y_{i}-x_{i}^{\prime} \hat{\beta}\right| ;
$$

then, for $k$ sufficiently small, $\beta=\hat{\beta}+k \delta \beta$ will not be optimal in (4) which contradicts the assumption. Let

$$
\varepsilon=\sum_{i=1}^{n}\left|y_{i}-x_{i}^{\prime} \hat{\beta}\right|-\sum_{i=1}^{n}\left|y_{i}-x_{i}^{\prime} \tilde{\beta}\right|>0 .
$$

Let $Q(\beta, k)$ be defined as below.

$$
Q(\beta, k)=\sum_{i \notin \mathbf{B}}\left\{\left|y_{i}-x_{i}^{\prime} \beta\right|-\frac{k}{2}\right\}+\frac{1}{2 k} \sum_{i \in \mathbf{B}}\left(y_{i}-x_{i}^{\prime} \beta\right)^{2}
$$

Then, for $k$ sufficiently small (so that $\left|y_{i}-x_{i}^{\prime} \tilde{\beta}\right| \leqq k \Rightarrow y_{i}-x_{i}^{\prime} \tilde{\beta}=0$ and $\left|y_{i}-x_{i}^{\prime} \hat{\beta}\right| \leqq k \Rightarrow$ $y_{i}-x_{i}^{\prime} \hat{\beta}=0$ ),

$$
\begin{aligned}
& Q(\tilde{\beta}, k)=\sum_{i \notin \mathbf{B}}\left|y_{i}-x_{i}^{\prime} \tilde{\beta}\right|-k \frac{\left(\tilde{n}_{A}+\tilde{n}_{C}\right)}{2}, \\
& \begin{aligned}
Q(\hat{\beta}+k \delta \beta, k) & =\sum_{i \notin \mathbf{B}}\left|y_{i}-x_{i}^{\prime}(\hat{\beta}+k \delta \beta)\right|-k \frac{\hat{n}_{A}+\hat{n}_{C}}{2}+\frac{1}{2 k} \sum_{i \in \mathbf{B}}\left(y_{i}-x_{i}^{\prime}(\hat{\beta}+k \delta \beta)\right)^{2} \\
& =\sum_{i \notin \mathbf{B}}\left|y_{i}-x_{i}^{\prime} \hat{\beta}-k x_{i}^{\prime} \delta \beta\right|-k \frac{\hat{n}_{A}+\hat{n}_{C}}{2}+\frac{1}{2 k} \sum_{i \in \mathbf{B}}\left(k x_{i}^{\prime} \delta \beta\right)^{2} .
\end{aligned}
\end{aligned}
$$

Using the relation $|a-b| \geqq|a|-|b|$ gives

$$
\geqq \sum_{i \notin \mathbf{B}}\left|y_{i}-x_{i}^{\prime} \hat{\beta}\right|+k\left[-\sum_{i \notin \mathbf{B}}\left|x_{i}^{\prime} \delta \beta\right|-\frac{\hat{n}_{A}+\hat{n}_{C}}{2}+\frac{1}{2} \sum_{i \in \mathbf{B}}\left(x_{i}^{\prime} \delta \beta\right)^{2}\right] .
$$

Letting $\eta=$ term in brackets [ ] and using $0=y_{i}-x_{i}^{\prime} \hat{\beta}$ for $i \in \mathbf{B}$ gives

$$
=\sum_{i=1}^{n}\left|y_{i}-x_{i}^{\prime} \hat{\beta}\right|+k \eta .
$$

Therefore,

$$
\begin{aligned}
Q(\hat{\beta}+k \delta \beta, k)-Q(\tilde{\beta}, k) & \geqq \sum_{i=1}^{n}\left|y_{i}-x_{i}^{\prime} \hat{\beta}\right|+k \eta-\sum_{i=1}^{n}\left|y_{i}-x_{i}^{\prime} \tilde{\beta}\right|-k \frac{\left(\tilde{n}_{A}+\tilde{n}_{C}\right)}{2} \\
& =\varepsilon+k\left\{\eta-\frac{\tilde{n}_{A}+\tilde{n}_{C}}{2}\right\} \\
& >0
\end{aligned}
$$

for $k$ sufficiently small by the boundedness of $\eta$ which follows from the boundedness assumption on $X$ and $y$, a contradiction.

Since $X$ is assumed to have rank $m$, the initial LS estimate is well-defined. However, it is not necessary that $X^{\prime} D X$ will have rank $m$ for all choices of the diagonal matrix $D$. In particular, it is not clear that $X^{\prime} B X$ will have full rank. In the next theorem, we prove that it does.

Theorem 2. The matrix $X^{\prime} B X$ has rank $m$.
Proof. It is clear that initially $X^{\prime} B X=X^{\prime} X$ has rank $m$. It is also clear that the transitions, $\mathbf{A} \rightarrow \mathbf{B}$ and $\mathbf{C} \rightarrow \mathbf{B}$ cannot reduce the rank of $\boldsymbol{X}^{\prime} B X$. Therefore, it is sufficient to consider only the transitions $\mathbf{B} \rightarrow \mathbf{A}$ and $\mathbf{B} \rightarrow \mathbf{C}$. If $X^{\prime} B X$ were to go singular, then there must be a first time it does. Without loss of generality, the rows of $X$ can be permuted and a linear change of variables made in $\beta$ so that $X$ has the following form:

$$
X=\left[\begin{array}{ll}
1 & 0 \\
0 & G \\
u & V
\end{array}\right]
$$

with the first row corresponding to the transition element, the next $n_{B}-1$ rows corresponding to the other elements in $\mathbf{B}$, and the last $n-n_{B}$ rows corresponding to those elements in $\mathbf{A}$ and $\mathbf{C} . G$ has rank $m-1$. Then

$$
B X\left(X^{\prime} B X\right)^{-1} X^{\prime} B=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & G\left(G^{\prime} G\right)^{-1} G^{\prime} & 0 \\
0 & 0 & 0
\end{array}\right]
$$

which implies that $\hat{r}_{1}=0$ and from Table 1 it can be seen that point 1 cannot be the limiting point for $k_{L}$ and, hence that it is not a transition element.

It is conceivable that the ABC algorithm could get "stuck" if a point moved from, say, $\mathbf{B}$ to $\mathbf{A}$, then back again immediately. In the next theorem, we prove that this cannot happen.

Theorem 3. When a point undergoes a transition, it will remain in its new partition for at least one stage.

Proof. Consider the $\mathbf{B} \rightarrow \mathbf{C}(\mathbf{C} \rightarrow \mathbf{B})$ transition, the other two being very similar. Let $l$ be the index of the point undergoing the transition. Then $\delta r_{l}>-1\left(\delta r_{l}<-1\right)$. Let $\overline{\delta r_{l}}$ denote the new value of $\delta r_{l}$ after the transition. Then, it will be shown below that $\overline{\delta r_{l}}>-1(<-1)$ which from Table 1 implies that the point cannot be a transition element. Let the upper sign correspond to the $\mathbf{B} \rightarrow \mathbf{C}$ transition and the lower to the $\mathbf{C} \rightarrow \mathbf{B}$ transition.

$$
\begin{aligned}
\overline{\delta r_{l}} & =x_{l}^{\prime}\left(X^{\prime} B X \mp x_{l} x_{l}^{\prime}\right)^{-1} X^{\prime}\left(c-a \pm e_{l}\right) \\
& =x_{l}^{\prime}\left\{\left(X^{\prime} B X\right)^{-1} \pm \frac{\left(X^{\prime} B X\right)^{-1} x_{l} x_{l}^{\prime}\left(X^{\prime} B X\right)^{-1}}{1 \mp x_{l}^{\prime}\left(X^{\prime} B X\right)^{-1} x_{l}}\right\} X^{\prime}\left(c-a \pm e_{l}\right) .
\end{aligned}
$$

Let $h_{l}=x_{l}^{\prime}\left(X^{\prime} B X\right)^{-1} x_{l}$ and $1>h_{l}>0$ since it is a diagonal element of the rank $m$ idempotent matrix, $B X\left(X^{\prime} B X\right)^{-1} X^{\prime} B$, and because the matrix $\bar{B} X\left(X^{\prime} \bar{B} X\right)^{-1} X^{\prime} \bar{B}$ also has rank $m$ by Theorems 2 and 3. Then

$$
\begin{aligned}
& =\delta r_{l} \pm h_{l} \pm \frac{h_{l}}{1 \mp h_{l}}\left(\delta r_{l} \pm h_{l}\right) \\
& =\frac{\delta r_{l} \mp \delta r_{l} h_{l} \pm h_{l}-h_{l}^{2} \pm h_{l} \delta r_{l}+h_{l}^{2}}{1 \mp h_{l}}=\frac{\delta r_{l} \pm h_{l}}{1 \mp h_{l}} .
\end{aligned}
$$

So

$$
\begin{aligned}
\overline{\delta r_{l}} \gtrless-1 & \Leftrightarrow \frac{\delta r_{l} \pm h_{l}}{1 \mp h_{l}} \gtrless-1 \\
& \Leftrightarrow \delta r_{l} \pm h_{l} \gtrless-1 \pm h_{l} \\
& \Leftrightarrow \delta r_{l} \gtrless-1 .
\end{aligned}
$$

In the absence of ties-times when two or more points reach a corner at the same time-Theorem 3 is sufficient to guarantee that the ABC algorithm reaches the LAR estimate in finite time. For then at each stage, $k_{L}$ decreases monotonically. This implies that a partition is never repeated. Since there are only a finite number of partitions, the algorithm is then finite. Ties, which in the "real world" will occur with zero probability, can be dealt with by insuring that a partition is never repeated. For instance, this can be done by using Breadth First Search (BFS) to trace out the partition "tree". (See Aho et al. [10] for details on BFS.) In our experience, however, we have found that ties can be ignored. They occur infrequently and when they do, they seldom cause problems. ${ }^{3}$
3. Location problems. Since location problems are a special case of regression, the ABC algorithm can be applied directly to them. However, since the location case is so much simpler than regression, it is possible to prove much more. For instance, we will prove that the location estimate can be found in $O(n \log n)$ time and that ties are no problem. In Theorem 4, it is proved that a data point, once it leaves $\mathbf{B}$, never returns. Since there are only $n$ data points, at most $n-1$ stages can occur. Furthermore, if the data is presorted (which requires $O(n \log n)$ time in general), then each stage can be done in $O(1)$ time. The location estimate is

$$
\begin{equation*}
\beta=\frac{\sum_{i \in \mathbf{B}} y_{i}}{n_{B}}+k \frac{\left(n_{C}-n_{A}\right)}{n_{B}} . \tag{8}
\end{equation*}
$$

Furthermore, for each data point, $\delta r_{i}=x_{i}^{\prime} \delta \beta=\left(n_{C}-n_{A}\right) / n_{B}$ independent of $i$.
Theorem 4. Let $\delta r_{i}=\left(n_{C}-n_{A}\right) / n_{B}$. Let $k>0$. Then $\left|\delta r_{i}\right| \leqq 1$.
Comment. From Table 1, it can be seen that if $|\delta r| \leqq 1$, then the transitions, $\mathbf{A} \rightarrow \mathbf{B}$ and $\mathbf{C} \rightarrow \mathbf{B}$ are forbidden.

Proof. Consider those points, $i$, contained in $\mathbf{B}$.

$$
-k \leqq y_{i}-\frac{\sum_{i \in \mathbf{B}} y_{i}}{n_{B}}-k \frac{n_{C}-n_{A}}{n_{B}} \leqq k .
$$

Sum over $\boldsymbol{i} \in \mathbf{B}$.

$$
-k n_{B} \leqq \sum_{i \in \mathbf{B}} y_{i}-\sum_{i \in \mathbf{B}} y_{i}-k\left(n_{C}-n_{A}\right) \leqq k n_{B} .
$$

[^77]Dividing by $k n_{B}$ yields

$$
-1 \leqq \frac{n_{C}-n_{A}}{n_{B}} \leqq 1 .
$$

The improved algorithm results from the observation that only two of the points in $\mathbf{B}$ at any stage are candidates for transitions-the largest and the smallest. For all points in $\mathbf{B}$

$$
\begin{equation*}
-k \leqq y_{i}-\hat{\beta}-k \delta \beta \leqq k, \tag{11}
\end{equation*}
$$

or, rewriting (11),

$$
\begin{equation*}
-k(1-\delta \beta)+\hat{\beta} \leqq y_{i} \leqq k(1+\delta \beta)+\hat{\beta} . \tag{12}
\end{equation*}
$$

In this form it is easy to see that only the maximum and minimum values of $y_{i}$ can determine $k_{L}$. To adapt the ABC algorithm for location, the following steps are needed:

1. Sort the data. Requires $O(n \log n)$ operations.
2. Delete Step 2d. (There is no need to calculate the residuals at each stage.)
3. Replace Step 2e with: Find new $k_{L}$ using (12) and the rules of Table 1 using only the maximum and minimum values of $y_{i}$ for $i \in B$.
4. Adding and deleting data points. In many applications it is desirable to have a recursive implementation of the ABC algorithm. For instance, in "on-line" problems, the data arrives sequentially. Given $\beta^{n-1}$, the estimate with $n-1$ data points, can $\beta^{n}$, the updated estimate, be found easily? Conversely, in some problems, deletion of data points is necessary. In "moving average" problems both needs arise.

Consider the addition of a data point, ( $\bar{x}, \bar{y}$ ), first. Assume that $(\mathbf{A}, \mathbf{B}, \mathbf{C})$ is a valid partition for $k \in\left[k_{L}, k_{U}\right]$. Then our algorithm is a two-step procedure:

1. With $k$ fixed, find a new valid partition ( $\mathbf{A}, \mathbf{B}, \mathbf{C}$ ).
2. Increase or decrease $k$ until the desired fraction of data points in $\mathbf{A}$ and $\mathbf{C}$ is achieved.

Step 2 can be done using the standard ABC algorithm if $k$ needs to be decreased and with obvious changes if $k$ needs to be increased. Hence we will concentrate only on Step 1.

Consider the following:

$$
\begin{equation*}
\left(X^{\prime} B X\right) \beta=X^{\prime}[k(c-a)+B y] . \tag{7}
\end{equation*}
$$

It is clear that if $\bar{y}-\bar{x}^{\prime} \beta=0$, then that point can be added or deleted trivially without affecting $\beta$. Put the new point in $\mathbf{B}$ and write

$$
\begin{equation*}
\left(X^{\prime} B X+\bar{x} \bar{x}^{\prime}\right)(\beta+\Delta \beta)=X^{\prime}[k(c-a)+B y]+\bar{x}\left[\bar{x}^{\prime} \beta+d\left(\bar{y}-\bar{x}^{\prime} \beta\right)\right] . \tag{13}
\end{equation*}
$$

For $d=0$ and $\Delta \beta=0$, (13) reduces to (7). Solving for $\Delta \beta$ gives

$$
\begin{equation*}
\Delta \beta=d\left(X^{\prime} B X+\bar{x} \bar{x}^{\prime}\right)^{-1}\left(\bar{y}-\bar{x}^{\prime} \beta\right) \tag{14}
\end{equation*}
$$

Now increase $d$ from 0 to 1 . If a point reaches a corner for $d=\bar{d}<1$, do:

1. Let $\hat{\beta}=\beta+\bar{d}\left(X^{\prime} B X+\bar{x} \bar{x}^{\prime}\right)^{-1}\left(\bar{y}-\bar{x}^{\prime} \beta\right)$.
2. Make appropriate transition. If the new point is moving from $\mathbf{B}$ to $\mathbf{A}$ or from B to $\mathbf{C}$, then stop. Else, let $\hat{B}$ denote the new " $B$ " matrix. Then

$$
\begin{equation*}
\left(X^{\prime} \hat{B} X+\bar{x} \bar{x}^{\prime}\right) \hat{\beta}=X^{\prime}[k(c-a)+B y]+\bar{x}\left[\bar{x}^{\prime} \beta+\bar{d}\left(\bar{y}-\bar{x}^{\prime} \beta\right)\right] \tag{15}
\end{equation*}
$$

as before, with

$$
\begin{align*}
& \left(X^{\prime} \hat{B} X+\bar{x}_{\bar{x}}\right)(\hat{\beta}+\Delta \beta) \\
& \quad=X^{\prime}[k(c-a)+B y]+\bar{x}\left[\bar{x}^{\prime} \beta+\bar{d}\left(\bar{y}-\bar{x}^{\prime} \beta\right)+(d-\bar{d})\left(\bar{y}-\bar{x}^{\prime} \beta\right)\right] . \tag{16}
\end{align*}
$$

Initially $d=\bar{d}$ and $\Delta \beta=0$. Solving for $\Delta \beta$ yields

$$
\begin{equation*}
\Delta \beta=\left(X^{\prime} \hat{B} X+\bar{x} \bar{x}^{\prime}\right)^{-1}\left(\bar{y}-\bar{x}^{\prime} \beta\right)(d-\bar{d}) . \tag{17}
\end{equation*}
$$

Continue in this manner until $d=1$.
Deletion of a point is essentially the reverse of adding a point. (We assume that deleting the point does not reduce the rank of $X^{\prime} B X$. By Theorem 2, the rank will not decrease unless $\hat{r}=0$.) Let the point to be deleted be denoted ( $\bar{x}, \bar{y}$ ). Then the approach is to modify $\bar{y}$ continuously until $\bar{r}=0$. If $(\bar{x}, \bar{y})$ is in $\mathbf{A}$ or $\mathbf{C}$, change $\bar{y}$ so that the point is at its respective corner. Move the point into $\mathbf{B}$ (while it is still at the corner). This process leaves $\beta$ unchanged. Change the definition of $B$ so that it excludes the point in question, i.e., the appropriate diagonal element is 0 , not 1 . Then

$$
\begin{equation*}
\left(X^{\prime} B X+\bar{x} \bar{x}^{\prime}\right) \beta=X^{\prime}[k(c-a)+B y]+\bar{x} \bar{y}, \tag{18}
\end{equation*}
$$

with

$$
\begin{equation*}
\bar{r}=\bar{y}-\bar{x}^{\prime} \beta . \tag{19}
\end{equation*}
$$

Let $\bar{y} \rightarrow \bar{y}+\Delta \bar{y}$ and make the corresponding changes to $\beta$ and $\bar{r}$. Then

$$
\begin{gather*}
\Delta \beta=\left(X^{\prime} B X+\bar{x} \bar{x}^{\prime}\right)^{-1} \bar{x} \Delta \bar{y},  \tag{20}\\
\Delta \bar{r}=\left(1-\bar{x}^{\prime}\left(X^{\prime} B X+\bar{x} \bar{x}^{\prime}\right)^{-1} \bar{x}\right) \Delta \bar{y} . \tag{21}
\end{gather*}
$$

The term in parentheses $\left(1-\bar{x}^{\prime}\left(X^{\prime} B X+\bar{x} \bar{x}^{\prime}\right)^{-1} \bar{x}\right)$ is between 0 and 1 since it is a diagonal element of an idempotent matrix. Therefore if $\bar{r}>0$ make $\Delta \bar{y}$ negative and make it positive if $\bar{r}>0, \bar{y}$ can be changed until either of two things happens: (1) $\bar{r}$ reaches 0 , in which case remove it, or (2) a data point reaches a corner. Then make the appropriate transition and continue.

Both the addition and deletion algorithms adapt straightforwardly to the situation where $p$ data points are added or deleted at a time. The only facet to be resolved is how to calculate $\left(X^{\prime} B X+\bar{X}^{\prime} \bar{X}\right)^{-1}$. There are two possible solutions.

1. The well-known formula for the inverse of a sum of matrices (Henderson and Searle [11]) gives

$$
\begin{align*}
& \left(X^{\prime} B X+\bar{X}^{\prime} \bar{X}\right)^{-1} \\
& \quad=\left(X^{\prime} B X\right)^{-1}-\left(X^{\prime} B X\right)^{-1} \bar{X}^{\prime}\left(I+\bar{X}\left(X^{\prime} B X\right)^{-1} \bar{X}^{\prime}\right)^{-1} \bar{X}\left(X^{\prime} B X\right)^{-1} . \tag{22}
\end{align*}
$$

2. Since $\left(X^{\prime} B X+\bar{X}^{\prime} \bar{X}\right)=\left(X^{\prime} B X+\sum_{i=1}^{p} \bar{x}_{i} \bar{x}_{i}^{\prime}\right)$, Step 2 b of the ABC algorithm can be iterated $p$ times.

The first approach requires $O\left(p m^{2}+p^{2} m+p^{3}\right)$ operations while the second requires $O\left(p m^{2}\right)$ operations.
5. Constraints. In some applications, it is necessary to consider the following constrained regression problem

$$
\begin{equation*}
X \beta=y+\varepsilon \tag{23}
\end{equation*}
$$

subject to

$$
\begin{align*}
& G \beta \geqq f,  \tag{24}\\
& E \beta=h . \tag{25}
\end{align*}
$$

For instance, if the $\beta_{j}$ have the interpretation of being multinomial probabilities, then the following constraints would be appropriate:

$$
\begin{gather*}
\sum_{j=1}^{m} \beta_{j}=1,  \tag{26}\\
\beta_{j} \geqq 0, \quad j=1, m . \tag{27}
\end{gather*}
$$

Then adding Lagrange multipliers, $\lambda$ for the inequality constraints and $\eta$ for the equality ones, (6) becomes

$$
\begin{equation*}
0=\left(X^{\prime} B X\right) \beta-X^{\prime}[k(c-a)+B y]-G^{\prime} \lambda-E^{\prime} \eta, \tag{28}
\end{equation*}
$$

with

$$
\begin{gather*}
\lambda^{\prime}(f-G \beta)=0,  \tag{29}\\
E \beta=h,  \tag{25}\\
\lambda \geqq 0 . \tag{30}
\end{gather*}
$$

Let $g_{j}^{\prime}$ represent the $j$ th row of $G$. Let $\mathbf{I}=\left\{j: g_{j}^{\prime} \beta-f_{j}>0\right\}$, the Inactive inequality constraints, and $\mathbf{Q}=\left\{j: g_{j}^{\prime} \beta-f_{j}=0\right\}$, the Active inequality constraints. Reorder the constraints so that $\lambda, G$, and $f$ can be partitioned as below:

$$
\lambda=\left[\begin{array}{c}
\lambda_{I} \\
\lambda_{Q}
\end{array}\right], \quad G=\left[\begin{array}{c}
G_{I} \\
G_{Q}
\end{array}\right], \quad f=\left[\begin{array}{c}
f_{I} \\
f_{Q}
\end{array}\right] .
$$

Define $\tilde{E}, \tilde{h}$, and $\tilde{\lambda}$ as

$$
\tilde{E}=\left[\begin{array}{c}
G_{Q} \\
E
\end{array}\right], \quad \tilde{h}=\left[\begin{array}{c}
f_{Q} \\
h
\end{array}\right], \quad \tilde{\lambda}=\left[\begin{array}{c}
\lambda_{Q} \\
\eta
\end{array}\right] .
$$

Then (28)-(30) become

$$
\begin{align*}
& 0=\left(X^{\prime} B X\right) \beta-X^{\prime}[k(c-a)+B y]-\tilde{E}^{\prime} \tilde{\lambda} .  \tag{31}\\
& \tilde{E} \beta=\tilde{h},  \tag{32}\\
& \lambda_{I}=0,  \tag{33a}\\
& \lambda_{Q} \geqq 0 . \tag{33b}
\end{align*}
$$

Multiplying (31) by $\tilde{E}\left(X^{\prime} B X\right)^{-1}$ and substituting (32) yields

$$
\begin{equation*}
0=\tilde{h}-\tilde{E}\left(X^{\prime} B X\right)^{-1} X^{\prime}[k(c-a)+B y]-\tilde{E}\left(X^{\prime} B X\right)^{-1} \tilde{E}^{\prime} \tilde{\lambda} . \tag{34}
\end{equation*}
$$

Let $H=\tilde{E}\left(X^{\prime} B X\right)^{-1} \tilde{E}^{\prime}$. Therefore for $H$ invertible

$$
\begin{equation*}
\tilde{\lambda}=H^{-1} \tilde{h}-H^{-1} \tilde{E}\left(X^{\prime} B X\right)^{-1} X^{\prime}[k(c-a)+B y] . \tag{35}
\end{equation*}
$$

Substituting (35) into (31) and rearranging yields

$$
\begin{equation*}
\beta=\left(X^{\prime} B X\right)^{-1}\left(I-\tilde{E}^{\prime} H^{-1} \tilde{E}\left(X^{\prime} B X\right)^{-1}\right) X^{\prime}[k(c-a)+B y]+\left(X^{\prime} B X\right)^{-1} \tilde{E}^{\prime} H^{-1} \tilde{h} . \tag{36}
\end{equation*}
$$

The question remains, "How does one determine the initial partition?" Two approaches are available:

1. Any of several well-known algorithms to compute the constrained LS solution can be used in the first stage of the ABC algorithm. (See Lawson and Hanson [12, Chaps. 20-23] for a discussion of this problem.) Then an obvious adaptation of the ABC algorithm can be used to reduce $k$ until the desired fraction of data points in $\mathbf{A}$
and $\mathbf{C}$ is achieved. However, the constraint partition must also be checked and changed appropriately as the constraints reach their "corners".
2. Below we describe an algorithm which can impose the constraints at any time. This algorithm can impose the constraints on the LS problem initially, but can also be used to study the effects of adding the constraints to an otherwise solved problem. For instance, one might be interested in how much the constrained $\beta$ differs from the unconstrained one.

First, it is sufficient to consider only the imposition of inequality constraints. Replace each equality constraint, $e_{i}^{\prime} \beta-h_{i}=0$ by two inequality constraints, $e_{i}^{\prime} \beta-h_{i} \geqq 0$ and $-e_{i}^{\prime} \beta+h_{i} \geqq 0$. Clearly if both are satisfied, then so is the equality constraint. At the final step in the algorithm below all the inequality constraints will be satisfied (if possible). Then the two inequality constraints can be replaced by the one equality constraint.

Consider the imposition of one inequality constraint to an already solved problem. (The generalization to more than one constraint is straightforward and complicates only the notation.) Let the solution to the solved problem be denoted by $\tilde{\beta}$, and the Lagrange multipliers associated with the active constraints by $\tilde{\lambda}_{Q}$. Let the new constraint be denoted as $\bar{g}^{\prime} \beta-\bar{f} \geqq 0$. The idea is to introduce a new variable $q$ and a nonnegative weight $w$ and change the objective function as follows:

$$
\min \sum_{i=1}^{n} \rho\left(y_{i}-x_{i}^{\prime} \beta\right)+(f-G \beta)^{\prime} \lambda+\left(-\bar{g}^{\prime} \beta+\bar{f}-q\right) \xi-q \zeta+w q,
$$

where $\zeta$ and $\xi$ are Lagrange multipliers. By the Karush-Kuhn-Tucker theorem (Pourciau [13]), the solution to this constrained minimization problem is characterized by

$$
\begin{gather*}
0=\left(X^{\prime} B X\right) \beta-X^{\prime}[k(c-a)+B y]-G^{\prime} \lambda-\xi \bar{g},  \tag{37}\\
0=-\xi-\zeta+w,  \tag{38}\\
0=(G \beta-f)^{\prime} \lambda,  \tag{39}\\
0=\xi\left(\bar{g}^{\prime} \beta-\bar{f}+q\right),  \tag{40}\\
0=\zeta q,  \tag{41}\\
\zeta \geqq 0,  \tag{42}\\
\xi \geqq 0,  \tag{43}\\
G \beta-f \geqq 0,  \tag{44}\\
\bar{g}^{\prime} \beta-\bar{f}+q \geqq 0,  \tag{45}\\
q \geqq 0 . \tag{46}
\end{gather*}
$$

If $q=0$, the problem is trivial. Else, let $\tilde{q}=\bar{f}-\bar{g}^{\prime} \tilde{\beta}$. For $q>0$, (41) $\Rightarrow \zeta=0$, and in turn, with (38) $\Rightarrow \xi=w$, and further, $\Rightarrow q=-\bar{g}^{\prime} \beta+\bar{f}$. One can assume without loss of generality that $X^{\prime} B X=I$. Furthermore for $w=0$, this problem reduces to the former. Make the same partition of the constraints into $\mathbf{Q}$ and $\mathbf{I}$. Then (37), (39), and (40) become

$$
\left[\begin{array}{ccc}
I & -G_{Q}^{\prime} & 0 \\
G_{Q} & 0 & 0 \\
\bar{g}^{\prime} & 0 & 1
\end{array}\right]\left[\begin{array}{c}
\beta \\
\lambda_{Q} \\
q
\end{array}\right]=\left[\begin{array}{c}
X^{\prime}[k(c-a)+B y] \\
f_{Q} \\
\bar{f}
\end{array}\right]+w\left[\begin{array}{l}
\bar{g} \\
0 \\
0
\end{array}\right] .
$$

Assuming the matrix on the left has an inverse (in general, it will and, if not, it can be modified to have one by taking one or more of the constraints and moving them into $\mathbf{I}$ ) and multiplying by it yields:

$$
\begin{aligned}
{\left[\begin{array}{c}
\beta \\
\lambda_{Q} \\
q
\end{array}\right]=} & {\left[\begin{array}{ccc}
I-G_{Q}^{\prime}\left(G_{Q} G_{Q}^{\prime}\right)^{-1} G_{Q} & G_{Q}^{\prime}\left(G_{Q} G_{Q}^{\prime}\right)^{-1} & 0 \\
-\left(G_{Q} G_{Q}^{\prime}\right)^{-1} G_{Q} & \left(G_{Q} G_{Q}^{\prime}\right)^{-1} & 0 \\
-\bar{g}^{\prime}\left(I-G_{Q}^{\prime}\left(G_{Q} G_{Q}^{\prime}\right)^{-1} G_{Q}\right) & -\bar{g}^{\prime} G_{Q}^{\prime}\left(G_{Q} G_{Q}^{\prime}\right)^{-1} & 1
\end{array}\right] } \\
& \times\left\{\left[\begin{array}{c}
X^{\prime}[k(c-a)+B y] \\
f_{Q} \\
\bar{f}
\end{array}\right]-w\left[\begin{array}{c}
\bar{g} \\
0 \\
0
\end{array}\right]\right\} \\
= & {\left[\begin{array}{c}
\left(I-G_{Q}^{\prime}\left(G_{Q} G_{Q}^{\prime}\right)^{-1} G_{Q}\right) X^{\prime}[k(c-a)+B y]+G_{Q}^{\prime}\left(G_{Q} G_{Q}^{\prime}\right)^{-1} f_{Q} \\
-\left(G_{Q} G_{Q}^{\prime}\right)^{-1} G_{Q} X^{\prime}[k(c-a)+B y]+\left(G_{Q} G_{Q}^{\prime}\right)^{-1} f_{Q} \\
\bar{f}-\bar{g}^{\prime} \tilde{\beta}
\end{array}\right] } \\
& +w\left[\begin{array}{c}
\left(I-G_{Q}^{\prime}\left(G_{Q} G_{Q}^{\prime}\right)^{-1} G_{Q}\right) \bar{g} \\
-\left(G_{Q} G_{Q}^{\prime}\right)^{-1} G_{Q} \\
-\bar{g}^{\prime}\left(I-G_{Q}^{\prime}\left(G_{Q} G_{Q}^{\prime}\right)^{-1} G_{Q}\right) \bar{g}
\end{array}\right] \\
= & {\left[\begin{array}{c}
\tilde{\beta} \\
\tilde{\lambda}_{Q} \\
\tilde{q}
\end{array}\right]+w\left[\begin{array}{c}
\delta \beta_{j} / \delta w \\
\delta \lambda_{Q j} / \delta w \\
\delta q / \delta w
\end{array}\right] . }
\end{aligned}
$$

For $w=0$, these equations reduce to (31), (32), and (45). Now increase $w$. Any of five things can happen:

1. $q=0$. Stop. The problem is solved.
2. Some constraint in I reaches equality. Then move it into $\mathbf{Q}$ making the appropriate changes in the matrices and continue.
3. For some constraint in $\mathbf{Q}, \lambda=0$. Move it into $\mathbf{I}$ and continue.
4. Some data point reaches a corner. Make the appropriate transition and continue.
5. $\beta$ and $q$ become independent of $w$ and $\lambda_{Q}$ is nondecreasing in $w$ i.e. for all $j \in \mathbf{Q}, \delta \lambda_{Q_{j}} / \delta w \geqq 0$. Then the constraints are infeasible.

This algorithm can also be used to determine if the constraints are feasible. Let $n=m, X^{\prime} B X=I$, and $y=0$. Then one finds the feasible point of minimum square norm.
6. Weighting. There are at least three different types of weighting which can be applied. Let $W$ be an $n \times n$ diagonal matrix with each $w_{i i}>0$.

1. "Inside" weighting: Replace $\rho\left(y_{i}-x_{i}^{\prime} \beta\right)$ by $\rho\left(w_{i}\left(y_{i}-x_{i}^{\prime} \beta\right)\right)$ in the objective function. Equation (6) becomes

$$
\left(X^{\prime} W^{2} B X\right) \beta=X^{\prime} W[k(c-a)+W B y] .
$$

This type of weighting could be used to "correct" for differences in scale in the error associated with each data point.
2. "Outside" weighting: Replace $\rho(\cdot)$ by $w_{i i} \rho(\cdot)$. Then (6) becomes

$$
\left(X^{\prime} W B X\right) \beta=X^{\prime} W[k(c-a)+B y] .
$$

This type of weighting could be used to more closely fit certain data points than others. Such a need might arise in time series analysis. Another reason might be to provide some robustness against outliers in $X$. (See Maronna et al. [14], for details.)
3. "Robust" weighting: Replace $\rho(\cdot)$ by $\rho_{i}(\cdot)$ where $\rho_{i}(\cdot)$ differs from $\rho(\cdot)$ in that $k$ is replaced by $w_{i i} k$. Equation (6) becomes

$$
\left(X^{\prime} B X\right) \beta=X^{\prime}[W k(c-a)+B y] .
$$

This type of weighting could reflect that idea that certain data points are less likely to be outliers than others. If some $w_{i i}$ goes to $+\infty$, then that data point cannot be an outlier.
7. Conclusion. In this paper, we have presented a new variant of Huber's classic $M$-estimator. Perhaps the most important facet of our estimator is its intuitive appeal. Intuitively, least squares is good for small errors and least absolute residuals is good for large errors. Our estimator should perform acceptably well in either environment. Various tradeoffs between efficiency at the Gaussian and robustness can be made by the choice of $\alpha$. We made the point that our estimator can be considered to be a generalization of the trimmed mean. Although it was not stressed in this paper, for asymmetric contamination our estimator should perform better than the trimmed mean.

We also presented a series of algorithms to compute our estimator. These algorithms all have a unifying structure:

We compute the solution to a problem that we know how to solve. Then we modify that problem continuously via a one-dimensional parameter. Within a restricted range, the solution varies linearly with the parameter. When the limit is reached, a partition is changed and the process repeats.

This type of algorithm allows for exact calculations as opposed to most iterative algorithms which terminate when the difference in the solution from one iteration to the next is sufficiently small. More work needs to be done on the time requirements of these algorithms, principally the ABC algorithm and the algorithm to include constraints on an otherwise unconstrained problem. It is possible that the recursive form of the ABC algorithm is faster than the nonrecursive form. Also, it is not known whether the best time to impose the constraints is at the beginning, sometime in the middle, or at the end. It is also not known how fast our algorithm for determining the feasibility of constraints is compared with our algorithms, e.g. Simplex.
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# THE COLLINEARITY PROBLEM IN LINEAR REGRESSION. THE PARTIAL LEAST SQUARES (PLS) APPROACH TO GENERALIZED INVERSES* 
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#### Abstract

The use of partial least squares (PLS) for handling collinearities among the independent variables $X$ in multiple regression is discussed. Consecutive estimates (rank $1,2, \cdots$ ) are obtained using the residuals from previous rank as a new dependent variable $y$. The PLS method is equivalent to the conjugate gradient method used in Numerical Analysis for related problems.

To estimate the "optimal" rank, cross validation is used. Jackknife estimates of the standard errors are thereby obtained with no extra computation.

The PLS method is compared with ridge regression and principal components regression on a chemical example of modelling the relation between the measured biological activity and variables describing the chemical structure of a set of substituted phenethylamines.


Key words. collinearity, linear regression, conjugate gradients, principal components, cross validation, chemometrics

1. Introduction. In multiple regression, linear or nonlinear, collinearities among the independent variables $x_{j}$ sometimes cause severe problems. (For notation, see below equation (1)). The estimated coefficients $\hat{\boldsymbol{\beta}}_{j}$, can be very unstable, and thereby far from their target values. In particular, this makes predictions by the regression model to be poor.

In many chemical applications of multiple regression, like the present example of relationships between chemical structure and biological activity, the predictive properties of the models are of prime importance and the regression estimates therefore often need to be stabilized. The present example can be seen as a special case of response surface modelling, an area where the collinearity problem has been recognized as a serious problem (Box and Draper (1971), Gorman and Toman (1966), Draper and Smith (1966)).

In applied work, the collinearity problem is often handled by selecting a subset of variables by a stepwise procedure. See Hocking (1976) for a review. We shall not consider this subset strategy here, but shall limit ourselves to the data analysis with all variables included in the model.
2. Existing methods. Three principal ways are described in the statistical literature to accomplish a stabilization of the regression estimates $\hat{\boldsymbol{\beta}}_{j}$ in a given regression model. Adopting the usual notation (see e.g. Draper and Smith (1981, p. 72)), the linear model is:

$$
\begin{equation*}
y=X b+e . \tag{1}
\end{equation*}
$$

Here $X$ is a $n \times p$ matrix, containing the values of the $p$ predictor variables at the $n$ data points, $b=\left(\beta_{1}, \cdots, \beta_{p}\right)^{\prime}$ is a $p$-dimensional column vector containing the regression coefficients, and $e=\left(\varepsilon_{1}, \cdots, \varepsilon_{n}\right)^{\prime}$ is an $n$ vector containing the errors which

[^78]are assumed to be uncorrelated, to be normal and to have the same variance. The prime ' denotes the transpose of a vector or matrix.

The first way, usually called ridge regression (Hoerl and Kennard (1970)) is based on adding a small number, $k$, to all elements in the diagonal of the moment matrix $X^{\prime} X$. Thus, instead of inverting $X^{\prime} X$, one inverts ( $X^{\prime} X+k \cdot I$ ), which gives the regression estimates

$$
\begin{equation*}
b_{\text {ridge }}=\left(X^{\prime} X+k \cdot I\right)^{-1} \cdot X^{\prime} y . \tag{2}
\end{equation*}
$$

The "ridge parameter," $k$, is usually chosen between 0 and 1 . The specific value of $k$ is often based on an inspection of a plot of the regression estimates against $k$ (see Fig. 1 for an example). Golub, Heath and Wahba (1979) estimate $k$ directly from the data using generalized cross validation. Ridge regression has recently been reviewed by Draper and Van Nostrand (1979) and by Hocking (1976) (see also Smith and Campbell (1980)). The solution of nonlinear regression using ridge estimates in the iterative updating is a well established numerical practice (see Marquardt (1970) where the correspondence between the two situations is discussed).

The second approach to the stabilization of the regression estimates is based on the contraction of $X^{\prime} X$ to a matrix of smaller rank. This is, for instance, accomplished by expanding $X^{\prime} X$ in terms of its eigenvectors (principal components) and then retaining only the first $r$ of these $p$ eigenvectors to represent $X^{\prime} X(r<p)$. This gives the solution the form of a generalized inverse (Marquardt, 1970). A more elegant and more numerically stable formulation of that approach is based on the singular value decomposition (SVD, see Golub and Kahan (1965)) of $X$ itself. The $r$ first singular vectors can then be regarded as new independent predictor variables, principal components regression (see Hocking (1976) for a review).

Marquardt (1970) and others (Hawkins (1975), Mayer and Willke (1973)), showed the close similarity (but nonequivalence) between ridge and generalized inverse estimates. A large literature on closely related problems in numerical analysis, so-called ill-posed problems, addresses the collinearity problem in linear models along essentially the same two lines (see Varah (1979), Björck and Elden (1979), Wahba (1977)).

A third, less often used approach, is the so called James-Stein estimates. These consist of the ordinary least squares estimates multiplied by a shrinking factor $\varphi$ $(0<\varphi<1)$. The use of these shrunk estimates in multiple regression has recently been reviewed by Draper and van Nostrand (1979) and Hocking (1976).
3. The PLS method. In the present article we investigate the properties of so called PLS estimates (partial least squares) adapted to the multiple regression problem. PLS was recently developed for modelling information-scarce situations in Social Sciences (H. Wold, 1975, 1982). We show that the present PLS estimation is a variant of the conjugate gradient method developed in numerical analysis for the calculation of generalized inverses (Hestenes and Stiefel (1952), Golub and Kahan (1965), Paige and Saunders (1982)). Each step of the conjugate gradient algorithm gives the PLS estimate of the corresponding rank.

The predictive significance of each sequential estimate can be tested by cross validation with only a small amount of additional computation. One simultaneously obtains jackknife estimates of the regression coefficient standard errors. Thus an efficient stopping rule is obtained; the rank is used which gives the model the best predictive properties in the cross-validatory sense.

The method is particularly attractive because (1) only two vector-matrix multiplications are needed for each successive rank estimate; and (2) the calculations are
performed on the raw data $y$ and $X$ and the moment matrix needs not be calculated. This makes the method suitable for large problems where the amount of computation with standard methods of matrix inversion or diagonalization becomes prohibitive. Examples of such large problems are found in protein X-ray crystallography (Konnert (1976)) and geodesy (Kolata (1978)). With the proliferation of microcomputers, fast and simple-to-program methods are of interest also for small and moderate problems.
4. Details of the estimation. The PLS algorithm, in its general, mode $A$ formulation, deals with variables blocked in $q$ blocks, and forms a sequence of rank one approximations to the combined data matrix. In this paper, we consider only the case with two blocks, one of them furthermore restricted to consisting of only one variable. Let the data matrices for the two blocks be $X$ and $y$, and denote the combined matrix by

$$
Z=[X \mid y] .
$$

We then successively form a sequence of residual matrices $Z_{s}$, using the following algorithm:

Algorithm PLS.

1. Start $Z_{1}=[X \mid y], b_{0}=0$.
2. For $s=1,2, \cdots$, until $\left\|Z_{s}\right\|$ is small
3. $u_{s}=X_{s} X_{s}^{\prime} y_{s} /\left\|X_{s}^{\prime} y_{s}\right\|$.
4. $c_{s}=Z_{s}^{\prime} u_{s} / u_{s}^{\prime} u_{s}, c_{s}=\left(a_{s}^{\prime}, \rho_{s}\right)^{\prime}$.
5. $Z_{s+1}=Z_{s}-u_{s} c_{s}^{\prime}$.
6. Solve $A_{s}^{\prime} b_{s}=r_{s}, r_{s}=\left(\rho_{1}, \cdots, \rho_{s}\right)^{\prime}$ for $b_{s}$.

We first note that

$$
U_{r}=\left[u_{1}, \cdots, u_{r}\right]
$$

builds up an orthogonal basis of the range of $X$, since $X_{s+1}$ is the projection of $X$ orthogonal to $U_{s}$, (see step 2.3):

$$
X_{s+1}=X_{s}-\frac{u_{s} u_{s}^{\prime} X_{s}}{u_{s}^{\prime} u_{s}}=\left(I-\frac{u_{s} u_{s}^{\prime}}{u_{s}^{\prime} u_{s}}\right) X_{s}=\left(I-\frac{u_{s} u_{s}^{\prime}}{u_{s}^{\prime} u_{s}}\right) \cdots\left(I-\frac{u_{1} u_{1}^{\prime}}{u_{1}^{\prime} u_{1}}\right) X
$$

making $u_{s+1}^{\prime} U_{s}=0$. Noting that step 2.1 is a gradient step, we see then that the PLS algorithm is actually equivalent to a conjugate gradient algorithm applied to the normal equations of the system (1). The right vectors denoted by $a_{s}$ are not orthogonal, so in order to solve for the regression coefficients, we have to update the solution of an underdetermined system in step (2.4).

The formulation in algorithm PLS is of interest since it shows the close connection to the principal components regression and total least squares (Golub, van Loan (1980)) algorithms, in that they all build up $Z$ as a sum of rank one matrices. However for actual computation, especially for large problems where the updating step (2.3) becomes time-consuming, we suggest that a reliable implementation of conjugate gradients be used. The algorithm LSQR (Paige and Saunders (1982)) is the preferred choice.

Algorithm LSQR. (see Paige and Saunders (1982) for details).

1. Start $\theta_{1} v_{1}=X^{\prime} y, \rho_{1} p_{1}=X v_{1}$.
2. For $s=1,2, \cdots$
3. $\theta_{s+1} v_{s+1}=X^{\prime} p_{s}-\rho_{s} v_{s}$.
4. $\rho_{s+1} p_{s+1}=\boldsymbol{X} v_{s+1}-\theta_{s+1} p_{s}$.

The positive numbers $\theta_{s}$ and $\rho_{s}$ are normalization coefficients chosen to give the vectors $v_{s}$ and $p_{s}$ unit length. We have given the algorithm bidiag 2 of Paige and Saunders (1982), which is a simple transformation of the algorithm bidiag 1 that they have actually implemented.

We see that the vectors $p_{s}$ of algorithm LSQR are proportional to the vectors $u_{s}$ of algorithm PLS. In fact, the two algorithms are equivalent, and give the same sequence of solutions. Convergence occurs when $\theta_{s+1}$ or $\rho_{s+1}$ become negligible, and since the vectors are orthogonal, this occurs for $s=r$, the rank of $X$, if not earlier. Often sufficiently good numerical results are obtained much earlier.
5. Data scaling. The PLS estimates depend on the scaling of the variables $x_{j}$ as do ridge and principal components regression estimates. Thus, a variable $x_{j}$ with large variance will get a larger weight $v_{j}$, and hence give a larger influence on the latent variable $u$ than a variable $x_{j}$ with a small variance.

When no prior information about the relative importance of the independent variables is available, centering the variables $x_{j}$ to mean zero and scaling to unit length is probably the best alternative. As noted by Draper and van Nostrand (1979): "This at least forces everyone to do the same calculations in circumstances where compelling prior information is lacking."
6. Cross validation and jackknife. Cross validation (Stone (1974) and Geisser (1974)) is a technique which is very useful in estimating the optimal complexity of a model for a given data set. The data set is divided into a number of groups. The model, with a given complexity, is fitted to the data set reduced by one of the groups. Predictions are calculated by the fitted model for the deleted data and the sum of squares of predicted minus observed values for the deleted data is formed. Then, in a second round, the same procedure is repeated but with the second group held out. Then a third round is performed, etc., until each data point has been held out once and only once. The total sum of squares of predictions minus observations then contains one term from each point. This sum, abbreviated PRESS, is a measure of the predictive power of the model with the given complexity for the given data set.

Cross validation has attractive theoretical properties (Wahba (1977)). Golub, Heath and Wahba (1979) use it to estimate the optimal ridge factor in ridge regression. It has been used as a criterion to select variables in multiple regression (Allen, 1971), for selecting the smoothing factor in spline fitting (Wahba and Wold (1974), Craven and Wahba (1979)), to select the best number of components in principal components analysis (S. Wold, 1978), and for hypothesis testing in PLS modelling (H. Wold (1982)). In the PLS estimation discussed here, we wish to estimate the optimal rank of the estimate, i.e. when to stop the algorithm. We divide the cases into $G$ groups. With one of these groups deleted one still gets estimates for $v_{s+1}$ in step (2.1) of algorithm LSQR, which allows the "latent" variable $X v_{s+1}$ in step (2.2) to be estimated for all $n$ data points, including those deleted. The residual $p_{s+1}$ is then estimated based on the retained points, and prediction errors computed for those deleted. The PRESS is then calculated as the sum of squares of the predicted residuals for the deleted points. A second part of the data set is then held out, squared prediction errors are added to the PRESS and so on.

Note that in algorithm LSQR we have scaled $p_{s}$ to unit length. When comparing prediction errors in different steps, we use the unscaled residuals

$$
p_{s_{\mathrm{UNSC}}}=\left(\rho_{1} \rho_{2} \cdots \rho_{s}\right) /\left(\theta_{1} \cdots \theta_{s-1}\right) p_{s} .
$$

An alternative way of performing cross validation, which is to be used when the
successive PRESS • es are to be compared with ridge-PRESS and ordinary least squares PRESS, is to make the total calculation up to the last significant PLS rank separately for each subgroup deletion.

In large problems, repeated calculations with deletion of one group after another may be too time-consuming. In such cases, however, there are usually so many data points that one with little loss can make a small part, say 5 or $10 \%$, of the data a "test set." The estimation is then based on the remaining 90 or $95 \%$ of the data and the validation is made by letting the model predict the values in the test set. Thus the test set never enters the estimation; it is used only to estimate the "optimal rank" of the model.

The jackknife method (see Duncan (1978) and Miller (1974) for reviews) is closely related to cross validation in that it makes use of the data several times, each time with a subset of the data deleted from the calculation. The scope of the jackknife is to use the variation in the resulting parameter estimates $\hat{\beta}$ to calculate standard errors of these estimates. It is a "soft," data-oriented approach, in contrast to methods based on "hard" models such as maximum-likelihood methods (see H. Wold (1982) for a discussion). Denoting the value of $\hat{\beta}_{j}$ obtained when subgroup $i(i=1,2, \cdots, I)$ is deleted by $\hat{\beta}_{j i}$, one first forms the pseudo-values $P_{j i}$ as:

$$
P_{j i}=I \cdot \hat{\beta}_{j}-(I-1) \hat{\beta}_{j i} \quad(i=1,2, \cdots, I) .
$$

These values have the averages

$$
\bar{P}_{j}=\frac{1}{I} \sum_{i} P_{j i}
$$

and the estimated standard errors:

$$
s_{j}=\left[\frac{1}{I(I-1)} \sum\left(P_{j i}-\bar{P}_{j}\right)^{2}\right]^{1 / 2}
$$

7. A chemical example. Dunn, Wold and Martin (1978) tried to relate the biological activity, $y$ (the stimulation of the $\beta$-receptor measured by Lefkowitz et al., 1976), of $n=16$ similar chemical compounds to a set of 8 variables $x_{j}$. These variables describe various morphological and physicochemical properties of these compounds, such as electronic and steric properties of the substituent in a certain position and the lipophilic character and receptor-binding strength of the whole molecule. The data are shown in Table 1.

In their analysis, Dunn, Wold and Martin (1978) use principal components regression, contracting the matrix $X$ to its first two singular vectors.

Here we reanalyze the same data using partial least squares, PLS. For comparison we have used ordinary least squares (OLS), principal component regression (PCR), James Stein shrunk estimate (JS), ridge regression (RR), and finally total least squares (TLS).

To evaluate the goodness of fit of the various models, we use the predictive sums of squares (PRESS) as described above in § 6 . The data were divided into 3 groups (no. $1=$ points $1,4,7, \cdots$, no. $2=$ points $2,5,8, \cdots$, no. $3=$ points $3,6,9, \cdots$ ). Thus, the jackknife standard errors were also obtained for the PLS estimates.

Figure 1 shows the variation of the ridge estimates, PRESS and the residual sum of squares with the ridge parameter $k$. PRESS has a minimum around $k=2.0$, which is larger than the maximal recommended value of 1.0 (Hoerl and Kennard (1970)).

TAble 1
Observed $\beta$-receptor agonist activity ( $y$ ) for 15 compounds of the formulae


The structural descriptors $x_{1}$ to $x_{8}$ are, in order: $x_{1}=\log$ equilibrium constant for the binding of the molecule to a receptor model, $x_{2}=\log$ acidity constant, $x_{3}=$ lipophilicity (tendency to prefer fatty tissues compared to aqueous phase, e.g. blood) of the phenyl part ( $\mathrm{X}, \mathrm{Y}-\mathrm{C}_{6} \mathrm{H}_{4}$ in the formulae above) as measured on the model system octanol-water (see Hansch et al. (1973)), $x_{4}$ and $x_{5}$ are lipophilicities of groups $\mathrm{R}_{1}$ and $\mathrm{R}_{2}$, respectively, defined in the same way as $x_{3}, x_{6}$ and $x_{7}$ are Taft's $\sigma^{*}$ and $E_{s}$ of the group $\mathrm{R}_{2}$ which measure the electronic and steric properties of the group (see Hansch et al. (1973)) and $x_{8}$ is an indicator variable equal to 1 when $\mathrm{R}=\mathrm{OH}$ and 0 when $\mathrm{R}=\mathrm{H}$.

| $t$ | $y$ | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{7}$ | $x_{8}$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 4.39 | 4.55 | 8.93 | 1.14 | 0.70 | 0.19 | 0.49 | 1.24 | 1 |
| 2 | 4.42 | 4.74 | 8.93 | 1.14 | 1.23 | 0.19 | 0.49 | 1.24 | 1 |
| 3 | 5.00 | 5.07 | 9.29 | 1.14 | 0.19 | 0.70 | 0.00 | 0.00 | 1 |
| 4 | 5.85 | 5.77 | 9.90 | 1.14 | 0.19 | 1.64 | -0.10 | -0.47 | 1 |
| 5 | 4.35 | 4.62 | 9.90 | 1.14 | 1.23 | 1.64 | -0.10 | -0.47 | 1 |
| 6 | 4.51 | 4.41 | 9.93 | 1.14 | 1.23 | 2.35 | -0.20 | -0.51 | 1 |
| 7 | 6.33 | 6.17 | 9.19 | 1.14 | 0.19 | 2.83 | -0.13 | -0.93 | 1 |
| 8 | 6.37 | 6.17 | 9.19 | 1.14 | 0.19 | 2.56 | -0.13 | -0.93 | 1 |
| 9 | 4.68 | 4.33 | 10.03 | 1.14 | 0.19 | 2.42 | -0.08 | -0.38 | 0 |
| 10 | 5.04 | 4.62 | 10.29 | 1.14 | 0.19 | 3.36 | -0.13 | -0.93 | 0 |
| 11 | 7.10 | 7.22 | 9.29 | 1.14 | 0.19 | 2.43 | -0.30 | -1.60 | 1 |
| 12 | 5.04 | 4.64 | 10.22 | 1.14 | 0.19 | 2.95 | -0.08 | -0.38 | 0 |
| 13 | 6.00 | 5.62 | 9.94 | -0.07 | 0.19 | 1.64 | -0.19 | -0.47 | 1 |
| 14 | 5.48 | 6.19 | 9.77 | -0.07 | 0.19 | 1.64 | -0.19 | -0.47 | 1 |
| 15 | 7.10 | 7.85 | 9.29 | -0.07 | 0.19 | 3.80 | -0.30 | -1.60 | 1 |

The OLS PRESS is 3.16 which is considerably higher than the best ridge value of 2.11 . The PLS PRESS is 2.06 , very close to the ridge optimum. The PCR value of 2.56 (with two components) is somewhat larger. The James-Stein estimates give a minimal PRESS $=2.57$ for the shrinking factor of 0.82 . The PCR PRESS for three components equals 2.12. TLS (minimum norm) gave PRESS $=2.02$ for rank $=3$, and behaved very similarly to PCR for low ranks. When full rank is approached, it behaved differently. Note that in order to get a minimum norm TLS solution, the complete singular value decomposition is needed (see Golub and Van Loan (1980, formula (2.7)).

We also tested cross validation with 5 and 15 groups, i.e. only one point deleted. The results are not significantly different; in some cases we got a sharper minimum for PRESS with 5 groups. Generally, few groups are expected to give a conservative estimate of complexity, since the risk of overfitting is smaller.

Table 2 shows the estimated values of the regression coefficients $\hat{\beta}_{j}$ for the various methods. It is seen that the Ridge, PLS and PCR values are shrunk compared with the OLS values, the PLS and PCR values being the most shrunk. The ridge, PCR (2) and the PLS (2) agree within about 2 standard errors of the latter.
8. Discussion. The PLS method gives a solution to the multiple regression problem which is stabilized in comparison with the OLS solution and which has, at least in the examples investigated, a comparable prediction error to ridge regression. The very simple computations involved makes the method suitable for large problems and


Fig. 1. Estimated values for regression coefficients 1 through 8 as functions of the ridge parameter $k$. Also plotted are the estimates corresponding to the TLS, JS, PLS and PCR solutions (see Table 2). The sum of squared residuals and the cross validation variance are plotted in relative scales.

Table 2
Resulting estimates of the regression coefficients $\beta_{j}$ (data in Table $1^{*}$ ) for the different methods of estimation. SS is the residual sum of squares obtained when the model is fitted to all data. PRESS is the corresponding predictive sum of squares obtained by cross validation with the data divided into three groups. OLS is ordinary least squares, JS is James-Stein estimate with shrinking factor 0.82 , RR ridge regression with $k=2.0$, PCR principal components regression with 2 and 3 components, TLS is total least squares and PLS is partial least squares rank 1 and 2, respectively. The PLS(2) standard errors (s.err) were calculated by the jackknife method.

| Var. no | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | SS | PRESS |
| :--- | ---: | ---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| OLS | .636 | .080 | .095 | -.308 | .169 | .241 | -.278 | .238 | 0.61 | 3.156 |
| JS (.82) | .522 | .066 | .078 | -.252 | .138 | .197 | -.228 | .195 | 1.04 | 2.569 |
| RR (2.0) | .432 | -.143 | .011 | -.267 | .133 | -.049 | -.200 | .133 | 0.82 | 2.114 |
| PCR (2) | .325 | -.121 | -.210 | -.144 | .111 | -.184 | -.210 | .194 | 1.99 | 2.557 |
| PCR (3) | .354 | -.235 | .018 | -.162 | .168 | -.164 | -.262 | .172 | 1.15 | 2.117 |
| TLS (3) | .379 | -.274 | .030 | -.260 | .161 | -.125 | -.244 | .132 | 0.88 | 2.015 |
| PLS (1) | .284 | -.069 | -.122 | -.192 | .161 | -.184 | -.223 | .085 | 2.15 | 3.030 |
| PLS (2) | .372 | -.205 | -.090 | -.226 | .119 | -.128 | -.211 | .166 | 1.06 | 2.062 |
| s.err | .058 | .081 | .103 | .046 | .009 | .047 | .016 | .045 |  |  |

[^79]for the implementation on micro-computers and desk calculators. Cross validation provides a simple and straightforward stopping rule; it also makes it simple to compare the estimates of different methods and to calculate jackknife standard errors.

The situation treated in the present article is a simple special case of the general PLS modelling and estimation. The favorable predictive properties of the PLS estimates found in this case is encouraging for the utility of more extended PLS models (cf. H. Wold, 1982).

We have been using the principal components of $X$ as a means of discriminating between different classes of "objects" (cases, compounds), each object being characterized by values of the variables $x_{j}$ (Albano et al. (1978), Dunn et al. (1978), (1979), S. Wold et al. (1976), (1977), (1978)). The extra information provided by the variable $y$ in the present case might make the corresponding vectors $b_{s}$ superior to the ordinary principal components in the context of discriminant analysis and pattern recognition, a subject which we are currently investigating.

In a forthcoming report we will also investigate statistical and numerical aspects on the PLS method, and show how the 8 theorems given by Marquardt (1970) for ridge and principal component regression translate into this situation. We will also investigate computational aspects, especially for large problems. For large sparse problems, e.g., the geodesy problem, a reformulation as a multiple block PLS problem might prove advantageous.
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# AN EFFICIENT ALGORITHM FOR SOLVING GENERAL LINEAR TWO-POINT BVP* 

R. M. M. MATTHEIJ $\dagger$ AND G. W. M. STAARINK $\ddagger$


#### Abstract

A new method is described to compute the solutions of linear BVP in an efficient and stable way. The stability is achieved by decoupling the multiple shooting recursion; this means that the choice of output points can be made virtually without regard to restrictions. By fixing the number of integration steps per "shooting" interval and assembling as many of them as is needed to fit the user's requirements, high efficiency is gained. Apart from a mathematical description, we also give a stability analysis of the method. A large number of numerical examples confirm this analysis and illustrate the possibilities of the algorithm.
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1. Introduction. There exists an ever growing literature on two-point-boundaryvalue problems that has produced a large number of methods for solving them, see e.g. [1], [2], [4], [5], [6], [8], [9], [17], [18]. Still, even for linear problems there is room for improvements. These are related to questions regarding the efficiency of the method, in particular, for more general boundary conditions (BC), the flexibility with respect to the choice of output points (whether user requested or code determined) and last but not least the problem of how to control the stability. In this paper we shall describe a multiple shooting algorithm which grew out of a number of ideas, developed in part in previous work cf. [11], [12], [13], [15] and matured while attempting to write a general purpose FORTRAN code MUTS. We consider the linear ODE

$$
\begin{equation*}
\frac{d x}{d t}=L(t) x+f(t), \quad \alpha \leqq x \leqq \beta, \tag{1.1}
\end{equation*}
$$

where $L$ is an $n \times n$ matrix function and $f$ an $n$ vector function, and assume that the solution $x$ satisfies the BC

$$
\begin{equation*}
M_{\alpha} x(\alpha)+M_{\beta} x(\beta)=b, \tag{1.2}
\end{equation*}
$$

where $M_{\alpha}$ and $M_{\beta}$ are $n \times n$ matrices and $b$ is an $n$ vector. We consider mildly stiff ODE only (i.e. $|L|$ has no very large eigenvalues). Since our method employs orthogonalization at the shooting points it is a remote cousin of the Godunov-Conte algorithm [3] (see also the implementation in [18]). We like to emphasize, however, that our motivation is different. While orthogonalization in [3], [18] is used to maintain (or rather "restore") independence of a number of basic solutions, we feel that decoupling of solution spaces into increasing and decreasing modes is the key to get around the inherent (initial value) instability. Therefore, in our opinion, it is the triangularization (at least block triangularization) of the incremental matrices, that is crucial for this technique and we shall give some remarkable examples that underline this. Triangularization of the multiple shooting recursion makes the use of (special) sparse matrix solvers, like in [2], or (perhaps not always stable) initial value recursion

[^80]techniques, like in [5], [20], superfluous. Like most codes we employ an adaptive integrator. Another novelty is that we use efficiency arguments to select the so-called minor shooting intervals (cf. [15]). The so-called major shooting points (where the solution will be given as output) are a subset of the previous set and can be specified by the user, either directly or indirectly. Using the decoupling it can be shown that assembly of minor into major intervals does not affect the global errors, thus insuring stability and reasonable flexibility in the choice of output points.

In § 2 we first give a description of the triangularization technique. The actual algorithm is given in §3. The stability of the method is considered in $\S 4$ and we conclude with a number of numerical examples in $\S 5$.
2. Triangularization of multiple shooting recursions. In a multiple shooting algorithm, the interval $[\alpha, \beta]$ is divided into a number, say $N$, of subintervals, $\left[t_{i}, t_{i+1}\right]$, $i=0, \cdots, N-1$. On each interval $\left[t_{i}, t_{i+1}\right]$ a fundamental solution, say $F_{i}$, and a particular solution, say $w_{i}$, is computed. Hence for each $i$ there exists a vector $y_{i}$ such that

$$
\begin{equation*}
x(t)=F_{i}(t) y_{i}+w_{i}(t), \quad i=0, \cdots, N . \tag{2.1}
\end{equation*}
$$

(N.B. the relation for $i=N$ is added to make the formulae later on look nicer.) By matching the relations (2.1) at $t_{i+1}$ for $i=0, \cdots, N-1$ we obtain the recurrence relation

$$
\begin{equation*}
F_{i+1}\left(t_{i+1}\right) y_{i+1}=F_{i}\left(t_{i+1}\right) y_{i}+w_{i}\left(t_{i+1}\right)-w_{i+1}\left(t_{i+1}\right) . \tag{2.2}
\end{equation*}
$$

Suppose we choose the fundamental solutions $F_{i}$ such that $\forall_{i} F_{i}\left(t_{i}\right)=I$, then

$$
\begin{equation*}
A_{i}:=F_{i}\left(t_{i+1}\right) \tag{2.3}
\end{equation*}
$$

is the incremental matrix (Wronskian) on $\left[t_{i}, t_{i+1}\right]$. If we let

$$
\begin{equation*}
g_{i}:=w_{i}\left(t_{i+1}\right)-w_{i+1}\left(t_{i+1}\right) \tag{2.4}
\end{equation*}
$$

then (2.2) reads

$$
\begin{equation*}
y_{i+1}=A_{i} y_{i}+g_{i}, \quad i=0, \cdots, N-1 . \tag{2.5}
\end{equation*}
$$

From (1.2) and (2.1) we therefore see that the sequence $\left\{y_{i}\right\}_{i=0}^{N}$ must satisfy the BC

$$
\begin{equation*}
M_{\alpha} y_{0}+M_{\beta} y_{N}=c:=b-M_{\alpha} w_{0}\left(t_{0}\right)-M_{\beta} w_{N}\left(t_{N}\right) \tag{2.6}
\end{equation*}
$$

The relations (2.5) and (2.6) together constitute the multiple shooting equations, cf. [5], [8], [12], [16], [17], [20]. Rather than solving them by some linear system solver, cf. [2], [8], [21], we use the recursion (2.5), in a way different from the approaches in [5], [20].

In order to understand the basic idea of our algorithm it is useful to assume that the homogeneous solution space of (1.1) is dichotomic, i.e. such that for some $k$ there exists a $k$ dimensional subspace of increasing solutions and an ( $n-k$ ) dimensional subspace of nonincreasing solutions. This implies that forward recursion of (2.5) is unstable (recall that $A_{i}$ was the incremental matrix). We therefore apply the decoupling method of [10], [11] in order to compute growing and nongrowing components separately. This goes as follows: let $Q_{0}$ be a given orthogonal matrix (see § 3). Then compute recursively a sequence of orthogonal matrices $\left\{Q_{i}\right\}_{i=1}^{N}$ and upper triangular matrices $\left\{U_{i}\right\}_{i=0}^{N-1}$ such that

$$
\begin{equation*}
A_{i} Q_{i}=Q_{i+1} U_{i}, \quad i=0, \cdots, N-1 . \tag{2.7}
\end{equation*}
$$

Writing

$$
\begin{equation*}
\tilde{y}_{i}:=Q_{i}^{-1} y_{i}, \quad \tilde{g}_{i}:=Q_{i+1}^{-1} g_{i}, \tag{2.8}
\end{equation*}
$$

we obtain the triangular recursion

$$
\begin{equation*}
\tilde{y}_{i+1}=U_{i} \tilde{y}_{i}+\tilde{g}_{i}, \quad i=0, \cdots, N-1 . \tag{2.9}
\end{equation*}
$$

It has been shown in [10], [11] that this decoupling gives $U_{i}$ of which the $k \times k$ left upper block represents the increments of the (transformed) increasing solutions and the $(n-k) \times(n-k)$ right lower block the increments of the nonincreasing solutions, if $Q_{0}$ is chosen appropriately. (Observe that the rounding error in $U_{i}$ is $O\left(\left\|A_{i}\right\| \varepsilon_{M}\right)$, where $\varepsilon_{M}$ denotes the machine epsilon.) We now partition matrices and vectors as

$$
U_{i}=\left(\begin{array}{cc}
B_{i} & C_{i}  \tag{2.10}\\
\varnothing & E_{i}
\end{array}\right), \quad \tilde{y}_{i}=\binom{\tilde{y}_{i}^{1}}{\tilde{y}_{i}^{2}},
$$

(where $B_{i}$ is a $k \times k$ matrix and $y_{i}^{1}$ is a $k$ vector) and employ the following decoupled recursions
(a) $\quad \tilde{y}_{i+1}^{2}=E_{i} \tilde{y}_{i}^{2}+\tilde{g}_{i}^{2}, \quad i=0, \cdots, N-1$,
(b) $B_{i} \tilde{y}_{i}^{1}=\tilde{y}_{i+1}^{1}-C_{i} \tilde{y}_{i}^{2}-\tilde{g}_{i}^{1}, \quad i=N-1, \cdots, 0$.

On account of the growth behaviour of the $E_{i}$ and $B_{i}$, we expect $\left\|\prod_{0}^{i-1} E_{j}\right\|$, $\left\|\left[\Pi_{i}^{N-1} B_{j}\right]^{-1}\right\|=O(1),{ }^{1}$ i.e. the recursions (2.11) are expected to be stable. This decoupled form is now employed to compute some particular solution of (2.9) and also a fundamental solution of the homogeneous part of (2.9). The desired particular solution $\left\{\tilde{y}_{i}\right\}$ then follows by superposition using the BC. The computation of these solutions goes as follows: Let the particular solution $\left\{\tilde{z}_{i}\right\}_{i=0}^{N}$ satisfy

$$
\begin{equation*}
\tilde{z}_{0}^{2}=0, \quad \tilde{z}_{N}^{1}=0 . \tag{2.12}
\end{equation*}
$$

Then $\left\{\tilde{z}_{i}^{2}\right\}_{i=0}^{N}$ can be found in a stable way using (2.11)(a), and $\left\{\tilde{z}_{i}^{1}\right\}_{i=N}^{0}$ using (2.11)(b) (note that the $C_{i} \tilde{z}_{i}^{2}$ terms are known now). Let the fundamental solution $\left\{\tilde{\Phi}_{i}\right\}_{i=0}^{N}$ satisfy

$$
\tilde{\Phi}_{0}^{2}=\left[\begin{array}{ll}
\varnothing & I_{n-k}
\end{array}\right], \quad \tilde{\Phi}_{N}^{1}=\left[\begin{array}{ll}
I_{k} & \varnothing \tag{2.13}
\end{array}\right] .
$$

Then $\left\{\tilde{\Phi}_{i}^{2}\right\}_{i=0}^{N}$ can be computed from the homogeneous part of (2.11)(a) (i.e. with $\forall_{i} \tilde{g}_{i}^{2}=0$ ) and $\left\{\tilde{\Phi}_{i}^{1}\right\}_{i=N}^{0}$ from the homogeneous part of $2.11\left(\right.$ b) (i.e. with $\forall_{i} \tilde{g}_{i}^{1}=0$ ).

Clearly, for some fixed vector $a$ we must have

$$
\begin{equation*}
\tilde{y}_{i}=\tilde{z}_{i}+\tilde{\Phi}_{i} a, \quad i=0, \cdots, N . \tag{2.14}
\end{equation*}
$$

If we substitute this for $i=0, N$ in the BC , we obtain a simple equation for $a$, viz

$$
\begin{equation*}
R a=c-M_{\alpha} Q_{0} \tilde{z}_{0}-M_{\beta} Q_{N} \tilde{z}_{N}, \tag{2.15}
\end{equation*}
$$

where

$$
\begin{equation*}
R:=M_{\alpha} Q_{0} \tilde{\Phi}_{0}+M_{\beta} Q_{N} \tilde{\Phi}_{N} \tag{2.16}
\end{equation*}
$$

Hence the solution to the recursion (2.5), satisfying (2.6) is given by

$$
\begin{equation*}
y_{i}=Q_{i}\left[\tilde{z}_{i}+\tilde{\Phi}_{i} a\right], \quad i=0, \cdots, N . \tag{2.17}
\end{equation*}
$$

The stability of this method will be discussed in § 4.

[^81]3. The multiple shooting algorithm. In this section we describe a multiple shooting algorithm that is designed to obtain flexibility with respect to output points and reliability with respect to the stability of all computations involved. It employs the ideas described in [15] and § 2 . In $\S 3.1$ we show how the orthogonalization and triangularization is actually implemented. In $\S 3.2$ we indicate how the integration of the ODEs is performed and how this is related to selecting the shooting points. In $\S 3.3$ we consider the question how the output points may be chosen. In $\S 3.4$ we show how an appropriate matrix $Q_{0}$ and the proper partitioning of the matrices $U_{i}$ (which was an important prerequisite for the stability of the recursions (2.11)) can be found. Finally, in § 3.5 we give a special strategy for choosing the particular solutions $w_{i}$ in order to obtain higher efficiency, in cases where the desired solution is very smooth.
3.1. Computation of the upper triangular recursion. In an actual implementation, the matrices $A_{i}$ (cf. (2.3), (2.5)) do not appear explicitly as we directly use the orthogonal matrices to define initial values of suitable fundamental solutions. This goes as follows: On $\left[t_{0}, t_{1}\right]$ we compute a fundamental solution $\hat{F}_{0}$ say with
\[

$$
\begin{equation*}
\hat{F}_{0}\left(t_{0}\right):=Q_{0} . \tag{3.1}
\end{equation*}
$$

\]

At $t_{1}$, decompose $\hat{F}_{0}\left(t_{1}\right)$ as

$$
\begin{equation*}
\hat{F}_{0}\left(t_{1}\right)=Q_{1} U_{0}, \quad Q_{1} \text { orthogonal, } \quad U_{0} \text { upper triangular. } \tag{3.2}
\end{equation*}
$$

On $\left[t_{1}, t_{2}\right]$ we proceed with the fundamental solution $\hat{F}_{1}$, satisfying

$$
\begin{equation*}
\hat{F}_{1}\left(t_{1}\right):=Q_{1} . \tag{3.3}
\end{equation*}
$$

In general, we compute on $\left[t_{i}, t_{i+1}\right]$ the fundamental solution $\hat{F}_{i}$ with

$$
\begin{equation*}
\hat{F}_{i}\left(t_{i}\right):=Q_{i}, \tag{3.4}
\end{equation*}
$$

and decompose

$$
\begin{equation*}
\hat{F}_{i}\left(t_{i+1}\right)=Q_{i+1} U_{i} \tag{3.5}
\end{equation*}
$$

Obviously the $\hat{F}_{i}$ are nothing but the transformed $F_{i}$ of $\S 2$, i.e. there holds

$$
\begin{equation*}
\hat{F}_{i}(t)=Q_{i} F_{i}(t) \tag{3.6}
\end{equation*}
$$

As for the particular solution, we choose

$$
\begin{equation*}
w_{i}\left(t_{i}\right):=0, \quad i=0, \cdots, N \tag{3.7}
\end{equation*}
$$

This means that

$$
\begin{equation*}
\tilde{y}_{i}=Q_{i}^{-1} x\left(t_{i}\right) . \tag{3.8}
\end{equation*}
$$

The transformed matching recursion then reads

$$
\begin{equation*}
\tilde{y}_{i+1}=U_{i} \tilde{y}_{i}+Q_{i+1}^{-1} w_{i}\left(t_{i+1}\right) . \tag{3.9}
\end{equation*}
$$

3.2. Adaptive integration and optimal complexity. A basic part of the algorithm is the integration of the particular and the fundamental solutions by some adaptive method. At present there are no codes available that are specially designed for integration both of increasing solutions and of nonincreasing solutions. Nevertheless, if the problem is not too stiff (in forward and backward direction) most currently available methods perform quite well. On account of its simplicity a fourth-fifth-order Runge-Kutta-Fehlberg method [7] is used in MUTS. A more detailed discussion of the use of this method for a nearly optimal shooting strategy can be found in [15]; we
use the results obtained there. First, the adaptivity feature is only employed to compute the particular solutions $w_{i}$ on some grid on which the number of points is fixed (say 5). Then the fundamental solution is integrated by the fourth order method on the same grid. The matrix at the last grid point is decomposed into an orthogonal and an upper triangular matrix as described in § 2.

In order to understand why this strategy makes sense, we first remark that each solution (homogeneous or inhomogeneous) is likely to contain a multiple of the most dominant mode. Since this mode essentially dictates the steplength, there is no need to use the adaptivity feature for more than one solution. Second, the $Q U$-decomposition is relatively cheap compared to an integration step (about a factor $1 / 5$ ) and therefore the complexity is mainly governed by the costs of integration. On account of the presence of increasing modes, larger intervals tend to make the integration less efficient; small intervals can make the overhead due to initialization etc. too high. Therefore a small (fixed) number of integration steps per shooting interval is preferred. This has two additional advantages. In the first place the shooting points are equidistributed (regarding the growth of the dominant mode) and in the second place we can choose our output points from a fairly dense grid. We remark that usually this strategy leads to a larger number of points than one may be interested in. In the next subsection we return to the latter question.
3.3. Assembly of minor shooting intervals. The strategy of $\S 3.2$ not only gives us more points than desired, usually, but also more than desirable from a storage point of view. Indeed, in principle we have to store the matrices $Q_{i}, U_{i}$ and the vectors $\tilde{g_{i}}$ at each shooting point. We propose two criteria for picking a subset suitable as output points. The first one is to choose points that correspond to an interval on which the most dominant mode does not grow more than a preset value; this results in a global equidistribution of these (major) shooting points. The second criterion is to take just a prescribed number of points. Both criteria can be used while marching from $t_{0}$ to $t_{N}$ by checking either the increments or the interval length. In composing such a major shooting interval we compute an updated incremental matrix and an inhomogeneous term at each step. Hence the number of incremental matrices to be stored is equal to the (smaller) number of major shooting intervals.

Suppose we want the incremental growth to be bounded by $M$. This assembly of (minor) shooting intervals then goes as follows. Let $t_{i_{j}}$ be the initial point of a major shooting interval. Define

$$
\begin{equation*}
W_{0}:=U_{i,}, \quad \tilde{G}_{j}:=\tilde{g}_{j} . \tag{3.10}
\end{equation*}
$$

If $\left\|W_{0}\right\| \geqq M$, then $t_{i_{j+1}}:=t_{i,+1}$, i.e. the minor interval is a major interval. Suppose this is not the case. Then for $s=1,2, \cdots$ we compute

$$
\begin{equation*}
W_{s}:=U_{i,+s} W_{s-1}, \quad \tilde{G}_{s}:=U_{i,+s} \tilde{G}_{s-1}+\tilde{g}_{i,+s} \tag{3.11}
\end{equation*}
$$

until $\left\|W_{s}\right\| \geqq M$. As a major interval we take ( $t_{i j}, t_{i_{i}+s+1}$ ) and define

$$
\begin{equation*}
V_{j}:=W_{s}, \quad \tilde{H}_{j}:=\tilde{G}_{s} \quad(\text { also if } s=0) \tag{3.12}
\end{equation*}
$$

The global (major) recursion for the sequence $\left\{\tilde{y}_{i j}\right\}$, then reads

$$
\begin{equation*}
\tilde{y}_{i_{i+1}}=V_{j} \tilde{y}_{i_{j}}+\tilde{H}_{j} \tag{3.13}
\end{equation*}
$$

At this point one might be suspicious whether we destroyed the advantages of our algorithm, as the updating in (3.11) is nothing but forward recursion! However, there is not a real threat for two reasons. First, we may choose $M$ such that $M \varepsilon_{M}\left(\varepsilon_{M}\right.$
the machine accuracy) is still smaller than the required tolerance (cf. [15]). Second, since the recursions are decoupled the error propagation is very special and we show in $\S 4.3$ that no significant error build-up, due to this assembly, is felt in the final solution approximant, however large $M$ may be chosen.
3.4. Choosing an appropriate $\boldsymbol{Q}_{0}$ and the proper partitioning. As we remarked in $\S 2$ we need to choose $Q_{0}$ properly in order to make sure that the induced upper triangular matrices $U_{i}$ have the desired ordering, i.e. such that the left upper blocks represent the incremental values of the increasing modes. Before we show how this is achieved in our algorithm it is useful to investigate how different choices of the initial value matrix $Q_{0}$ induce different sequences of orthogonal and upper triangular matrices and how these are related. So let $\hat{Q}_{0}$ be another initial value matrix and $\left\{\hat{Q}_{i}\right\}_{i=0}^{N}$ and $\left\{\hat{U}_{i}\right\}_{i=0}^{N-1}$ be the induced orthogonal and upper triangular matrices (cf. (2.7)), i.e.

$$
\begin{equation*}
A_{i} \hat{Q}_{i}=\hat{Q}_{i+1} \hat{U}_{i} \tag{3.14}
\end{equation*}
$$

Write (cf. (2.8))

$$
\begin{equation*}
\hat{y}_{i}:=\hat{Q}_{i}^{-1} y_{i}, \quad \hat{g}_{i}:=\hat{Q}_{i+1}^{-1} g_{i} . \tag{3.15}
\end{equation*}
$$

Then $\left\{\hat{y}_{i}\right\}$ satisfies

$$
\begin{equation*}
\hat{y}_{i+1}=\hat{U}_{i} \hat{y}_{i}+\hat{g}_{i} \tag{3.16}
\end{equation*}
$$

The recursions (2.9) and (3.16) may be called equivalent since we can define an equivalence relation by introducing

$$
\begin{equation*}
S_{i}:=Q_{i}^{-1} \hat{Q}_{i} . \tag{3.17}
\end{equation*}
$$

It is easy to see that the following equalities hold
(a) $U_{i} S_{i}=S_{i+1} \hat{U}_{i}$,
(b) $\hat{g}_{i}=S_{i+1}^{-1} \tilde{g}_{i}$,
(c) $\hat{y}_{i}=S_{i}^{-1} \tilde{y}_{i}$.

In our algorithm, we like $Q_{0}$ to be chosen such that the $B_{i}$ reflect the growth of the increasing solutions. This may be measured by inspecting the diagonal elements (= eigenvalues); in particular if the (major) shooting interval is not too small, this seems a suitable strategy. Assuming there is a global dichotomy (i.e. on the entire interval $\left[t_{0}, t_{N}\right]$ ) it suffices to make sure that the first assembled matrix $V_{0}$ (see § 3.3) has a properly ordered diagonal. This is done as follows. We start at $t=t_{0}$ with $Q_{0}=I$. Due to the tendency of the triangularization to give ordered diagonals in the upper triangular matrices (cf. power method arguments, see also [10], [11]), this will quite often be a satisfactory choice to achieve our goal. Anyway, at $t_{1}$ we check whether diag $\left(U_{0}\right)$ is ordered. If this is not the case, the columns of $U_{0}$ are reordered according to the absolute magnitude of the diagonal elements. This can be described by a permutation matrix $P_{0}^{1}(1)$ say (the one between parentheses indicates that the checking has been performed at $t=t_{1}$ and the superscript one that it is the first permutation trial). The permuted matrix is again decomposed into an orthogonal and an upper triangular matrix, say

$$
\begin{equation*}
U_{0}(0) P_{0}^{1}(1)=P_{1}^{1}(1) U_{0}^{1}(1), \tag{3.19}
\end{equation*}
$$

where $U_{0}(0):=U_{0}$.
If the matrix $U_{0}^{1}(1)$ is not yet ordered, this procedure has to be repeated. One should realize, however, that disordering is caused by the fact that the subspace spanned
by the first $k$ column vectors of $Q_{0}$ makes an extremely small angle with an initial value of a nonincreasing mode (cf. [11, § 5.1]); therefore in the (quite unlikely!) case of a disordered $U_{0}$ we expect such a permutation process to give a desired result after a few steps only, in which we have performed, for $j=1, \cdots, p$ say,

$$
\begin{equation*}
U_{0}^{j-1}(1) P_{0}^{j}(1)=P_{1}^{j}(1) U_{0}^{j}(1) \tag{3.20}
\end{equation*}
$$

Writing

$$
\begin{equation*}
S_{0}(1):=P_{0}^{1}(1) \cdots P_{0}^{p}(1) ; S_{1}(1):=P_{1}^{p}(1) \cdots P_{1}^{1}(1) ; U_{0}(1):=U_{0}^{p}(1) \tag{3.21}
\end{equation*}
$$

we thus have

$$
\begin{equation*}
U_{0}(0) S_{0}(1)=S_{1}(1) U_{0}(1) . \tag{3.22}
\end{equation*}
$$

If we indicate the original sequences $\left\{Q_{i}\right\}$ and $\left\{U_{i}\right\}$ by $\left\{Q_{i}(0)\right\}$ and $\left\{U_{i}(0)\right\}$, then using $Q_{0}(1):=S_{0}(1)$ as an initial matrix induces sequences of orthogonal matrices $\left\{Q_{i}(1)\right\}$ and upper triangular matrices $\left\{U_{i}(1)\right\}$. Obviously we thereby obtain an equivalent upper triangular recursion of which the transformation matrices are related by (cf. (3.17))

$$
\begin{equation*}
S_{i}(1):=\left[Q_{i}(0)\right]^{-1} Q_{i}(1) . \tag{3.23}
\end{equation*}
$$

(Note that $Q_{0}(0)=I$.) Since we are building a major shooting step (cf. § 3.3), we next check whether

$$
\begin{equation*}
W_{1}(1):=U_{1}(1) U_{0}(1) \tag{3.24}
\end{equation*}
$$

is ordered. If this is not the case we permute columns of $W_{1}(1)$ and decompose, as we did before with $U_{0}(1)$,

$$
\begin{equation*}
W_{1}(1) S_{0}(2)=S_{2}(2) W_{1}(2) \tag{3.25}
\end{equation*}
$$

where $S_{2}(2)$ is orthogonal and $W_{1}(2)$ is upper triangular. Now $S_{0}(2)$ induces another equivalent recursion which would follow from the transformations $\left\{Q_{i}(2)\right\}$ with $Q_{0}(2)$ := $S_{0}(1) S_{0}(2)$ and for which

$$
\begin{equation*}
S_{i}(2):=\left[Q_{i}(1)\right]^{-1} Q_{i}(2) . \tag{3.26}
\end{equation*}
$$

At this step the inhomogeneous term is updated like

$$
\begin{equation*}
\tilde{G}_{1}(2):=\left[S_{2}(2)\right]^{-1}\left\{U_{1}(1) \tilde{G}_{0}(1)+\tilde{g}_{1}(1)\right\} \tag{3.27}
\end{equation*}
$$

where $\tilde{g}_{j}(1):=Q_{j}^{-1}(1) \tilde{g}_{j}$ (cf. also (3.18)(b)). Typically at this point we have to store the most recently found initial matrix $Q_{0}(2)$, and also $Q_{2}(2), W_{1}(2)$ and $\tilde{G}_{1}(2)$. These four arrays are overwritten at each consecutive step by the new initial transformation matrix $Q_{0}(\cdot)$ (only if reordering of diagonal elements is needed), the most recent orthogonal factorization matrix $Q_{i+1}(\cdot)$, the most recent assembled upper triangular matrix $W_{i}(\cdot)$ and the most recent assembled forcing $\tilde{G}_{i}(\cdot)$ respectively. This updating is continued until the endpoint of the first major shooting interval is reached. At subsequent points no reordering is performed; if the solution space is dichotomic this seems quite reasonable. However, if there is no global dichotomy the ordering found at the beginning may not be the appropriate one globally. Therefore, the algorithm finally checks the product of the diagonals of the upper triangular matrices. If this turns out not to be ordered, a new round of permutations is performed giving new transformation matrices at the major shooting points and new upper triangular matrices describing increments between them (carried out as described in (2.7)).

Two remarks must be made. First, due to the tendency of larger increments to be in the left upper block if not by rounding errors then at least by (usually larger) discretization errors, there is a "natural" self-restoring effect (though not always appropriate, see Example 5.2). Second, if the problem is not dichotomic, it cannot be expected to be a very well conditioned one, as follows from [14, Thm. 3.17]; in other words, it is the problem, rather than the algorithm that is to be blamed for possible instabilities! In § 4.1 we indicate how we may monitor this instability. After the global ordering has been found to be satisfactory, a value of $k$, the dimension of the dominant subspace, is determined from inspection of the diagonal elements.
3.5. Special choice of the $w_{i}$, when the solution is very smooth. One of the main problems in multiple shooting is that the efficiency of the integration is almost always dictated by the most rapidly increasing modes. This is unsatisfactory if the solution $x$ is very smooth (and most multiple shooting codes suffer from this problem). In looking for ways to make our code as efficient as possible, we have experimented with a version that chooses particular solutions $w_{i}$ in which the dominant mode component is much less influential. The idea is conceptually very simple and is another evidence of the usefulness of decoupling the recursion while marching from $\alpha$ to $\beta$. First we define some $\bar{w}_{i}\left(t_{i}\right)$, equal to $w_{i-1}\left(t_{i}\right)$ except for components that may belong to the dominant modes, by projection of $w_{i-1}\left(t_{i}\right)$ on the dominant solution space. Specifically,

$$
\begin{equation*}
\bar{w}_{i}\left(t_{i}\right):=w_{i-1}\left(t_{i}\right)-Q_{i}\binom{\left[Q_{i}^{-1} w_{i-1}\left(t_{i}\right)\right]^{1}}{\varnothing}=Q_{i}\binom{\varnothing}{\left[Q_{i}^{-1} w_{i-1}\left(t_{i}\right)\right]^{2}} . \tag{3.28}
\end{equation*}
$$

Because of the smoothness we now expect

$$
\begin{equation*}
\tilde{y}_{i} \approx \tilde{y}_{i-1} \tag{3.29}
\end{equation*}
$$

so

$$
\begin{equation*}
\tilde{y}_{i}^{1} \approx\left(I-B_{i-1}\right)^{-1}\left(C_{i-1} \tilde{y}_{i}^{2}+\tilde{g}_{i-1}^{2}\right) . \tag{3.30}
\end{equation*}
$$

If we are optimistic enough, we may hope that $\tilde{y}_{i} \approx \tilde{w}_{i-1}\left(t_{i}\right)$, apart from dominated modes. Therefore we propose to use as initial value of $w_{i}$ at $t_{i}$ :

$$
\begin{equation*}
w_{i}\left(t_{i}\right):=Q_{i}\binom{\left(I-B_{i-1}\right)^{-1}\left(C_{i-1}\left[\tilde{w}_{i-1}\left(t_{i}\right)\right]^{2}+\tilde{g}_{i-1}^{1}\right)}{\left[\tilde{w}_{i-1}\left(t_{i}\right)\right]^{2}} . \tag{3.31}
\end{equation*}
$$

For a numerical justification, see Example 5.6.
4. The stability of the algorithm. In this section we consider the numerical stability of the different parts of the algorithm. Although the solution of the linear system (2.15) describes the final stage of the method, we analyze this first in § 4.1 which deals with the important notion of well conditioning. Then in $\S 4.2$ we investigate the stability of the recursions (2.11)(a) and (b). Finally in $\S 4.3$ we analyze the effect of assembling the recursion as was described in §3.3.
4.1. Well conditioning and stability. As was shown in [12], [13] a useful quantity for studying the inherent stability of a BVP with respect to the BC is given by the condition number

$$
\begin{equation*}
\mathscr{C N}:=\max _{t}\left\|F(t)\left[M_{\alpha} F(\alpha)+M_{\beta} F(\beta)\right]^{-1}\right\|, \tag{4.1}
\end{equation*}
$$

where $F$ is any fundamental solution. In particular, if we neglect discretization and rounding errors, we have for the fundamental solution $\Phi$ of the recursion (2.5), where
$\forall_{j} \Phi_{j}:=Q_{j} \tilde{\Phi}_{j}:$

$$
\begin{equation*}
\max _{j}\left\|\Phi_{j} R^{-1}\right\| \leqq \mathscr{C} \mathcal{N} \tag{4.2}
\end{equation*}
$$

As was shown in [13], the condition number enables us to give fairly straightforward estimates for the global error if the solution space is dichotomic. We can also prove that this condition number is a good measure for the stability of the equation (2.15), see the following theorem.

Theorem 4.3. Let $\|\cdot\|=\|\cdot\|_{2}$. Then $\left\|R^{-1}\right\| \leqq 2 \mathscr{C} \mathcal{N}$.
Proof. Denote $\kappa:=\max \left\|\Phi_{j} R^{-1}\right\|$. Then it follows that $\left\|\tilde{\Phi}_{0}^{2} R^{-1}\right\| \leqq\left\|\tilde{\Phi}_{0} R^{-1}\right\|=$ $\left\|\Phi_{0} R^{-1}\right\| \leqq \kappa$, and similarly $\left\|\tilde{\Phi}_{N}^{1} R^{-1}\right\| \leqq \kappa$. Hence

$$
\left\|R^{-1}\right\|=\left\|\binom{\tilde{\Phi}_{N}^{1}}{\tilde{\Phi}_{0}^{2}}^{-1}\binom{\tilde{\Phi}_{N}^{1}}{\tilde{\Phi}_{0}^{2}} R^{-1}\right\| \leqq\left\|\tilde{\Phi}_{N}^{1} R^{-1}\right\|+\left\|\tilde{\Phi}_{0}^{2} R^{-1}\right\| \leqq 2 \kappa
$$

i.e.

$$
\left\|R^{-1}\right\| \leqq 2 \mathscr{C} \mathcal{N}
$$

If we can compute $\tilde{\Phi}$ and $\tilde{z}$ stably, then the problem of computing the vector $a$ from (2.15) is as well conditioned as the BVP itself!
4.2. The stability of the recurrence relation (2.11). In order to analyze the stability of (2.11), we examine the effects of additive perturbations $\left\{z_{i}^{2}\right\}$ and $\left\{z_{i}^{1}\right\}$ in (2.11)(a) and (b) respectively, like was done in [11, §4]. So let $\left\{g_{i}\right\}$ satisfy the perturbed recursion
(a) $g_{i+1}^{2}=E_{i} g_{i}^{2}+z_{i+1}^{2}, \quad g_{0}^{2}=z_{0}^{2}$,
(b) $g_{i}^{1}=B_{i}^{-1}\left\{g_{i+1}^{1}-C_{i} g_{i}^{2}\right\}+z_{i}^{1}, \quad g_{N}^{1}=z_{N}^{1}$,
where one may think of $\left\|z_{i}^{1}\right\|,\left\|z_{i}^{2}\right\|$ to be of the order of $\left\|A_{i}\right\| \varepsilon_{M}$ (cf. § 2 ). We then obtain
(a) $g_{i}^{2}=\sum_{l=0}^{i}\left(\prod_{j=l}^{i-1} E_{j}\right) z_{l}^{2}$,
(b) $g_{i}^{1}=\sum_{l=0}^{i}\left\{\Omega_{i, N}\left(\prod_{j=l}^{i-1} E_{j}\right) z_{l}^{2}\right\}+\sum_{l=i+1}^{N-1}\left\{\left(\prod_{j=i}^{l-1} B_{j}\right)^{-1} \Omega_{l, N} z_{l}^{2}\right\}+\sum_{l=i}^{N}\left\{\left(\prod_{j=i}^{l-1} B_{j}\right)^{-1} z_{l}^{1}\right\}$,
where $\Omega_{p, q}$ is a shorter notation for

$$
\begin{equation*}
\Omega_{p, q}=-\sum_{l=p}^{q-1}\left\{\left(\prod_{j=p}^{l} B_{j}\right)^{-1} C_{l}\left(\prod_{j=p}^{l-1} E_{j}\right)\right\} . \tag{4.6}
\end{equation*}
$$

Now if the partitioning is chosen correctly and if there is a dichotomic solution space, then it follows that $\left\|\prod_{j=l}^{i} E_{j}\right\|$ and $\left\|\left(\prod_{j=l}^{i} B_{j}\right)^{-1}\right\|$ are of order one. Moreover, if the solutions are directionally well separated, $\left\|\Omega_{p, q}\right\|$ will not be large (cf. [10, Rem. 6.13]. Hence contamination of errors will not produce large errors.

It was shown in [11] that a wrong choice for $Q_{0}$ (i.e. the span of the first $k$ column vectors being close to an initial value of a decreasing mode) produces large $\left\|E_{j}\right\|$ and large $\left\|B_{j}^{-1}\right\|$ initially and therefore usually large $\Omega_{p, q}$, for $p$ small. This led us to the permutation updating of $\S 3.4$; in Example 5.2 we shall show how important this "optimal" choice for $Q_{0}$ may be. If there is no dichotomic solution space, one should hope that $\max _{i, l}\left\|\prod_{j=l}^{i} E_{j}\right\|$ and $\max _{i, l}\left\|\left(\prod_{j=l}^{i} B_{j}\right)^{-1}\right\|$ are not so large as to produce
global rounding errors that threaten the desired discretization error. However because of a result given in [14, Thm. 3.17] we are inclined to believe that this can only happen for problems that are inherently unstable.
4.3. The effect of assembling on the global error. The last and perhaps most intriguing part of this stability analysis is to show that the assembly does not influence (at least not significantly) the global rounding error. This can be proven using an adapted version of the error analysis of [13], which we shall give below.

As before, let $\varepsilon_{M}$ denote the machine epsilon. Then a realistic description of the rounding error in a major shooting incremental matrix $V_{j}$, assembled going from $t_{i_{j-1}}$ to $t_{i j}$, is given by $\varepsilon_{M} \tilde{\Phi}_{i_{j}}\left[\tilde{\Phi}_{i_{j-1}}\right]^{-1} D_{j}$ where $D_{j}$ is some matrix with $\left\|D_{j}\right\|=O(1)$. Similarly the inhomogeneous terms at $t_{i}$ are perturbed by something like $\varepsilon_{M} \tilde{\Phi}_{i_{j}}\left[\tilde{\Phi}_{i_{j-1}}\right]^{-1} d_{j}$, where $\left\|d_{j}\right\|=O(1)$.

For simplicity we only investigate the global error caused by the latter perturbations. Therefore we introduce discrete Green's functions $Z_{j}(s)$ defined by
(a) $Z_{j}(s)=V_{j} Z_{j-1}(s)+\Delta_{j s}$,
(b) $M_{\alpha} Q_{0} Z_{0}(s)+M_{\beta} Q_{N} Z_{N}(s)=0$,
and where

$$
\Delta_{j s}= \begin{cases}\tilde{\Phi}_{i_{j}}\left[\tilde{\Phi}_{i_{j-1}}\right]^{-1} & \text { if } j=s,  \tag{4.8}\\ 0 & \text { if } j \neq s .\end{cases}
$$

Similarly to [13, (3.5)(a)] we get

$$
\begin{equation*}
Z_{j}(s)=-\tilde{\Phi}_{i_{j}}\left(R^{-1} M_{\beta} Q_{N} \tilde{\Phi}_{N}\right) \tilde{\Phi}_{i_{s}}^{-1}, \quad j \leqq s \tag{4.9}
\end{equation*}
$$

the only distinction with the analogous formulae in [13] being that the Green's functions here are a "factor" $\tilde{\Phi}_{i_{j}}\left[\tilde{\Phi}_{i_{j-1}}\right]^{-1}$ bigger. Using these $Z_{j}(s)$ we obtain for the global error due to the above indicated perturbations

$$
\begin{equation*}
e_{j}=\varepsilon_{M} \sum_{s} Z_{j}(s) d_{s}, \tag{4.10}
\end{equation*}
$$

which is analogous to [13, Prop. 4.5].
Property 4.11. Assume that the solution space satisfies similar splitting properties as in [13], viz. there exist positive $\nu$ and $\mu$, such that the increasing solutions grow at least like $\exp \left[\left(\mu\left(t_{i_{j}}-t_{i_{j-1}}\right)\right]\right.$ and the decreasing solutions at most like $\exp \left[-\nu\left(t_{i_{j}}-t_{i_{i-1}}\right)\right]$. Then the global error (4.10) is estimated by

$$
\left\|e_{j}\right\| \leqq \bar{\chi}(\mathscr{C} \mathcal{N}+1)\left(\frac{\bar{\gamma}_{1}}{1-e^{-\nu h}}+\frac{\bar{\gamma}_{2}}{1-e^{-\mu h}}\right) \varepsilon_{M} \max _{s}\left\|d_{s}\right\| .
$$

(N.B. $h=\min _{s}\left(t_{i_{s}}-t_{i_{s-1}}\right)$, for $\mathscr{C} \mathcal{N}$ see (4.1); $\bar{\gamma}_{1}$ and $\bar{\gamma}_{2}$ are just constants appearing in estimating the basis solutions.)

Remark 4.12. Using the notation $\Omega_{p, q}$ (see (4.6)) we can write

$$
\tilde{\Phi}_{i}=\left(\begin{array}{cc}
I & \Omega_{i, N} \\
\varnothing & I
\end{array}\right)\left(\begin{array}{cc}
\prod_{j=0}^{i-1} B_{j} & \varnothing \\
\varnothing & \prod_{j=0}^{i-1} E_{j}
\end{array}\right) .
$$

Hence, by definition of $T_{i}$ in [13], the so-called "direction matrix", we see that

$$
T_{i}=\left(\begin{array}{cc}
I & \Omega_{i, N} K_{i} \\
\varnothing & K_{i}
\end{array}\right)
$$

for some $K_{i}$ with $\left\|K_{i}^{-1}\right\| \leqq 1$. Hence we see that

$$
\bar{\chi}=\max _{i}\left\|T_{i}^{-1}\right\| \leqq \max _{i}\left\|\left(\begin{array}{cc}
I & \Omega_{i, N} \\
\varnothing & D_{i}^{-1}
\end{array}\right)\right\| \leqq 1+\max _{i}\left\|\Omega_{i, N}\right\| .
$$

Therefore, if the solutions are directionally well separated, implying that $\left\|\Omega_{i, N}\right\|$ is not large (cf. § 4.2), we have $\bar{\chi}=O(1)$.

The importance of the result in (4.11) is that it shows that the global effect of assembling is more or less independent of the length of the major shooting interval. Of course, one should realize that $\left\|d_{s}\right\|$ is of order $\sum_{l=i_{s-1}}^{i_{s}-1}\left\|A_{l}\right\|$ and hence about linear in the number of minor shooting intervals; however, this is not at all the exponential error growth that would occur in assembling coupled recursions! The crucial point is that, though the absolute errors in the computed $\left\|V_{j}\right\|$ may be large, they get smaller the lower the row index, i.e. relative to the increment of a certain mode as is given by a sequence of a certain column of the $\tilde{\Phi}_{j}$; hence, we have stability (thanks to our special computation by forward and backward recursion).

The problem that remains is: What happens when there is no dichotomy? This is a difficult question and certainly needs a more extensive study than we have made. Although one may be able to show that there exist a solution that does not increase and another that changes behaviour somewhere (like in turning point problems), a suitable linear combination of these may still exhibit dichotomy. In any case, assuming well conditioning, the dichotomy is assured, cf. [14]. Moreover, it is not difficult to give examples where lack of dichotomy leads to severe error growth, see Example 5.3.

In MUTS we have implemented a safety check in order to warn that global (rounding) errors may threaten the required accuracy. The best check would be to determine

$$
\max _{p, q}\left\|\Omega_{p, q}\right\|, \max _{j, i}\left\|\prod_{l=j}^{i} E_{l}\right\| \quad \text { and } \max _{j, i}\left\|\left(\prod_{l=j}^{i} B_{j}\right)^{-1}\right\|
$$

and use this to get hold of the expression in (4.5). The next best check (as this is at least practically performable and easy to implement) is to compute

$$
\rho=\max _{j ; i}\left\|\prod_{l=j}^{i} \operatorname{diag}\left(E_{l}\right)\right\| \cdot \max _{j, i}\left\|\prod_{l=j}^{i} \operatorname{diag}\left(B_{l}^{-1}\right)\right\| .
$$

Indeed, the maximal diagonal elements of the matrices $\left|B_{l}^{-1}\right|$ and $\left|E_{l}\right|$ are often a good estimate of their respective norms (cf. [11, see 6]). Hence if $\rho$ is not large we can expect that both $\left\|\Pi E_{l}\right\|$ and $\left\|\left(\Pi B_{l}\right)^{-1}\right\|$ are $O(1)$. Since $\left\|B_{l}^{-1} C_{l}\right\|$ usually, is $O(1)$, we therefore may also use $\rho$ as an estimate for $\max _{p, q}\left\|\Omega_{p, q}\right\|$. This estimate $\rho$ is now used as follows. Suppose the user wants an accuracy tol. If the code detects that $\rho \varepsilon_{M}>$ tol, a warning error is given indicating that rounding errors may be blurring the result. However, in all test problems we noted that $\rho$ also gave a fairly good estimate for the global discretization error amplification, see Examples 5.3 and 5.4.
5. Examples. In this section we give a number of numerical examples in order to illustrate the remarks and analyses above. All solutions of the following problems have been computed using the double precision code for the inhomogeneous problems,

DMUTSG, as was developed at Nijmegen cf. [19]. The computations were performed on an IBM 4341/MVS computer.

We did not make explicit comparisons with other existing codes, like PASVAR [9], COLSYS [1] or SUPORT [18]. The main reason is that a simple comparison of cpu time is not very meaningful, as the number of examples is too small to draw significant conclusions and/or the way each code is implemented may blur any relative theoretical efficiency predictions. For SUPORT there was the additional argument that this code is designed for separated BC only. As far as memory requirements are concerned it might be obvious that any reasonable multiple shooting code is superior to methods that necessarily need to store information at all grid points. However, if a user wants a lot of output points, the storage requirements of our code and so-called global methods become comparable again. We finally note that the triangularization of the recursion and the solution of resulting BVP has a similar complexity as solving a (sparse) multiple shooting system by some decomposition method (cf. [15]); an LU-decomposition method might, however, require a complicated pivoting strategy and additional memory space, whereas our method only needs $\approx N\left(n^{2}+n\right)$ numbers ( $N$-the number of major shooting intervals) to store and is straightforward.

Example 5.1. Consider the ODE

$$
\frac{d x}{d t}=\left(\begin{array}{ccc}
1-19 \cos 2 t & 0 & 1+19 \sin 2 t  \tag{5.1}\\
0 & 19 & 0 \\
-1+19 \sin 2 t & 0 & 1+19 \cos 2 t
\end{array}\right) x+f(t)
$$

where $f(t)=e^{t}(-1+19(\cos 2 t-\sin 2 t),-18,1-19(\cos 2 t+\sin 2 t))^{T}$ and the BC

$$
\begin{equation*}
x(0)+x(\pi)=\left(1+e^{\pi}, 1+e^{\pi}, 1+e^{\pi}\right)^{T} . \tag{5.2}
\end{equation*}
$$

The exact solution to this problem is $x=\left(e^{t}, e^{t}, e^{t}\right)^{T}$. The homogeneous part has solutions growing like $\sim e^{20 t}, \sim e^{19 t}, \sim e^{-18 t}$, cf. [12, Example 6.2]. As requirements to have our solution approximated, we asked for an absolute tolerance of $1.0-6\left(=10^{-6}\right)$ and a maximal increment of homogeneous solutions $M=1.0+3$. (N.B. the code considers values between $.5 M$ and $2.0 M$ to be acceptable.) In Table 5.1 we give the result (up to two decimals). Note that the last major shooting interval is smaller than the rest. In Table 5.2 we give the result with tolerance $1.0-7$ (as before) but now with a maximal increment $M=1.0+30$. Note that this increment means that the recursion is solved by single shooting! The fact that the errors are so much smaller than was asked for is a typical vice of multiple shooting; indeed, as we let the integrator determine a fairly general solution (which most likely contains a component of increasing modes) within the required tolerance, the resulting grid usually gives a significantly smaller error for a smooth solution. Finally we remark that the cpu time for both cases was almost the same, as we noted in [15].

Example 5.2. Consider the same BVP as in Example 5.1. We used DMUTSG, now asking for output on 15 equally spaced points (hence the increment $M$ per interval equals $\approx 100$ ). Moreover we deliberately skipped that part where an optimal $Q_{0}$ is to be determined, so $Q_{0}$ was taken to be $I$. Since a fundamental solution of (5.1) is given by (cf. [12, Ex. 6.2])

$$
F_{0}(t)=\left[\begin{array}{ccc}
\sin t & 0 & -\cos t  \tag{5.3}\\
0 & 1 & 0 \\
\cos t & 0 & \sin t
\end{array}\right] \operatorname{diag}\left(e^{20 t}, e^{19 t}, e^{-18 t}\right)
$$

TABLE 5.1

| $i$ | $t$ | $U_{i-1}$ |  |  | $\\|$ error $\\|_{\infty}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0.00 |  |  |  | $1.9-9$ |
| 1 | 0.34 | $\begin{array}{ll} 1.1 & +3 \\ 0 & \\ 0 & \end{array}$ | $\begin{array}{ll} 0 & \\ 8.2 & +2 \\ 0 & \end{array}$ | $\begin{array}{ll} 2.5 & -3 \\ 0 & \\ 1.7 & -3 \end{array}$ | $1.2-9$ |
| 2 | 0.70 | $\begin{aligned} & 7.0+2 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{array}{ll} 0 & \\ 5.0 & +2 \\ 0 & \end{array}$ |  | $1.8-9$ |
| 3 | 1.05 | $\begin{array}{ll} 5.7 & +2 \\ 0 & \\ 0 & \end{array}$ | $\begin{array}{ll} 0 & \\ 4.2 & +2 \\ 0 & \end{array}$ |  | $1.7-9$ |
| $\vdots$ | $\vdots$ | $\vdots$ | : | $\vdots$ | : |
| 9 | 2.83 | $\begin{array}{ll} 1.7 & +3 \\ 0 & \\ 0 & \end{array}$ | $\begin{array}{lr} 0 & \\ 1.2 & +3 \\ 0 & \end{array}$ |  | $1.9-9$ |
| 10 | 3.14 | $\begin{array}{ll}1.6 & +1 \\ 0 & \\ 0 & \end{array}$ | $\begin{array}{ll} 0 & \\ 1.4 & +1 \\ 0 & \end{array}$ | $\begin{array}{ll} 3.8 & -7 \\ 0 & \\ 8.1 & -2 \end{array}$ | $1.9-9$ |

TABLE 5.2

| $i$ | $t$ | $U_{i-1}$ |  |  | $\\|$ error $\\|_{\infty}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 |  |  |  | $1.9-9$ |
| 1 | 3.14 | $\begin{array}{ll} 1.9 & +27 \\ 0 & \\ 0 & \end{array}$ | $\begin{array}{ll} 0 & \\ 8.4 & +25 \\ 0 & \end{array}$ |  | $1.9-9$ |

the 1 st column of $Q_{0}$ generates a decreasing mode, if the computations were exact. In particular we can no longer hope that the $B_{i}$ represent the increments of the increasing modes. However, due to discretization errors the discrete fundamental solution will most likely deviate from "the" exact solution; specifically, we can expect a discrete dominant solution to exist which has as initial value $\left(\varepsilon_{1}, \varepsilon_{2}, 1\right)^{T}$, where $\varepsilon_{1}, \varepsilon_{2}$ are of the order of the discretization error $\varepsilon$. Therefore, in practice this first column of $Q_{0}$ still contains a small component of the most unstable mode. After some time this mode has grown by a factor $1 / \varepsilon$ and will become dominant; this can be seen from the $U_{i}$ which will then have left upper blocks representing the increments of the dominant modes again. The consequence of this temporary "disorder" is that for smaller $l$ both $\left\|\left[\prod_{j=0}^{l} B_{j}\right]^{-1}\right\|$ and $\left\|\prod_{j=0}^{l} E_{j}\right\|$ may be $O(1 / \varepsilon)$ thus making the $\left\|\Omega_{0, q}\right\|$ (cf. (4.6)) larger. It can be shown that $\max _{p, q}\left\|\Omega_{p, q}\right\|=O(1 / \varepsilon)$ is achievable (cf. [11, Ex. 5.2]). From the error analysis in §4.2, cf. (4.5), it follows that we therefore may expect global errors of the order $\varepsilon_{M} / \varepsilon$. This is a funny result, since it means that for
$\varepsilon$ smaller than $\left(\varepsilon_{M}\right)^{1 / 2}$, a smaller tolerance will give a larger global error (being a result of rounding errors!). Since we are working with a $\varepsilon_{M} \approx 1.0-16$ we expect this to happen if $\varepsilon \approx 1.0-8$. (Bearing in mind the "over-killing" effect, noted in Example 5.1, the threshold value of tol is $\approx 1.0-6$.) This is nicely demonstrated in Table 5.3. It is also instructive to see how the "errors" restore the proper ordering in the diagonal of the $U_{i}$ after a few steps and how this has its impact on the error (see Table 5.4), where we only give the $(1,1),(1,3)$ and $(3,3)$ element of the $U_{i}$, for a tolerance $\mathrm{tol}=1.0-10$.

TAble 5.3

| tol | $\max \\|$ error $\\|_{\infty}$ | $\min \\|$ error $\\|_{\infty}$ | $" \varepsilon "$ |  |
| :---: | :---: | :---: | :---: | :---: |
| 1.0 | -4 | $2.2-7$ | 1.5 | -7 |
| 1.0 | -6 | 5.0 | -9 | 1.5 |$-9$|  | -6 |
| :---: | :---: |
| 1.0 | -8 |

TABLE 5.4

| $i$ | $U_{i-1}$ |  | $\\|$ error $\\|_{\infty}$ |
| :---: | :---: | :---: | :---: |
| 0 |  |  | $1.1-4$ |
| 1 | $\begin{array}{ll} 1.5 & -2 \\ 0 & \end{array}$ | $\begin{array}{ll} 1.9 & -6 \\ 1.1 & +2 \end{array}$ | $2.3-6$ |
| 2 | $\begin{array}{ll} 1.5 & -2 \\ 0 & \end{array}$ | $\begin{array}{ll} 1.4 & -2 \\ 1.1 & +2 \end{array}$ | $3.9-8$ |
| 3 | $\begin{array}{ll} 2.1 & -2 \\ 0 & \end{array}$ | $\begin{array}{ll} 1.2 & +2 \\ 7.7 & +1 \end{array}$ | 7.0 -10 |
| 4 | $\begin{aligned} & 1.1+2 \\ & 0 \end{aligned}$ | $\begin{array}{ll} 6.5 & +1 \\ 1.6 & -2 \end{array}$ | $9.5-12$ |
| 5 | $\begin{aligned} & 1.1+2 \\ & 0 \end{aligned}$ | $\begin{array}{ll} 1.1 & -6 \\ 1.5 & -2 \end{array}$ | $2.3-13$ |
| : |  | $\vdots$ | : |

Example 5.3. Consider the following ODE

$$
\frac{d x}{d t}=\left(\begin{array}{cc}
\psi(t) & 0  \tag{5.4}\\
2 \psi(t) & -\psi(t)
\end{array}\right) x+\binom{(1-\psi(t)) e^{t}}{2 e^{t}}
$$

where $\psi(t)=20 \sin t+20 t \cos t$. Let the BC be given by

$$
\begin{equation*}
x(0)+x(T)=\binom{1+e^{T}}{2\left(1+e^{T}\right)}, \quad T>0 \tag{5.5}
\end{equation*}
$$

As one may check, a fundamental solution for (5.7) is given by

$$
F_{0}(t)=\left(\begin{array}{ll}
1 & 0  \tag{5.6}\\
1 & 1
\end{array}\right) \operatorname{diag}\left(e^{\phi(t)}, e^{-\phi(t)}\right),
$$

where $\phi(t)=20 t \sin t$. Apparently $x=\binom{1}{2} e^{t}$ satisfies (5.5) and (5.4). For larger values of $T$ it can be seen that there does not exist a dichotomic solution space. In fact we have a kind of turning point problem. In Table 5.5 we show the dramatic effect of this lack of dichotomy on the global error by giving some results for $T=2,2.5$ and 3 . We gave a tolerance of $1.0-6$ and asked for output at equally spaced points with distance 0.1 . The quantity $\kappa$ is an estimate for $\mathscr{C} \mathcal{N}$ (cf. [12], [13]); $\rho$ is defined in §4.3, being an estimate for the skewness $\Omega$. In order to understand this result, one should realize

TABLE 5.5

| $T$ | $\max \\|$ error $\\|_{\infty}$ | $\min \\|\operatorname{error}\\|_{\infty}$ | $\rho$ | $\kappa$ |
| :---: | :---: | :---: | :---: | :---: |
| 2 | $4.2-8$ | $4.0-10$ | 1.5 | 2.4 |
| 2.5 | $2.4-3$ | $5.2-10$ | $4.0+5$ | 2.4 |
| 3 | $5.0+4$ | $1.8-2$ | $2.8+11$ | $3.9+9$ |

that for $t=0$ and $t \approx 2.029$ we have a turning point, at which the increasing mode in $F_{0}$ becomes decreasing and the decreasing one increasing. Hence, even though there may be a globally dominant mode, we can no longer expect the diagonal of the upper triangular matrices $U_{i}$ to be ordered for all $i$; the effect of this disordering is shown by the large $\rho$ for $T=2.5$ and the very large $\rho$ for $T=3$. For $T=2.5$ this instability has a limited effect on the accuracy of the solutions (although we lose 3 digits compared to $T=2$ ); also the conditioning of the system (2.15) (cf. also (4.1)) is still reasonable for $T=2.5$. However, for $T=3$, we may expect error amplification of the order of $1.0+11$ which nicely agrees with the result in the second column (note that we may expect local errors of the order of $1.0-8$ in this example, cf. the result for $T=2$ ). It was interesting to see that direct use of a Crout routine to solve the multiple shooting system either gave slightly worse results or no result at all (e.g. for $T=3$ the system was found to be numerically singular).

Example 5.4. Consider the ODE

$$
\frac{d x}{d t}=\left(\begin{array}{cc}
t(1-\cos 2 t) & 1+t \sin 2 t  \tag{5.7}\\
-1+t \sin 2 t & t(1+\cos 2 t)
\end{array}\right) x+f(t)
$$

and a BC where $M_{\alpha}=M_{\beta}=I$. The function $f(t)$ and the vector $b$ (in (1.2)) are chosen such that

$$
x=\binom{1+\cos t}{1-\sin t}
$$

A fundamental solution of (5.7) is given by

$$
F_{0}(t)=\left(\begin{array}{rr}
\cos t & \sin t  \tag{5.8}\\
-\sin t & \cos t
\end{array}\right) \operatorname{diag}\left(1, e^{t^{2}}\right)
$$

Hence, we see that the second basis solution changes at $t=0$ from a decreasing solution to an increasing solution. Therefore we have a kind of dichotomy (i.e. a splitting
between nondecreasing and nonincreasing solutions) if either $[\alpha, \beta] \subset[0, \infty]$ or $[\alpha, \beta] \subset$ $[-\infty, 0]$. In Table 5.6 below we have given errors and condition numbers for computations on the intervals $[0,4],[-2,2]$ and $[-4,4]$ respectively. The tolerance was set to $1.0-8$ and we asked for output on equally spaced points (distance $=0.4$ ); $\rho$ and $\kappa$ are defined as in Example 5.3. Once again we see that $\rho$ quite accurately predicts the loss

Table 5.6

| $[\alpha, \beta]$ | $\max \\|$ error $\\|_{\infty}$ | $\min \\|\operatorname{error}\\|_{\infty}$ | $\rho$ | $\kappa$ |
| :---: | :---: | :---: | :---: | :---: |
| $[0,4]$ | $5.8-9$ | $2.0-9$ | $1.1+1$ | 4.1 |
| $[-2,2]$ | $3.9-7$ | $2.5-7$ | $2.2+2$ | 1.6 |
| $[-4,4]$ | $4.2-2$ | $2.2-2$ | $2.5+7$ | 1.1 |

of significant digits. Like in the previous example, linear algebraic methods to compute solutions of the multiple shooting system did not perform any better.

Example 5.5. As the last of a series of "turning point" problems consider the scalar problem

$$
\begin{equation*}
\frac{d^{2} \xi}{d t^{2}}+40 t \frac{d \xi}{d t}=(1+40 t) e^{t} \tag{5.9}
\end{equation*}
$$

with $\operatorname{BC} \xi(\alpha)=e^{\alpha}, \xi(\beta)=e^{\beta}$. Hence $\xi(t)=e^{t}$. Written in vector form this corresponds to the BVP
(a) $\frac{d x}{d t}=\left(\begin{array}{cc}0 & 1 \\ 0 & -40 t\end{array}\right) x+\binom{0}{(1+40 t) e^{t}}, \quad x=\binom{\xi}{\frac{d \xi}{d t}}$,
(b) $\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right) x(\alpha)+\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right) x(\beta)=\binom{e^{\alpha}}{e^{\beta}}$.

A fundamental solution is given by

$$
F_{0}(t)=\left(\begin{array}{cc}
\int_{\alpha}^{t} e^{-20 s^{2}} d s & 1  \tag{5.11}\\
e^{-20 t^{2}} & 0
\end{array}\right)
$$

For $t \ll 0$ we see that the first column is $\approx\binom{0}{0}$ whereas for $t \gg 0$ this column almost has the same direction as $\binom{1}{0}$. This indicates that some appropriate linear combination of the columns in $F_{0}(t)$ might give a better conditioned representation (in the sense of directional independence). Indeed computations reveal that we have a basis solution that does not increase and one that does not decrease, at least not significantly, and which are almost orthogonal at each point. We have computed the solutions on $[-1,1]$ for several tolerances. First we give in Table 5.7 the infinity norms of the first and the second basis solution as they are found from using the decoupled recursion (cf. § 2). It is no surprise that we obtain stable results for the desired solution $x$. In Table 5.8 we give the maximal error in the computed result on $[-1,1]$ at equally spaced output points for several tolerances. We remark that in this example the use of incremental

TABLE 5.7

| $t$ | $\\|$ first column of $\tilde{\Phi}(t) \\|_{\infty}$ | $\\|$ second column of $\tilde{\Phi}(t) \\|_{\infty}$ |
| :---: | :---: | :---: |
| -1.0 | $5.2-9$ | 1.0 |
| -.8 | $7.0-6$ | 1.0 |
| -.6 | $1.9-3$ | 1.0 |
| -.4 | $1.0-1$ | 1.0 |
| -.2 | 1.1 | 1.0 |
| 0 | 1.4 | $9.8-1$ |
| .2 | 1.0 | $1.0-1$ |
| .4 | 1.0 | $1.9-3$ |
| .6 | 1.0 | $7.0-6$ |
| .8 |  | $5.2-9$ |
| 1.0 |  | -1 |

Table 5.8

| tolerance | $\\|$ error $\\|_{\infty}$ | $\rho$ | $\kappa$ |
| :---: | :---: | :---: | :---: |
| $1.0-4$ | 2.0 | -6 | $1.6+1$ |
| $1.0-6$ | 2.0 | -8 | $1.6+1$ |

values $M$ (the more "standard implementation") would not give a satisfactory distribution of output points for negative $t$ (both basis solutions have low activity for large negative $t$ !) and in this way one certainly would not "detect the turning point".

Example 5.6. Finally we would like to illustrate our remark in $\S 3.5$ about smooth problems. Consider the ODE

$$
\frac{d x}{d t}=\left(\begin{array}{rrr}
20 & 0 & 0  \tag{5.12}\\
0 & 19 & 0 \\
0 & 0 & -18
\end{array}\right) x+\left(\begin{array}{r}
-20 \\
-19 \\
18
\end{array}\right)
$$

and $x(0)+x(\pi)=(2,2,2)^{T}$. Apparently $x(t)=(1,1,1)^{T}$. We computed this solution in four ways. First we asked for output at 10 equally spaced nodes, both with the choices $w_{i}\left(t_{i}\right)=0$ (cf. (3.7)) at each of the minor shooting points and with the choice of $w_{i}\left(t_{i}\right)$ as in (3.31). Then we did the same computations now with a prescribed amplification $M=1.0+3$. As a tolerance we had $1.0-3$. It is not surprising that the obtained accuracy was essentially on the order of the machine precision. The results
are given in Table 5.9 (the cpu time is in milliseconds). Since we have such a low tolerance, our efficiency strategy could not work optimally (note the doubling of grid points and shooting points in the second experiment as compared to the last one). On the other hand we see that in the last row the number of minor shooting points is equal to the number of major shooting points, indicating that for larger values of $M$ there even may be more room for efficiency. Indeed, if we take $M=1.0+6$ the cpu time drops to 20 milliseconds.

TABLE 5.9

| OUTPUT required | $w\left(t_{i}\right)$ | \# grid pts. | \# minor s.p. | \# major s.p. | cpu time |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 10 equal pts. | $(3.7)$ | 130 | 30 | 10 | 108 |
| 10 equal pts. | $(3.31)$ | 76 | 21 | 10 | 70 |
| $M=1.0+3$ | $(3.7)$ | 131 | 27 | 8 | 116 |
| $M=1.0+3$ | $(3.31)$ | 38 | 8 | 8 | 33 |
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# OBLIQUE PROCRUSTES ROTATIONS IN FACTOR ANALYSIS* 

FRANKLIN T. LUK $\dagger$


#### Abstract

This paper concerns the oblique rotation of a factor matrix so as to be a least squares fit to a target matrix. An iterative computing procedure is presented.


Key words. oblique rotations, Procrustes problem, factor analysis, least squares

1. Introduction. An important problem in factor analysis is the so-called Procrustes problem (cf. Harman [7, § 15.5]). It addresses the extent to which a given body of data can be described in terms of a prescribed factor pattern. Let $A$ be the given $p \times m$ factor matrix and $B$ the prescribed $p \times m$ factor pattern. Suppose that $X$ is a nonsingular $m \times m$ transformation matrix and that $Z=A X$. We want to find $X$ so as to minimize the least squares criterion

$$
\begin{equation*}
\sum_{j=1}^{m}\left\{\sum_{i=1}^{p} w_{i j}\left(z_{i j}-b_{i j}\right)^{2}\right\} \tag{1.1}
\end{equation*}
$$

where $Z=\left(z_{i j}\right), B=\left(b_{i j}\right)$ and $w_{i j}$ are some fixed arbitrary nonnegative weights (usually equal to one or zero). The case where $X$ is orthogonal and all weights equal unity, i.e., when the target $B$ is fully specified, has been solved by Schönemann [10]. His solution involves the computation of the singular value decomposition of the matrix $A^{T} B$. The Procrustes problem is more difficult when only some of the weights are one and the rest are zero, i.e., when the target $B$ is only partially specified. Browne [2] shows how one may approximate $X$ by a sequence of plane rotations, and Luk [9] presents an efficient numerical procedure for computing these rotations. The case of an oblique transformation, i.e., $X$ must satisfy the condition (cf. [8, p. 315])

$$
\begin{equation*}
\operatorname{diag}\left\{\left(X^{T} X\right)^{-1}\right\}=I \tag{1.2}
\end{equation*}
$$

remains unsolved for both a fully and a partially specified target $B$. There are in the literature procedures for finding an approximate solution. Gruvaeus [6] adopts a penalty function approach, using a series of Fletcher and Powell [4] minimizations. His method is very expensive because it involves an inversion of an $m \times m$ matrix at each minimization step. Browne [3] suggests that one approximate $X$ by a sequence of elementary oblique rotations (see [8]). He reports numerical results [3, p. 210] that compare favorably with those given by Gruvaeus' method. Due to its simplicity (hence lower execution cost) and geometrical elegance, Browne's procedure is usually preferred over Gruvaeus' approach.

Browne [3] proposes that one apply Newton's method to compute the elementary oblique rotations. The purpose of this paper is to show how these rotations can be determined in an easier manner using Lagrange multipliers.
2. The algorithm. Let $I(j)$ represent the set of row indices corresponding to specified elements of column $j$ of $B$, for $j=1,2, \cdots, m$. The minimization criterion (1.1) simplifies to

$$
\begin{equation*}
\sum_{j=1}^{m}\left\{\sum_{i \in I(j)}\left(z_{i j}-b_{i j}\right)^{2}\right\} \tag{2.1}
\end{equation*}
$$

[^82]Browne [3] approximates $X$ by a product of elementary oblique rotations. An elementary oblique rotation of the $i$ th factor (primary factor) over the plane defined by the $i$ th and $j$ th (say $i<j$ ) factors is of the form [8, p.316]:

i.e., the identity matrix with the $(i, i)$ th and $(i, j)$ th elements altered. The parameters satisfy the relation [8, p. 317]:

$$
\begin{equation*}
\gamma^{2}=\delta^{2}+2 c_{i j} \delta+1, \tag{2.3}
\end{equation*}
$$

where $c_{i j}\left(-1<c_{i j}<1\right)$ represents the correlation coefficient between the $i$ th and $j$ th factors before rotation.

Designate by $F$ the current rotated factor matrix at an intermediate stage, and let $F=\left(f_{i j}\right)=\left(f_{1}, f_{2}, \cdots, f_{m}\right)$. Let us consider a rotation of the $i$ th factor over the plane defined by the $i$ th and $j$ th factors. Such a rotation will affect only the $i$ th and $j$ th columns of $F$ and may be represented as

$$
\left(f_{i}, f_{j}\right)\left(\begin{array}{rr}
\gamma & -\delta  \tag{2.4}\\
0 & 1
\end{array}\right)
$$

The criterion (2.1) thus simplifies to [3, p. 208]

$$
\begin{equation*}
g(\delta) \equiv a_{2} \delta^{2}+a_{1} \delta+a_{*} \gamma+a_{0}, \tag{2.5}
\end{equation*}
$$

where

$$
\begin{aligned}
& a_{2}=\sum_{r \in I(i)} f_{r i}^{2}+\sum_{s \in I(j)} f_{s i}^{2}, \\
& a_{1}=2 c_{i j} \sum_{r \in I(i)} f_{r i}^{2}-2 \sum_{s \in I(j)}\left\{f_{s i}\left(f_{s j}-b_{s j}\right)\right\}, \\
& a_{*}=-2 \sum_{r \in I(i)} f_{r i} b_{r i},
\end{aligned}
$$

and $a_{0}$ is an unimportant constant. Browne forces the coefficient $a_{*}$ to be nonpositive (by reflecting $f_{i}$ if necessary) so that $\gamma$ always requires a positive square root (cf. (2.3) and (2.5)). He proposes that one use Newton's method to solve the equation

$$
\begin{equation*}
g^{\prime}(\delta) \equiv 2 a_{2} \delta+a_{1}+a_{*}\left(\delta+c_{i j}\right) \gamma^{-1}=0 \tag{2.6}
\end{equation*}
$$

and describes how one may determine an interval containing one minimum (the global one) of $g(\delta)$.

Browne carries out successive rotations of a single factor over each of the ( $m-1$ ) planes defined by the factor and every remaining factor, provided that the angle of rotation is sufficiently large. Iteration is continued until no rotations are carried out
during one complete cycle of all $m(m-1)$ possible rotations. He also suggests that one interchange the factors before each rotation in accordance with the criterion in [2, p. 119]. The following example shows that Browne's method does not always minimize the criterion (2.1). Let

$$
A=\left(\begin{array}{rrr}
3 & -2 & -2 \\
-2 & 3 & -2 \\
-2 & -2 & 3 \\
3 & 2 & 2 \\
0 & \sqrt{2} & \sqrt{2}
\end{array}\right)
$$

and

$$
B=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) .
$$

Browne's procedure terminates because only null rotations are generated. But the transformation

$$
X=\frac{1}{3}\left(\begin{array}{rrr}
1 & -2 & -2 \\
-2 & 1 & -2 \\
-2 & -2 & 1
\end{array}\right)
$$

will decrease the value of (2.1).
We propose here an alternate scheme for the subproblem of finding an oblique transformation. Suppose that $\alpha=|I(i)|$ and $\beta=|I(j)|$. Let $i(1), i(2), \cdots, i(\alpha)$ and $j(1), j(2), \cdots, j(\beta)$ denote the row indices of the specified elements of columns $i$ and $j$, respectively, of the target $B$. Our goal is therefore the determination of the parameters $\gamma$ and $\delta$ so as to minimize the Euclidean length of the vector

$$
\left(\begin{array}{cc}
f_{i(1), i} & 0  \tag{2.7}\\
f_{i(2), i} & 0 \\
\vdots & \vdots \\
f_{i(\alpha), i} & 0 \\
0 & -f_{j(1), i} \\
0 & -f_{j(2), i} \\
\vdots & \vdots \\
0 & -f_{j(\beta), i}
\end{array}\right) \quad\binom{\gamma}{\delta}-\left(\begin{array}{c}
b_{i(1), i} \\
b_{i(2), i} \\
\vdots \\
b_{i(\alpha), i} \\
b_{j(1), j}-f_{j(1), j} \\
b_{j(2), j}-f_{j(2), j} \\
\vdots \\
b_{j(\beta), j}-f_{j(\beta), j}
\end{array}\right) .
$$

In other words, we want to solve the constrained least squares problem:

$$
\begin{equation*}
\|K \mathbf{x}-\mathbf{q}\|=\text { minimum } \tag{2.8}
\end{equation*}
$$

where $\|\cdot\|$ denotes the Euclidean vector norm, subject to the constraint:

$$
\begin{equation*}
x_{1}^{2}=\left(x_{2}+c\right)^{2}+\left(1-c^{2}\right), \tag{2.9}
\end{equation*}
$$

with $-1<c<1$. It follows that

$$
\begin{equation*}
x_{1} \neq 0 . \tag{2.10}
\end{equation*}
$$

Using Lagrange multipliers, we obtain the matrix equation

$$
\begin{equation*}
\left(K^{T} K+\lambda E\right) \mathbf{x}=K^{T} \mathbf{q}+c \lambda \mathbf{e}_{2}, \tag{2.11}
\end{equation*}
$$

where

$$
E=\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right)
$$

and $\lambda$ is a Lagrange parameter. But

$$
K^{T} K=\left(\begin{array}{cc}
d_{1} & 0  \tag{2.12}\\
0 & d_{2}
\end{array}\right)
$$

with

$$
d_{1}=\sum_{k=1}^{\alpha} f_{i(k), i}^{2} \quad \text { and } \quad d_{2}=\sum_{k=1}^{\beta} f_{j(k), i}^{2} .
$$

We may assume that $d_{1}+d_{2}$ is positive, else the solution is $\mathbf{x}=( \pm 1,0)^{T}$. Letting

$$
\begin{equation*}
\mathbf{h} \equiv\binom{h_{1}}{h_{2}} \equiv K^{T} \mathbf{q} \tag{2.13}
\end{equation*}
$$

we can rewrite (2.11) as

$$
\left(\begin{array}{cc}
d_{1}+\lambda & 0  \tag{2.14}\\
0 & d_{2}-\lambda
\end{array}\right)\binom{x_{1}}{x_{2}}=\binom{h_{1}}{h_{2}+c \lambda} \quad \text { or }\binom{h_{1}}{\left(h_{2}+c d_{2}\right)-c\left(d_{2}-\lambda\right)} .
$$

We now show how the proper value of $\lambda$ can be determined.
Lemma 1. Let both vectors $\mathbf{x}$ and $\mathbf{y}$ satisfy (2.9). Then

$$
\begin{equation*}
\left|x_{1} y_{1}\right| \geqq\left|\left(x_{2}+c\right)\left(y_{2}+c\right)+\left(1-c^{2}\right)\right|, \tag{2.15}
\end{equation*}
$$

where the inequality is strict if $x_{2} \neq y_{2}$, and

$$
\begin{equation*}
\left(x_{2}+c\right)\left(y_{2}+c\right)+\left(1-c^{2}\right)-x_{1} y_{1}=\frac{1}{2}\left[\left(x_{1}-y_{1}\right)^{2}-\left(x_{2}-y_{2}\right)^{2}\right] . \tag{2.16}
\end{equation*}
$$

Proof. Using (2.9) to substitute for $x_{1}$ and $y_{1}$, we get

$$
\begin{aligned}
x_{1}^{2} y_{1}^{2} & =\left[\left(x_{2}+c\right)\left(y_{2}+c\right)+\left(1-c^{2}\right)\right]^{2}+\left(1-c^{2}\right)\left(x_{2}-y_{2}\right)^{2} \\
& \geqq\left[\left(x_{2}+c\right)\left(y_{2}+c\right)+\left(1-c^{2}\right)\right]^{2} .
\end{aligned}
$$

We prove (2.16) by expanding its right-hand side and applying (2.9).
Lemma 2. If ( $\mathbf{x}, \lambda_{x}$ ) and ( $\mathbf{y}, \lambda_{y}$ ) are solutions to the equations (2.9) and (2.14), then

$$
\begin{equation*}
\|K \mathbf{y}-\mathbf{q}\|^{2}-\|K \mathbf{x}-\mathbf{q}\|^{2}=\left(\lambda_{x}-\lambda_{y}\right)\left[\left(x_{2}+c\right)\left(y_{2}+c\right)+\left(1-c^{2}\right)-x_{1} y_{1}\right] . \tag{2.17}
\end{equation*}
$$

Proof. Applying the same technique as Gander [5, Thm. 1], we can show that

$$
\|K \mathbf{y}-\mathbf{q}\|^{2}-\|K \mathbf{x}-\mathbf{q}\|^{2}=\frac{1}{2}\left(\lambda_{x}-\lambda_{y}\right)\left[\left(x_{1}-y_{1}\right)^{2}-\left(x_{2}-y_{2}\right)^{2}\right] .
$$

Equation (2.16) thus completes the proof.

Theorem 1. Let ( $\mathbf{x}, \lambda_{x}$ ) and ( $\mathbf{y}, \lambda_{y}$ ) be solutions to the equations (2.9) and (2.14). Suppose that either (i) $\lambda_{x}>-d_{1}$ and $\lambda_{y}<-d_{1}$, or (ii) $\lambda_{y}>\lambda_{x}>-d_{1}$. Then

$$
\|K \mathbf{y}-\mathbf{q}\|^{2}-\|K \mathbf{x}-\mathbf{q}\|^{2}>0 .
$$

Proof. Since $\lambda_{x} \neq \lambda_{y}$, we get $x_{2} \neq y_{2}$ and thus a strict inequality in (2.15). The proof follows from considering the sign of $x_{1} y_{1}$ in (2.17).

Let us first assume that $h_{1}\left(h_{2}+c d_{2}\right) \neq 0$. From (2.9) and (2.14) we obtain

$$
\begin{equation*}
\left(\frac{h_{1}}{d_{1}+\lambda}\right)^{2}=\left(\frac{h_{2}+c d_{2}}{d_{2}-\lambda}\right)^{2}+\left(1-c^{2}\right) \tag{2.18}
\end{equation*}
$$

which can be transformed into a quartic equation in $\lambda$. It is easy to see graphically that the equation has one real root in the open interval $\left(-\infty,-d_{1}\right)$, one real root in $\left(-d_{1}, d_{2}\right)$, and two distinct real or complex conjugate roots in $\left(d_{2}, \infty\right)$. Theorem 1 says that we need the smallest root of $\lambda$ that is greater than $-d_{1}$, i.e., that unique root in the open interval $\left(-d_{1}, d_{2}\right)$. To find the root we may apply either the standard technique for solving quartic equations, or any zero-finding procedure with assured convergence, e.g., Brent [1, Chap. 4].

Now we give explicit solutions to two simpler special cases: (i) $h_{1}=0$, and (ii) $h_{2}+c d_{2}=0$. For case (i) we get from $x_{1} \neq 0$ that $\lambda=-d_{1}$. We then use (2.14) to compute $x_{2}$ and (2.9) to determine $x_{1}$ (either sign is acceptable). Case (ii) implies that either $x_{2}=-c$ or $\lambda=d_{2}$. From Theorem 1 we get

$$
\lambda=\min \left\{-d_{1}+\left(\frac{h_{1}^{2}}{1-c^{2}}\right)^{1 / 2}, d_{2}\right\} .
$$

We then use equations (2.9) and (2.14) to determine the solution vector $\mathbf{x}$. This special case is not observed by Browne [3]. Two other advantages of our procedure over Browne's approach are that (2.18) is easier to solve than (2.6), and that no column reflections are required.

After the parameters $\delta$ and $\gamma$ for the elementary oblique rotation have been found, the factor matrix is updated in accordance to (2.4). The angle $\theta$ of rotation is given by

$$
\begin{equation*}
\theta=\cos ^{-1}\left[\left(1+\delta c_{i j}\right) / \gamma\right] . \tag{2.19}
\end{equation*}
$$

Details of the complete algorithm are given in [3].
3. Numerical example. We were able to find only one example (Gruvaeus [6, p. 500]) for which the target matrix $B$ is partially prescribed and some specified elements are nonzero. The given factor matrix is

$$
A=\left(\begin{array}{rrr}
.90 & -.09 & -.03 \\
.83 & .09 & -.04 \\
.87 & -.01 & .07 \\
.55 & .79 & -.07 \\
.56 & .65 & .04 \\
.63 & .60 & .03 \\
.28 & .27 & .45 \\
.38 & .20 & .63 \\
.38 & .19 & .77
\end{array}\right)
$$

and the partially prescribed matrix is

$$
B=\left(\begin{array}{ccc}
.98 & 0 & 0 \\
.76 & 0 & 0 \\
\times & \times & \times \\
\times & \times & \times \\
\times & \times & \times \\
\times & \times & \times \\
\times & \times & \times \\
0 & 0 & .76 \\
0 & 0 & .93
\end{array}\right) .
$$

If the rotation angle $\theta$ of (2.19) is so small that $\cos \theta \geqq .9999995$, we regard the rotation as null and forgo the transformation. The fourth cycle consists wholly of null rotations, resulting in the final rotated matrix:

$$
A X=\left(\begin{array}{rrr}
.94 & -.09 & -.02 \\
.79 & .10 & .02 \\
.83 & -.04 & .11 \\
.17 & .84 & .15 \\
.20 & .66 & .24 \\
.30 & .61 & .22 \\
-.04 & .15 & .57 \\
.02 & .02 & .75 \\
-.03 & -.03 & .90
\end{array}\right)
$$

The criterion of (2.1) decreases as follows:

| Cycle | Criterion |
| :---: | :---: |
| 0 | .437400 |
| 1 | .055413 |
| 2 | .024703 |
| 3 | .024691 |
| 4 | .024691 |
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# A NUMERICAL METHOD FOR CONFORMAL MAPPING OF DOUBLY CONNECTED REGIONS* 
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#### Abstract

A linearly converging iteration scheme has been found which yields the conformal mapping from the annulus between two concentric circles to any given doubly connected region with smooth boundaries. Each iteration costs $O(N \log N)$ operations where $N$ is the number of points used to discretize the boundaries. Failure of convergence was never observed when the initial guess was sufficiently accurate.


Key words. conformal mapping, doubly connected regions, fast Fourier transform

1. Introduction. The mapping theorem by Riemann states that there are three degrees of freedom in a conformal mapping between any simply connected region and the unit circle. For example we can specify the positions of three boundary points (in the same order on the two peripheries) or of one interior and one boundary point. In the case of doubly connected regions, a mapping is always possible to the annulus between the unit circle and a concentric smaller circle with radius $\rho$. In this case, a rotation is the only available freedom. The radius $\rho$ is uniquely determined.

Table 1 gives a very brief list of some major methods which we hope can serve as a first guide to the literature in the field. The cost per iteration of the methods (measured in number of arithmetic operations where $N$ is the number of free parameters to be determined) has been given but we should note that this alone is a very incomplete measure of the usefulness of a method in a specific application. An extensive (but by now somewhat outdated) survey of methods was given by Gaier in 1964 [2].

Several of the numerical methods for simply connected regions are possible to generalize to the doubly connected case. So far, the best demonstrated procedure seems to be a generalization of Theodorsen's method (Garrick [3], Gaier [2], Ives [9], Henrici [7]). However, linear convergence will occur only for regions which have "near-circular" inner and outer boundaries. Since this method is the fastest one known for such regions and the operation count per iteration is nearly the same as that for the method we introduce here, these two methods will be compared extensively in the last section of this work. Another especially interesting method is proposed by Reichel [15]. His version of Symm's method converges to a final answer in a total of $O\left(N^{2} \log N\right)$ operations. There is no need for the regions to be of simple shape or for a close initial guess to be available. In cases where the methods costing $O(N \log N)$ operations per iteration converge slowly, Reichel's method may prove faster.

Reference [1] describes a Newton-conjugate gradient scheme for simply connected regions which converges quadratically. Each iteration costs $O(N \log N)$ operations. The present work is a first attempt to exploit the formulation used in [1] for doubly connected cases. We have not been able to find an equally powerful numerical algorithm this time and the convergence rate is reduced to linear. However, the ability to converge for all smooth regions is maintained. This is a major advantage in comparison with Theodorsen's method.

Conformal mappings provide a powerful approach to many problems governed by Laplace's equation. This includes electrical and magnetical fields, potential fluid
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flow past a body etc. A calculation of time dependent surface waves on deep water was described in [1] as an application for simply connected mappings. The present method can similarly be applied to waves over a bottom of any shape or to waves on deep water passing over a submerged object.

Another area of application is computer generated computational grids. A drawback with simply connected conformal mappings is their tendency to give a very nonuniform resolution. A local boundary fitting grid partially overlapping with a rectangular grid has been found to be effective in many cases of finite difference approximations of partial differential equations (G. Starius [16], B. Kreiss [10]). As Figs. 1 and 2 illustrate (the outer boundary is the same in the two cases) there need not be any resolution problem for doubly connected mappings.
2. Formulation of the mapping problem. Different analytical properties of the conformal mapping function can be exploited in the construction of numerical methods. We will now very briefly outline these for a few of the major methods (in case of simply connected regions).


Fig. 1. Example of a simply connected mapping.


FIG. 2. Example of a doubly connected mapping.
Theodorsen's method is based on a Hilbert transform relation between the real and imaginary parts of $w=\log (f(z) / z)$ where $f(z)$ is the mapping function from the unit circle. If the given region is represented in polar coordinates, the relation takes a particularly simple form.

In Symm's method, the inverse mapping (from the given region to the unit circle) is considered. Through the (unknown) mapping function, the polar coordinate angle $\theta$ on the unit circle is a function of $t$, some parameter describing positions along the given boundary. The function $\theta^{\prime}(t)$ can be shown to satisfy a linear Fredholm integral equation of the first kind.

The methods used by Papamichael are closely related to the Ritz method: the derivative of the mapping function from the given domain onto the unit circle can be shown to minimize

$$
\begin{equation*}
\iint_{\Omega}|u(z)|^{2} d x d y \tag{1}
\end{equation*}
$$

over a certain class of functions.
In paper [1] by the present author, we considered a Fast Fourier Transform applied to a set of points on the given boundary. This gives Laurent coefficients for an analytic function which maps roots of unity to these points. The mapping function has to be regular at the origin. The requirement that all negative Laurent terms vanish provides a formulation.

The methods of Theodorsen, Symm and Papamichael all generalize almost directly to doubly connected domains [7], [14], [18]. This work is a first attempt to make use of a formulation similar to the one in [1]. In case of a doubly connected region, a full Laurent expansion with both positive and negative powers is allowed. However, $N$ 'boundary correspondence points' on either boundary is sufficient to determine $N$ Laurent coefficients. Since the Laurent expansion is unique, this imposes constraints on the point positions, sufficient to determine their locations. Although we are not aware of this formulation having been used earlier, we do not believe it to be new. The original contribution of the present work lies in the construction of the numerical method. In the rest of this chapter, we present our formulation in more detail.

Figure 2 illustrates a mapping of a doubly connected region. With a region given in a complex $w$-plane, the inner radius as well as the mapping function $w=f(z)$ are uniquely determined up to a rotation in the $z$-plane. A Laurent expansion of $f(z)$ in the annulus $\rho \leqq|z| \leqq 1$ takes the form

$$
\begin{equation*}
w=f(z)=\sum_{\nu=-\infty}^{\infty} a_{\nu} z^{\nu} . \tag{2}
\end{equation*}
$$

Let $N$, a power of two, be large enough that $a_{\nu}$ and $\rho^{\nu} a_{\nu}$ can be ignored for $|\nu|>N / 2-1$. We consider (2) for $z=\omega^{k}$ and $z=\rho \omega^{k}, k=0,1, \cdots, N-1, \omega=e^{2 \pi i / N}$. These equidistant points on the outer and inner circles in the $z$-plane are mapped by (2) into points $\xi_{k}$ and $\zeta_{k}$ on the boundaries of the given region. Relation (2) for the points on the outer boundary can be written in matrix form
(3)
$\left[\begin{array}{c}\xi_{0} \\ \xi_{1} \\ \xi_{2} \\ \cdot \\ \cdot \\ \cdot \\ \cdot \\ \cdot \\ \cdot \\ \cdot \\ \xi_{N-1}\end{array}\right]=\left[\begin{array}{cccccccccc}1 & 1 & 1 & \cdots & 1 & 1 & 1 & \cdots & 1 & 1 \\ 1 & \omega & \omega^{2} & & \omega^{N / 2-1} & -1 & \omega^{-N / 2+1} & & \omega^{-2} & \omega^{-1} \\ 1 & \omega^{2} & \omega^{4} & & \cdot & 1 & \cdot & & \omega^{-4} & \omega^{-2} \\ \cdot & & & & \cdot & \cdot & \cdot & & \cdot & \cdot \\ \cdot & & & & \cdot & \cdot & \cdot & & \cdot & \cdot \\ \cdot & & & & \cdot & \cdot & \cdot & & \cdot & \cdot \\ \cdot & & & & \cdot & \cdot & \cdot & & \cdot & \cdot \\ \cdot & & & & \cdot & \cdot & \cdot & & \cdot & \cdot \\ \cdot & & & & \cdot & \cdot & \cdot & & \cdot & \cdot \\ \cdot & \omega^{N-1} & \omega^{2 N-2} & \cdot & \cdot & -1 & \cdot & & \cdot & \cdot \\ 1 & \omega^{-2 N+2}\end{array}\right]\left[\begin{array}{c}a_{0} \\ a_{1} \\ \cdot \\ \cdot \\ a_{N / 2-1} \\ a_{ \pm N / 2} \\ a_{-N / 2+1} \\ \cdot \\ \cdot \\ a_{-2} \\ a_{-1}\end{array}\right]$.
For later algebraic convenience, an extra 'reflection frequency' denoted $a_{ \pm N / 2}$ is included. Under the assumptions on the decay of $\left|a_{\nu}\right|$, the size of $a_{ \pm N / 2}$ is negligible. Noting that $\omega^{k}=\omega^{N+k}$, (3) takes the simpler form

$$
\left[\begin{array}{c}
\xi_{0}  \tag{4}\\
\xi_{1} \\
\xi_{2} \\
\cdot \\
\cdot \\
\cdot \\
\cdot \\
\cdot \\
\xi_{N-1}
\end{array}\right]=\left[\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 1 \\
1 & \omega & \omega^{2} & \cdots & \omega^{N-1} \\
1 & \omega^{2} & \omega^{4} & \cdots & \omega^{2 N-2} \\
\cdot & & & & \cdot \\
\cdot & & & & \cdot \\
\cdot & & & & \cdot \\
\cdot & & & & \cdot \\
\cdot & & & & \cdot \\
1 & \omega^{N-1} & \omega^{2 N-2} & \cdots & \omega^{(N-1)^{2}}
\end{array}\right]\left[\begin{array}{c}
a_{0} \\
a_{1} \\
\cdot \\
\cdot \\
a_{N / 2-1} \\
a_{ \pm N / 2} \\
a_{-N / 2+1} \\
\cdot \\
a_{-1}
\end{array}\right] .
$$

For the inner boundary, we similarly obtain

Algebraic elimination of the $a$-vector in (4) and (5) gives a relation between the vectors $\boldsymbol{\xi}$ and $\zeta$. After multiplying the different rows by suitable powers of $\rho$ to make the result more symmetric, we get

(6)
3. Numerical method. Our aim is to construct an iteration where approximations $\boldsymbol{\xi}$ and $\zeta$ for the true point positions on the boundaries, gradually improve in accuracy. This is achieved by repeatedly performing the following three steps:

1. From $\boldsymbol{\xi}$ and $\zeta$ we find an approximate value $\rho$ for the radius of the inner circle.
2. Substituting $\boldsymbol{\xi}, \zeta$ and $\rho$ into (6) gives a residual vector $\mathbf{r}$ instead of zero as a right hand side. From this vector, changes to $\xi$ and $\zeta$ are found which move the approximate mapping points $\xi_{k}$ and $\zeta_{k}$ away from the boundaries but still leaves the $L_{2}$-norm of the errors in the point positions invariant.
3. The points $\xi_{k}$ and $\zeta_{k}$ are returned to respective boundary. This step reduces the error norm.

Repetition of these three steps will in general give convergence to the desired mapping. One way to implement these three steps will now be described in detail.

1. Ideally, the vector $\mathbf{r}$ should be zero. If this were the case, any row in (6) (apart from the two not including $\rho$ ) could be used to find $\rho$. Let $\mathbf{b}=W^{-1} \xi$ and $\mathbf{c}=W^{-1} \zeta$ denote the products of the Fourier matrix with $\boldsymbol{\xi}$ and $\zeta$ in (6). The approximation

$$
\begin{equation*}
\rho=\frac{\left|c_{1}\right|+\left|b_{N-1}\right|}{\left|b_{1}\right|+\left|c_{N-1}\right|} \tag{7}
\end{equation*}
$$

uses a combination of the second and the last rows.
2. Evaluate $\mathbf{r}$ by substituting $\boldsymbol{\xi}$ and $\zeta$ into the left-hand side of (6) and form the following two vectors of length $N / 2$ :

$$
\left[\mathbf{r}_{\xi}\right]=\left[\begin{array}{cccc}
1 & & &  \tag{8}\\
& \rho^{1 / 2} & & \\
& & \rho^{2 / 2} & \\
& & \ddots & \\
& & & \rho^{(N / 2-1) / 2}
\end{array}\right]\left[\begin{array}{c}
r_{0} \\
r_{N-1} \\
r_{N-2} \\
\vdots \\
r_{N / 2+2} \\
r_{N / 2+1}
\end{array}\right]
$$

and

$$
\left[\mathbf{r}_{\zeta}\right]=\left[\begin{array}{cccc}
1 & &  \tag{9}\\
& \rho^{(N / 2-1) / 2} & \\
& \ddots & \\
& & \rho^{2 / 2} \\
& & & \rho^{1 / 2}
\end{array}\right]\left[\begin{array}{c}
r_{N / 2} \\
r_{N / 2-1} \\
r_{N / 2-2} \\
\vdots \\
r_{2} \\
r_{1}
\end{array}\right] .
$$

Denote by $W_{N / 2}$ the discrete Fourier transform matrix of size $N / 2$ with elements $w_{k l}=\omega^{2(k-1)(l-1)}$ and by $D$ a diagonal matrix with elements $d_{k k}=\omega^{-(k-1)}$. Further, let $\boldsymbol{\Delta} \boldsymbol{\xi}_{\text {even }}$ be a vector of length $N / 2$ containing changes to $\xi_{0}, \xi_{2}, \xi_{4}, \cdots, \xi_{N-2}$ and use similar notation for $\boldsymbol{\Delta} \boldsymbol{\xi}_{\text {odd }}$ etc. We use

$$
\begin{array}{ll}
\Delta \boldsymbol{\xi}_{\text {even }}=W_{N / 2}^{-1} \mathbf{r}_{\xi}, & \Delta \zeta_{\text {even }}=-W_{N / 2}^{-1} \mathbf{r}_{\zeta},  \tag{10}\\
\Delta \boldsymbol{\xi}_{\text {odd }}=W_{N / 2}^{-1} D \mathbf{r}_{\xi}, & \Delta \zeta_{\text {odd }}=W_{N / 2}^{-1} D \mathbf{r}_{\zeta},
\end{array}
$$

The justification for these formulas will be presented in the following chapter on convergence properties.
3. The changed points are moved back to the boundary curves. If a boundary curve is given in the form $f(x, y)=0$, a point $x_{0}, y_{0}$ off the curve is approximately brought back by the steps

$$
\begin{equation*}
d=\frac{f}{\left(f_{x}^{2}+f_{y}^{2}\right)}, \quad x_{1}=x_{0}-d f_{x}, \quad y_{1}=y_{0}-d f_{y} \tag{11}
\end{equation*}
$$

Repetition of this correction procedure gives quadratic convergence to a point on $f(x, y)=0$. However, we apply it only once.

Figure 3 illustrates graphically the steps 2 and 3 in this iteration.


Fig. 3. Graphical illustration of steps 2 and 3 in the iteration procedure.
4. Convergence properties. Assume that the boundary curves are smooth and that a sufficient number of points are used in order to well resolve the boundaries. Assume further that all points lie in correct mapping positions apart from one point $\xi_{0}$ which is perturbed tangentially to $\xi_{0}+\varepsilon_{0}$. Substitution in the right hand side of (6) gives a residual vector $\mathbf{r}$. From (8) and (9) follow

$$
\left[\mathbf{r}_{\xi}\right]=-\varepsilon_{0}\left[\begin{array}{c}
1  \tag{12}\\
1 \\
1 \\
\vdots \\
1
\end{array}\right]
$$

and

$$
\left[\mathbf{r}_{6}\right]=-\varepsilon_{0}\left[\begin{array}{c}
1  \tag{13}\\
\rho^{N / 2-1} \\
\vdots \\
\rho^{2} \\
\rho^{1}
\end{array}\right] .
$$

Straightforward algebra based on (10) gives

$$
\Delta \xi_{\text {even }}=-\varepsilon_{0}\left[\begin{array}{c}
1  \tag{14}\\
0 \\
0 \\
\vdots \\
0
\end{array}\right]
$$

and

$$
\Delta \xi_{\text {odd }}=\frac{2 \varepsilon_{0}}{N}\left\{\left[\begin{array}{c}
1  \tag{15}\\
1 \\
1 \\
\cdot \\
\cdot \\
\cdot \\
1
\end{array}\right]-i\left[\begin{array}{c}
\cot (\pi / N) \\
\cot (3 \pi / N) \\
\cot (5 \pi / N) \\
\vdots \\
-\cot (5 \pi / N) \\
-\cot (3 \pi / N) \\
-\cot (\pi / N)
\end{array}\right]\right\} .
$$

Since

$$
\begin{equation*}
\left\|\Delta \xi_{\text {even }}\right\|^{2}=\left\|\Delta \xi_{\text {odd }}\right\|^{2}=\varepsilon_{0}^{2} \tag{16}
\end{equation*}
$$

while

$$
\begin{equation*}
\left\|\Delta \zeta_{\text {even }}\right\|^{2}=\left\|\Delta \zeta_{\text {odd }}\right\|^{2}<\frac{2 \varepsilon_{0}^{2}}{N\left(1-\rho^{2}\right)}=\varepsilon_{0}^{2} \cdot O\left(\frac{1}{N}\right) \tag{17}
\end{equation*}
$$

we assume $N$ to be sufficiently large that we are justified in ignoring $\Delta \zeta_{\text {even }}$ and $\Delta \zeta_{\text {odd }}$ in comparison with $\boldsymbol{\Delta} \boldsymbol{\xi}_{\text {even }}$ and $\boldsymbol{\Delta} \boldsymbol{\xi}_{\text {odd }}$. This simplification is necessary to obtain the invariance of the error norm during step 2 of the iteration procedure.

The changes in the point positions are negligible for the inner points, provide an exact correction to the original perturbation in $\xi_{0}$ and introduce new errors according to (15) at all the odd numbered outer points. We note that these errors are largest at points near $\xi_{0}$. Their directions there are almost normal to the curve.

If not just $\xi_{0}$ was perturbed by $\varepsilon_{0}$ but all even numbered points $\boldsymbol{\xi}_{\text {even }}$ were perturbed by $\boldsymbol{\varepsilon}_{\text {even }}$, we are similarly left with errors only in $\boldsymbol{\xi}_{\text {odd }}$ and they satisfy

$$
\begin{equation*}
\boldsymbol{\varepsilon}_{\mathrm{odd}}=Q \boldsymbol{\varepsilon}_{\mathrm{even}} \tag{18}
\end{equation*}
$$

where $Q$ is a unitary matrix with elements

$$
\begin{equation*}
Q_{k l}=\frac{2}{N}[1-i \cot \pi(2(k-l)+1) / N] . \tag{19}
\end{equation*}
$$

The situation is similar for initial perturbations in $\boldsymbol{\xi}_{\text {odd }}, \zeta_{\text {even }}$ and $\zeta_{\text {odd }}$. Since equations (6) and (8) to (10) are linear in $\boldsymbol{\xi}$ and $\zeta$, any arbitrary initial guess for these vectors can be treated as a superposition of the four simpler cases with only one of the vectors perturbed from the correct values. From the fact that $Q$ is unitary follows the key property of step 2, i.e. the $L_{2}$-norm of all the positional errors has been left unchanged. When the points are dropped back to the curves in step 3, this norm is decreased.

There are only two ways in which convergence has been observed to fail (for close initial guesses):
(i) Every one of the new errors after step 2 happens to fall along the boundary. The step of bringing the points back to the curve, which normally reduces the error norm, will have no effect.
(ii) There may exist errors which do not affect the residual vector $\mathbf{r}$.

The simplest possible mapping, the identity mapping from an annulus to itself, illustrates both these possibilities. Consider a perturbation on the outer boundary of $\xi_{\text {even }}$ to $\xi_{\text {even }} \cdot(1+i \delta)$ and $\xi_{\text {odd }}$ to $\xi_{\text {odd }} \cdot(1-i \delta)$ and similarly on the inner boundary with factors $(1+i \varepsilon)$ and ( $1-i \varepsilon$ ) resp. Equation (6) is affected only in line $N / 2+2$ in that $\mathbf{r}_{N / 2+1}$ becomes (approximately) $-N \rho^{(-N / 2+1) / 2} \cdot i \delta$ instead of 0 . The last component of the vector $\mathbf{r}_{\xi}$ is changed from 0 to $-N \delta i$ and $\mathbf{r}_{\xi}$ is left unaffected. The corrections, according to (10), reverse the direction of the perturbation on the outer boundary and leave the inner boundary points unchanged. In the present case of the identity mapping, a single application of the following two corrective procedures will remove these errors completely. We have found no case where repeated use has failed to give convergence.
(i) Oscillatory error patterns on the outer boundary change sign every iteration. Without this problem, the approximations for $\rho$ at successive iterations change in general monotonically. When the mapping has converged so far that the oscillatory errors dominate, the approximations for $\rho$ start to oscillate. Whenever this is observed, we start the following iteration not with $\xi$, $\zeta$ from the last iteration but with the average of $\xi, \zeta$ from the last two iterations. In typical test cases, this step is invoked about once every $5-10$ iterations. The cost of this averaging is negligible.
(ii) Oscillatory error patterns on the inner boundary may remain invariant. When $W^{-1} \zeta$ is formed in (6) to calculate the residual, the sum of the magnitudes of components with indices $N / 2+1$ and $N / 2+2$ (which may have remained large) is compared against components $N / 2-1$ and $N / 2-2$ (for which the method works fine). If the ratio of the sums exceeds a given threshold, say 30 , the following step is inserted: Form

$$
[W]\left[\begin{array}{llllll}
w^{1 / 2} & & & & & \\
& w^{2 / 2} & & & & \\
& & w^{3 / 2} & & & \\
& & & \cdot & & \\
& & & & w^{-2 / 2} & \\
& & & & & w^{-1 / 2}
\end{array}\right]\left[W^{-1} \zeta\right]
$$

which corresponds to a rotation of the mapping half the angle that separates adjacent gridpoints. Bringing the points back to the curve cancels the oscillatory errors that were present. This procedure is repeated once more to rotate the points back again. In typical test cases, this step got invoked once about every 10-20 iterations. The added cost of 4 FFTs of size $N$ is therefore negligible.
5. Test results. Two test cases for the mapping method are described below. In each of them, a one parameter family of successively altered regions is mapped. Theodorsen's method converges for some parameter values in the first test case. The convergence rates were then compared. The operation count per iteration for the two methods is very similar. With $N$ points on each boundary, one iteration of the present method requires

2 complex FFT over $N$ points.
4 complex FFT over $N / 2$ points.
overhead dominated by bringing the points back to the curves and occasional rotations of the inner boundary to remove oscillations.

Theodorsen's method requires
6 real FFT over $N$ points.
overhead dominated by evaluating polar coordinate formulas for the points and $N$ logarithms for trapezoidal rule approximation of a new radius.
It is possible that the linear convergence rate of both of these methods can be improved upon by suitable acceleration techniques. In the case of Theodorsen's method for simply connected regions, this has been investigated by Gutknecht [5], [6] who proposes a relaxation procedure. However, Hübner [8] notes that this acceleration fails for regions which are not symmetric. We have not considered any acceleration possibilities in this work.

Convergence progressed in all cases until one of the following two limits were reached.
(i) Machine (roundoff) accuracy.
(ii) Truncation accuracy, i.e., size of first ignored Laurent coefficients.

The numerical results in this section were obtained using 64 bit floating point (48 bit mantissa) on the Control Data Cyber 205 computer at the Cybernet Service Center in Arden Hills, Minnesota. The algorithm can be completely vectorized. One iteration, including all overhead, takes approximately 1.1 ms with $N=128$ and 46 ms with $N=4096$ on a 2-pipe version of the Cyber 205.

Test case 1. The outer curve is a unit circle, the inner an ellipse with focii at 0 and $a$ where $a$ satisfies $0 \leqq a<1$. The size is such that the sum of the two radii equals one for any boundary point. The equations for the boundaries are:

$$
\begin{array}{ll}
\text { OUTER: } & x^{2}+y^{2}-1=0, \\
\text { INNER: } & 4\left(x^{2}+y^{2}\right)-\left(a^{2}-2 a x-1\right)^{2}=0 . \tag{21}
\end{array}
$$

Figure 4 shows the mappings for some different values of $a$.
Both the present method and Theodorsen's method converge linearly with a rate that is independent of $N$. Table 2 gives these rates. Tables 3 and 4 show in more detail how the obtained accuracy varies as a function of $N$ for the two methods. We consider the cases $a=.5$ and $a=.7$ and iterate both methods until convergence with $N=16$, 32 and 64 . The positional error of every individual boundary point is measured. The largest of these is tabulated and for the present method is seen to be very closely linked to the size of the first omitted Fourier coefficients. Theodorsen's method proves to be less accurate for same values of $N$. The last columns of Table 2 are based on this maximal boundary position test. Both methods give values for $\rho$ which are far more accurate than the boundary points.

One further comparison between the methods has been performed. The issue is how accurate an initial guess has to be to give convergence. The solutions for $a=$ $0 ., .5, .7, .9$ and .99 were taken as initial guesses and the point positions were transferred to new boundaries by keeping their polar coordinate angles unchanged. (Since the outer boundary was not changed, these points were not moved.) The question we studied was how far up from $a=0$. .5 etc. one could go in one single continuation step. Table 5 shows the result. For Theodorsen's method, the maximal $a=.71$ could be reached directly from any of the initial guesses. The present method performed almost equally well. The solution at $a=0$. was accurate enough for $a=.64$ while $a=.5$ allowed a single step to $a=.83$, well beyond the range of Theodorsen's method. As might be expected, the steps had to be taken smaller for the extremely deformed final cases.


Fig. 4. The mappings for different values of $a$ in test case 1.

TABLE 2
Summary of test case 1.

| $a$ | $\rho$ | Geometric convergence rate |  | Number of points $N$ required for accuracy |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Present | Theodorsen | $10^{-4}$ | $10^{-8}$ |
| 0. | . 5000 | . 50 | 0.0 | - | - |
| . 5 | . 5118 | . 55 | . 56 | 32 | 32 |
| . 7 | . 5273 | . 67 | . 94 | 32 | 64 |
| . 9 | . 5641 | . 87 | Diverges | 64 | 64 |
| . 99 | . 6334 | . 98 | for | 64 | 128 |
| . 999 | . 6859 | . 997 | $a>.71$ | 128 | 256 |

Table 3
Accuracy of mapping as function of $N$ in test case $1, a=0.5$.

| Number of points on each boundary $N$ | First omitted Fourier coefficient |  | Largest error in any point position (measured in arc length) |  | Error in calculated value of radius |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | number | coefficient | Present | Theodorsen | Present | Theodorsen |
| 16 | 8 | $.1 \times 10^{-3}$ | . $2 \times 10^{-3}$ | . $2 \times 10^{-3}$ | $.1 \times 10^{-7}$ | $.2 \times 10^{-9}$ |
| 32 | 16 | . $8 \times 10^{-9}$ | . $4 \times 10^{-9}$ | . $8 \times 10^{-7}$ | $<10^{-10}$ | $<10^{-10}$ |
| 64 | 32 | $<10^{-10}$ | $<10^{-10}$ | $<10^{-10}$ | $<10^{-10}$ | $<10^{-10}$ |

TABLE 4
Accuracy of mapping as function of $N$ in test case $1, a=0.7$.

| Number of points on each boundary $N$ | First omitted Fourier coefficient component size of |  | Largest error in any point position (measured in arc length) |  | Error in calculated value of radius |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | number | coefficient | Present | Theodorsen | Present | Theodorsen |
| 16 | 8 | $.1 \times 10^{-2}$ | . $2 \times 10^{-2}$ | . $6 \times 10^{-2}$ | . $3 \times 10^{-5}$ | . $6 \times 10^{-5}$ |
| 32 | 16 | . $2 \times 10^{-6}$ | $.1 \times 10^{-6}$ | . $5 \times 10^{-4}$ | $<10^{-10}$ | $.5 \times 10^{-9}$ |
| 64 | 32 | $<10^{-10}$ | $<10^{-10}$ | . $7 \times 10^{-8}$ | $<10^{-10}$ | $<10^{-10}$ |

Table 5
Longest single continuation steps that can be taken from different values of $a$ in test case 1.

| $a$ | Present <br> method | Theodorsen's <br> method |
| :---: | :---: | :---: |
| 0. | .64 | .71 |
| .5 | .83 | .71 |
| .7 | .89 | .71 |
| .9 | .954 | - |
| .99 | .992 | - |

Test case 2. We map a series of strips of increasing width. With $d$ small, an approximate equation for a curve at a distance $d$ from $f(x, y)=0$ is $g(x, y)=0$ where

$$
\begin{equation*}
g(x, y)=f(x, y)-d^{*} \sqrt{f_{x}^{2}+f_{y}^{2}} \tag{22}
\end{equation*}
$$

The outer boundary is $f(x, y)=0$ with

$$
\begin{equation*}
f(x, y)=\left(x^{2}+(y-.5)^{2}\right)^{*}\left(1-x^{2}-y^{2}\right)-0.1 \tag{23}
\end{equation*}
$$

The inner boundaries correspond to $d=.05, .1$ and .2 . In the initial guess for $d=.05$ the points $\xi_{k}$ were equidistantly distributed along the boundary. Matching $\zeta_{k}$ were obtained from (11) and (23). The case $d=.2$ was illustrated in Fig. 2. Table 6 summarizes this test case. This test case, which is typical for the application of finding boundary fitting local grids, is well outside the range of Theodorsen's method. We note that significantly more points $N$ are required to resolve this problem than was called for in test case 1.

Table 6
Summary of test case 2.

| $d$ |  | $\rho$ |  | Geometric <br> convergence <br> rate |
| :--- | :--- | :---: | :--- | ---: | | Number of points $N$ <br> required for accuracy <br> $10^{-4}$ |  |
| :---: | :---: |
| .05 |  |
| .1 |  |
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# A MATHEMATICAL PROGRAMMING APPROACH TO EDITING OF CONTINUOUS SURVEY DATA* 
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#### Abstract

Since data from surveys often contain errors, it is desirable to attempt to detect these errors. Clearly, not all errors can be detected: What can be attempted is to detect those errors that result in inconsistencies. The detection process is referred to as editing of the answer fields of the survey record. In this paper, we present a mathematical programming approach to data editing whose objective is to minimize the weighted number of answer fields that are suggested to be in error relative to a set of internal consistency conditions. This procedure is then applied to test data from the Annual Survey of Manufacturers and computational results are presented.
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1. Introduction. A key step in the processing of large-scale data is the editing and imputation of the data. By editing, we refer to the process of checking answer fields to detect inconsistencies. The fields suggested to be in error may then be changed to an acceptable value. The process of changing responses is referred to as imputation. Survey data can be broadly classified as either coded or continuous. In coded or qualitative data there are only a few possible pre-specified responses to a given question. Continuous data, on the other hand, may have almost any values as responses. Due to the difference in the type of data considered, it is necessary to approach the editing and imputation of the coded and continuous problems differently. In this paper we will consider only continuous data.

Fellegi and Holt [1] presented a procedure for editing coded data. In that paper they based their work on the assumption that one would wish to alter the original observations to the least possible extent. (They used a procedure to find all edit conditions which are implied by specific edit conditions. All of the resulting edit conditions are then used to solve the edit problem. The work has been refined recently by Liepins [7].) In an earlier paper on economic data, Freund and Hartley [2] used a least squares approach to minimize a combination of the weighted sum of squared differences between original and corrected data and the weighted sum of squares of deviations from the edit conditions. In that paper, the edits were made up of internal consistency conditions in the form of linear inequalities that would have to be satisfied for an edit condition to be met.

In this paper our objective will be to minimize the weighted number of fields that would have to be changed through imputation in order for the resulting answers to meet a set of internal consistency conditions which are expressed as linear inequalities. The weights represent confidence in the value in each field. In this way, we have attempted to combine key portions of the Fellegi-Holt and Freund-Hartley approaches. However, there are important differences in each case. In the first case, we are working with continuous data while Fellegi and Holt were editing coded data. In the second case, we require that all consistency conditions be satisfied while Freund and Hartley allow for consistency conditions to go unsatisfied so long as the sums of squares are minimized. In all cases, we are considering deterministic errors, that is, errors which can be determined with certainty.

[^84]Before continuing, two comments should be made about our objective function. First, given certain assumptions (stated below), minimizing the weighted number of fields changed can be thought of as a surrogate for the objective: Maximize the product of the probabilities that a changed field is in error and that an unchanged field is correct [7]. Since such an objective would be extremely difficult to work with, the objective of minimizing the number of fields which are changed is used as a replacement. This substitution has the desired effect since it tends to reduce the probability of changing a correct field.

If a field has a high probability of being correct, we would assign it a relatively large weight. If a field has a low probability of being correct, we would assign it a relatively low weight. Since we are minimizing the sum of the weights, an optimal solution to the problem would seek to avoid changing fields with high weights in favor of changing fields with low weights. In so doing, fields with a high probability of being correct have less chance of being changed.

Second, by using the minimization of the weighted number of fields that are changed as our objective in an editing procedure, we are making an important assumption. We are assuming that the occurrence of an error in a field is unrelated to the magnitude of the value in the field. In the context of surveys, these assumptions may not be unrealistic when one considers the many transitions that the data must go through between the respondent and final tabulation. Errors may occur at any stage, i.e., respondent calculation in computing values for responses, respondent error in entering response, typographical error by respondent, keypunching error or error in transfer of data from computer output. Only in the initial case would the assumption be obviously unrealistic. For this reason, the objective of retaining as much of the original data as possible appears to be a reasonable approach to the editing problem.

It is important here to state that our objective will be to present a procedure to edit continuous survey data. While this procedure will demonstrate that imputations do exist for the fields suggested to be in error, this is only a side effect of the editing procedure. It is our contention that editing and imputation are separate and distinct problems, each requiring a different solution methodology. If we can solve the editing problem, then other methods can be used to impute values for the fields suggested to be in error.

In the next section we will present a mathematical programming formulation of the editing problem for continuous data and discuss a solution method for that problem. In § 3 we present an example, while § 4 discusses the application of our approach to sample data of the form generated by the Annual Survey of Manufacturers (ASM). Finally, we will state some conclusions and discuss refinements of this work.
2. A mathematical programming approach. In a recent paper, Sande [11] suggested the following formulation of the editing problem for continuous data:

$$
\begin{array}{ll}
\text { Minimize: } & \sum_{j=1}^{k} w_{j} \delta\left(y_{j}\right)+\sum_{j=1}^{k} w_{j} \delta\left(z_{j}\right), \\
\text { subject to: } & A\left(x^{0}+y-z\right) \leqq b, \\
& x^{0}+y-z \geqq 0, \\
& y \geqq 0, \\
& z \geqq 0, \\
& y^{T} z=0, \tag{6}
\end{array}
$$

where

$$
\begin{align*}
& \delta\left(y_{j}\right)= \begin{cases}1 & \text { if } y_{j}>0, \\
0 & \text { otherwise, }\end{cases}  \tag{7}\\
& \delta\left(z_{j}\right)=\left\{\begin{array}{ll}
1 & \text { if } z_{j}>0, \\
0 & \text { otherwise, }
\end{array} \quad j=1, \cdots, k,\right. \tag{8}
\end{align*}
$$

and
$k=$ number of fields to be edited,
$x^{0}=$ a given record of continuous survey data,
$w_{j}=$ weights on each field of the record denoting the degree of confidence in the value in that field.
$A$ and $b$ are $m \times k$ and $m \times 1$ matrices, respectively, which represent the $m$ consistency conditions. If $A x^{0} \leqq b$, the record $x^{0}$ will satisfy the consistency conditions. This model assumes that the consistency conditions or edits can be written as linear inequalities. The values of $y_{j}$ and $z_{j}$ indicate one possible set of minimum changes required to produce a consistent record. In practice, $\bar{x}=x^{0}+y-z$ will be a consistent record on the boundary of the acceptance region with $y$ and $z$ being possible changes. If $y_{j}$ is positive, this indicates that an increase of an amount greater than or equal to $y_{j}$ in the $j$ th field of $x^{0}$ is needed for consistency. Similarly, if $z_{j}$ is positive, the $j$ th field of $x^{0}$ must decrease by an amount greater than or equal to $z_{j}$ in order for the record to become consistent. The weights, $w_{j}$, serve to make changes more costly in those fields which the user believes to be more likely to be correct. The weights may be determined subjectively or through past data on the survey being edited.

The above formulation ((1)-(8)) defines a problem with an objective of minimizing the weighted cardinality of the fields in which changes are required in order to make the record $x^{0}$ consistent. This is done by use of the deviational variables, $y$ and $z$. If a given deviational variable must be made positive in order for the sum $x^{0}+y-z$ to be consistent, i.e., $A\left(x^{0}+y-z\right) \leqq b$, then the cost $w_{j}$ will be incurred because the corresponding $\delta\left(y_{j}\right)$ or $\delta\left(z_{j}\right)$ will be equal to 1 . This formulation is a form of mathematical programming known as a fixed charge problem [5].

The vector $x^{0}$ is the initial record of data to be edited, so to actually solve the problem (1)-(8), we must transform the inequalities as follows to form problem ( $P_{0}$ ):

$$
\begin{array}{ll}
\text { Minimize: } & \sum_{j=1}^{k} w_{j} \delta\left(y_{j}\right)+\sum_{j=1}^{k} w_{j} \delta\left(z_{j}\right) \\
\text { subject to: } & A(y-z) \leqq b-A x^{0} \\
& y_{j}-z_{j} \geqq x_{j}^{0}, \quad j=1, \cdots, k \\
& y_{j} \geqq 0, \quad j=1, \cdots, k \\
& z_{j} \geqq 0, \quad j=1, \cdots, k \tag{13}
\end{array}
$$

where

$$
\begin{align*}
& \delta\left(y_{j}\right)= \begin{cases}1 & \text { if } y_{j}>0, \\
0 & \text { otherwise, }\end{cases}  \tag{14}\\
& \delta\left(z_{j}\right)=\left\{\begin{array}{ll}
1 & \text { if } z_{j}>0, \\
0 & \text { otherwise, }
\end{array} \quad j=1, \cdots, k,\right.
\end{align*}
$$

Note that we have left the complementarity condition, $y^{T} z=0$, out of this final formulation. This condition is unnecessary in a fixed charge formulation because both $y_{j}$ and $z_{j}$ will not be nonzero at the same time for a given value of $j$ in a minimum value solution. This is true because if both $y_{j}$ and $z_{j}$ were nonzero, the objective value could be reduced while still satisfying the constraints by forcing either $y_{j}$ or $z_{j}$ to be zero and making a corresponding increase in the other. Note that when either $y_{j}$ or $z_{j}$ is nonzero, increasing its value does not change the value of the objective function.

Another important result about ( $P_{0}$ ) is that constraint (11), i.e., $y_{j}-z_{j} \geqq-x_{j}^{0}$, can be handled implicitly as an upper or lower bound. To see this, note that if $x_{j}^{0} \geqq 0$, then (11) can be replaced by

$$
\begin{equation*}
z_{j} \leqq x_{j}^{0} . \tag{11a}
\end{equation*}
$$

Similarly, if $x_{j}^{0}<0$, then (11) can be replaced by

$$
\begin{equation*}
y_{j} \geqq x_{j}^{0} . \tag{11b}
\end{equation*}
$$

This latter situation can occur when a nonresponse is replaced by -1 [13], to insure that missing data is recognized as an error.

Because our solution procedure uses linear programming to search for an optimal solution, replacing (11) by (11a) or (11b) is very useful since upper or lower bounds can be easily handled in the solution procedure without explicitly carrying along the constraints. This has a dramatic effect on the efficiency of the procedure, since the number of constraints to be explicitly satisfied is reduced by the number of fields. The number of constraints tends to be a key variable in solution speed of linear program-ming-based solution procedures such as the one used here.

The solution to $P_{0}$ provides a solution to the editing problem, that is, the fields in the record $x^{0}$ that could be causing the inconsistency are determined. A side effect is that the determination of the $y_{j}$ and $z_{j}$ values for each field demonstrate that imputations that will yield a consistent record do exist.

Even though the formulation of the fixed charge probem (9)-(15) is very similar in form to that of the well-known linear programming problem, the approach to finding a solution is very different. For linear programming problems, one can use the simplex algorithm. Unfortunately, no simplex-like procedure has been developed for fixed charge problems because the objective function for fixed charge problems is concave rather than linear. It is a well known result that the optimal solution to the minimization problem with a concave objective function and linear constraints will occur at an extreme point [5]. However, it is also true that it is not easy to find which extreme point is the global minimum due to the existence of local optima [10].

Given that the fixed charge problem is not easy to solve, it becomes necessary to use a search procedure to determine an optimal solution. We have chosen the branch and bound procedure for this. Branch and bound methods work by subdividing the feasible region into subproblems (branching) and deleting subproblems from consideration if it can be shown that an optimal solution will not be found in that subproblem (bounding). For an excellent discussion of branch and bound, see Geoffrion and Marsten [3].

A branch and bound procedure for fixed charge problems, which has been previously developed by the author [8], was extended to solve the fixed charge problem (9)-(15) with implicit upper and lower bounds. This procedure is well suited to solve this type of problem which has only fixed charges, in that a bound on the fixed charge component is computed separately. Most solution procedures for fixed charge problems depend upon the continuous variable cost to be efficient (for example, see [9]).

This branch and bound procedure solves (9)-(15) with implicit upper and lower bounds, by partitioning the problem into a linear programming problem and a set covering problem. The linear programming problem $\left(P_{L P}\right)$ is:

Find a feasible solution to:
$\left(P_{L P}\right)$

$$
\begin{aligned}
& A(y-z) \leqq b-A x^{0}, \\
& y-z \geqq-x^{0}, \\
& y \geqq 0, \\
& z \geqq 0,
\end{aligned}
$$

and the set covering problem $\left(P_{S C}\right)$ is:
$\left(P_{S C}\right)$

$$
\begin{array}{ll}
\text { Minimize: } & \sum_{j=1}^{k} w_{j} u_{j}, \\
\text { subject to: } & \sum_{j=1}^{k} \Delta_{i j} u_{j} \geqq 1 \text { for } i \in \Gamma, \\
& u_{j} \geqq 1 \text { for } i \in \phi, \\
& u_{j} \in\{0,1\},
\end{array}
$$

where

$$
\Delta_{i j}= \begin{cases}1 & \text { if } a_{i j} \neq 0, \\ 0 & \text { if } a_{i j}=0,\end{cases}
$$

and

$$
\Gamma=\left\{i \mid b_{i}-\sum_{j=1}^{k} a_{i j} x_{j}^{0}<0\right\}, \quad \phi=\left\{i \mid x_{j}^{0}<0\right\}
$$

The set covering problem is equivalent to the failed edit matrix used by Liepins [7] in solving discrete coded data editing problems. It is made up of the constraints or bounds of the edit problem that are causing the input record, $x^{0}$, to fail the edits.

In the branch and bound procedure, the branching is determined by choosing any $y_{j}$ or $z_{j}$ that is basic and nondegenerate to branch upon. If a $y_{j}$ or $z_{j}$ is positive, then the corresponding $u_{j}$ must also be basic in $\left(P_{S C}\right)$. Similarly, if $y_{j}$ or $z_{j}$ is forced to be zero, then the corresponding $u_{j}$ must also be zero. The bounding is accomplished in two ways. If forcing a $y_{j}$ or $z_{j}$ to zero results in ( $P_{L P}$ ) being infeasible, then the resulting subproblem is terminated. Or, if the objective value of ( $P_{S C}$ ) becomes greater than the current incumbent solution when $u_{j}$ is forced into or out of the basis, the resulting subproblem is terminated. The choice of a $y_{j}$ or $z_{j}$ to branch upon is done through the use of penalties as described in [3].

A computer code based upon the procedure described in [8] has been developed and used to solve the editing problem for data supplied by the U.S. Census Bureau. Another extension of the branch and bound procedure allows for the determination of equivalent solutions to the editing problem. These equivalent solutions will be presented in the section on computational results.
3. Example. As an example ${ }^{1}$ of the fixed charge formulation for the fields-toimpute problem, consider the following set of consistency or edit conditions:

$$
\begin{equation*}
x_{1} \geqq 1, \tag{16}
\end{equation*}
$$

[^85]\[

$$
\begin{align*}
& x_{1} \leqq 4  \tag{17}\\
& x_{2} \leqq  \tag{18}\\
& x_{2} \leqq 4  \tag{19}\\
& x_{1}+x_{2} \leqq 7,  \tag{20}\\
& x_{1}+x_{2} \leqq 3,  \tag{21}\\
&-x_{1}+x_{2} \leqq 2  \tag{22}\\
& x_{1}-x_{2} \leqq 2 . \tag{23}
\end{align*}
$$
\]

Geometrically, these edit conditions specify that a record which satisfies the edit must lie on or within an octagon in $R^{2}$. Figure 1 shows the octagon with a record which fails the edit conditions being marked by an asterisk.


Fig. 1

If we now consider a record, $x^{0}=(5,0.5)$, we find that the product of $x^{0}$ and $A$, $A x^{0}$, is $(5,5,0.5,0.5,5.5,5.5,4.5,4.5)$. If we then compare these values to the edit conditions (16)-(23), we find that $x^{0}$ fails edit conditions (17), (18) and (23). Since the record $x^{0}$ fails the edit conditions, we will now set up the fixed charge formulation to find the field(s) that are suggested to be in error and a value(s) that can be imputed to yield a consistent record. When this is done, we obtain the following equally-weighted problem (where the $A x^{0}$ values have been moved to the right-hand side of the inequalities):

$$
\begin{array}{lccl}
\text { Minimize: } & \delta\left(y_{1}\right)+\delta\left(y_{2}\right)+\delta\left(z_{1}\right)+\delta\left(z_{2}\right) \\
\text { subject to: } & y_{1} & -z_{1} & \geqq-4, \\
& y_{1} & -z_{1} & \leqq-1^{*}, \tag{26}
\end{array}
$$

$$
\begin{array}{rll}
y_{2} & -z_{2} & \geqq 0.5^{*}, \\
y_{2} & -z_{2} & \leqq 3.5 \\
y_{1}+y_{2}-z_{1}-z_{2} & \leqq 1.5, \\
y_{1}+y_{2}-z_{1}-z_{2} & \geqq-2.5, \\
-y_{1}+y_{2}+z_{1}-z_{2} & \leqq 6.5, \\
y_{1}-y_{2}-z_{1}+z_{2} & \leqq-2.5^{*} \\
y_{1}, & y_{2}, \quad z_{1}, & z_{2} \tag{33}
\end{array} \geqq 0 .
$$

In this formulation we have marked with an asterisk $\left({ }^{*}\right)$ those inequalities which cannot be satisfied by setting $y_{1}=y_{2}=z_{1}=z_{2}=0$. Note that these inequalities correspond to failed edits.

If we solve (24)-(33) as a fixed charge problem, an extremal solution is given by $z_{1}=2, z_{2}=0, y_{1}=0, y_{2}=0.5$ with a cardinality of 2 . This implies that both coordinates must be changed to yield a consistent record. In terms of Fig. 1, if we use the values found in the solution process, we move the record $x^{0}$ to the boundary of the consistency octagon at $(3,1)$ by changing the fewest number of fields or coordinates. In this case, any point on or in the octagon is an acceptable imputation with the same number of changes.
4. Application to Census Bureau edits. To apply the fixed charge formulation to the editing of economic survey data, it is necessary to derive consistency conditions, $A x^{0} \leqq b$. The Industry Division of the Bureau of the Census provided test data for the Annual Survey of Manufacturers (ASM) for testing purposes. These data are currently edited by the ASM General Statistics Edit [6] which uses ratios between various fields, year-to-year ratios and the requirement that the sum of the parts must equal the whole to determine consistency. This is a very special set of edits since, if the edits requiring that the sum of the parts equal the whole are ignored, the ratio edits plus all implied edits can be treated as a network. The edit problem then becomes one of solving the associated node disconnect problem. Greenberg [4] has discussed this approach and presented a heuristic to solve this problem. However, he presents no results on solving the problem optimally or on solving heuristically the complete editing problem (including the sum of the parts edits).

If $x_{k}$ is the value in the $k$ th field and $x_{j}$ is the value in the $j$ th field, then a ratio edit involving these two fields would be written as

$$
\begin{equation*}
l_{i} \leqq \frac{x_{k}}{x_{j}} \leqq u_{i}, \tag{34}
\end{equation*}
$$

where $l_{i}$ and $u_{i}$ are lower and upper bounds, respectively, for $i$ th field-to-field consistency condition and $x_{j} \neq 0$. The single ratio edit may be transformed into linear inequalities as follows:

$$
\begin{equation*}
x_{k}-l_{i} x_{j} \geqq 0, \tag{35}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{k}-u_{i} x_{j} \leqq 0 \tag{36}
\end{equation*}
$$

For the same two field values, $x_{j}$ and $x_{k}$, a year-to-year ratio edit would be written as

$$
\begin{equation*}
\bar{l}_{i} \leqq \frac{x_{k} / x_{j}}{\bar{x}_{k} / \bar{x}_{j}} \leqq \bar{u}_{i}, \tag{37}
\end{equation*}
$$

where

$$
\begin{aligned}
& \bar{x}_{k}=\text { prior year value for } x_{k}(\text { assumed to be known }), \\
& \bar{x}_{j}=\text { prior year value for } x_{j}(\text { assumed to be known }) \\
& \bar{l}_{i}=i \text { th year-to-year lower bound } \\
& \bar{u}_{i}=i \text { th year-to-year upper bound. }
\end{aligned}
$$

This ratio edit can also be converted into two linear inequalities but this is not necessary. This ratio converts into another ratio involving only $x_{j}$ and $x_{k}$ :

$$
\begin{equation*}
\left(\bar{l}_{i}\right)\left(\frac{\bar{x}_{k}}{\bar{x}_{j}}\right) \leqq \frac{x_{k}}{x_{j}} \leqq\left(\frac{\bar{x}_{k}}{\bar{x}_{j}}\right)\left(\bar{u}_{i}\right) . \tag{38}
\end{equation*}
$$

Now referring to the $i$ th field-to-field ratio in (36), note that if $u_{i}>\left(\bar{u}_{i}\right)\left(\bar{x}_{k} / \bar{x}_{j}\right)$, then we may replace $u_{i}$ by $\left(\bar{u}_{i}\right)\left(\bar{x}_{k} / \bar{x}_{j}\right)$ in (36). Similarly, if $l_{i}>\bar{l}_{i}\left(\bar{x}_{k} / \bar{x}_{j}\right)$, then $l_{i}$ may be replaced by $\bar{l}_{i}\left(\bar{x}_{k} / \bar{x}_{j}\right)$ in (35). This combination of field-to-field and year-to-year ratios serves two purposes. First, if there are $n$ field-to-field and $n$ year-to-year ratios, we would need only $2 n$ linear inequalities rather than the $4 n$ linear inequalities that would be needed without the combination. Secondly, the linear inequalities which result are the $2 n$ most restrictive inequalities, so there are no redundant or unnecessary inequalities.

The final set of consistency conditions, those which require the sum of the parts to be equal to the whole, may be stated as:

$$
\begin{equation*}
\sum_{j=1}^{r} x_{j}=B_{i}, \tag{39}
\end{equation*}
$$

where $\quad r=$ number of fields which make up the whole,

$$
B_{i}=\text { the value for the field corresponding to the whole, }
$$

$x_{j}=$ the values of the fields corresponding to the parts.
These edits do not require a conversion since they are already linear inequalities.
The ASM forms come in two main categories, MA-100 and MA-100(s). Both forms request information about industries with the MA-100(s) being used for smaller companies and requiring less detailed information. A single set of ratios is used for both forms. There are 51 field-to-field ratios and 42 year-to-year ratios, which are used in the editing process. We will present results for the MA-100 form since it us used for many more companies than the MA-100(s).

The MA-100 form used in the ASM requests information in twenty major fields. A given field is not a major field if the only ratio edit in which it is involved also involves a field for which the given field is a part. For example, if $A+B=C$ and the only ratio involving field $A$ is $A / C$, then $A$ is not a major field and is termed a minor field. The objective becomes to change the minimal number of major fields using mathematical programming and then to use other procedures to edit the minor fields since they depend on the major fields. For the MA-100 edit, the twenty major fields and their mnemonics are given in Table 1 . We will only consider the editing of the major fields here.

TAble 1
Major field for MA-100 edit.

| Field | Quantity edited | Mnemonic |
| ---: | :--- | :---: |
| 1 | production workers | PW |
| 2 | other employees | OE |
| 3 | total employees | TE |
| 4 | production workers' salaries | WW |
| 5 | other workers' salaries | OW |
| 6 | total wages and salaries | SW |
| 7 | legally required labor cost | LE |
| 8 | payments to voluntary programs | VP |
| 9 | total supplemental labor cost | LC |
| 10 | plant hours worked | MH |
| 11 | cost of products purchased | CR |
| 12 | cost of materials | CM |
| 13 | ending inventories | ET |
| 14 | value of assets at beginning of year plus capital expenditures during year | TCE |
| 15 | value of assets at end of year | TAE |
| 16 | rental payments-building | BR |
| 17 | rental payments-equipment | MR |
| 18 | total rental payments | TR |
| 19 | value of resales | VR |
| 20 | value of shipments | VS |

There are 23 ratio edits and four sum-of-the-parts or balance edits which involve the twenty major fields. The ratio edits, with their upper and lower bounds, are shown in Table 2. The balance edits are:

$$
\begin{align*}
& \mathrm{PW}+\mathrm{OE}=\mathrm{TE}  \tag{40}\\
& \mathrm{BR}+\mathrm{MR}=\mathrm{TR}  \tag{41}\\
& \mathrm{OW}+\mathrm{WW}=\mathrm{SW}  \tag{42}\\
& \mathrm{LE}+\mathrm{VP}=\mathrm{LC} \tag{43}
\end{align*}
$$

For the MA-100 edits, there are 50 inequality conditions which result from the 23 ratio edits and four balance edits. The conditions plus the bounds of the form $X^{0}+Y-Z \geqq 0$, result in a fixed charge problem with $40 X$ and $Y$ variables, $400-1$ $(\delta(X)$ or $\delta(Y))$ variables, 50 constraints and 20 upper or lower bound conditions.

To test the computer code after it had been developed to handle the problem presented by the MA-100 form, the Industry Division supplied seven MA-100 forms of test data. These data are shown in Table 3. For each record, the prior data and current year data are shown. A dash is shown in those fields where there was no response. These records were then run on the branch-and-bound solution procedure after it was combined with a heuristic procedure developed by Walker [14] for finding good solutions to fixed charge problems.

The results of these computer runs are shown in Tables 4 and 5. Table 4 shows the current record before and after editing. The minimal fields which the procedure determined need to be changed for each record are denoted with two asterisks ( $* *$ ) in Table 4. The statistics for the solution procedure for each record are presented in Table 5. These statistics include: The CPU time to generate the matrix for the fixed charge constraint set from the ratio edits, the balance edits and the current record; the CPU time to solve the two parts of the lower bound via linear programming; the

Table 2
Ratio edits for ASM form MA-100.

| Ratio | Current year <br> (field-to-field) |  | Year-to-year |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Lower limit | Upper limit | Lower limit | Upper limit |
| SW/VS | 0.010 | 0.510 | 0.251 | 0.749 |
| SW/TE | 3.000 | 30.000 | 0.525 | 1.575 |
| WW/SW | 0.250 | 1.000 | 0.250 | 4.000 |
| OW/SW | 0.100 | 1.000 | 0.100 | 10.000 |
| CM/VS | 0.120 | 0.850 | 0.300 | 1.700 |
| ET/VS | 0.010 | 0.357 | 0.100 | 10.000 |
| TAE/VS | 0.010 | 6.000 | 0.100 | 10.000 |
| BR/VS | 0 | 0.200 | 0.050 | 20.000 |
| MR/VS | 0 | 0.200 | 0.050 | 20.000 |
| VR/VS | 0 | 0.750 | 0 | 20.000 |
| PW/TE | 0.25 | 1.000 | 0.506 | 2.000 |
| OE/TE | 0.100 | 1.000 | 0.100 | 10.000 |
| WW/PW | 3.000 | 25.000 | 0.546 | 2.000 |
| WW/MH | 2.000 | 15.000 | 0.574 | 2.000 |
| OW/OE | 3.000 | 30.000 | 0.250 | 4.000 |
| CR/CM | 0 | 1.000 | 0 | 2.000 |
| CR/VR | 0.250 | 1.480 | 0.237 | 3.000 |
| MH/PW | 1.372 | 2.710 | 0.475 | 1.525 |
| TCE/TAE | 0.010 | 0.505 | - | - |
| (SW+CM)/VS | 0.100 | 1.182 | - | - |
| TCE/VS | 0 | 1.000 | - | - |
| LE/SW | 0.040 | 0.700 | - | - |
| VP/SW | 0.005 | 0.400 | - | - |

CPU time to search for and prove a solution to be optimal via branch and bound; the total CPU time for each record; and the number of branch and bound subproblems encountered in the search procedure. This last statistic is an indicator of the difficulty that the solution procedure encountered in finding and proving an optimal solution.

In looking at Table 4, we observe several interesting characteristics of the fixed charge editing procedure for the test problem. First, the fact that records 1 and 3 have only missing data is confirmed by the fixed charge editing procedure. Secondly, record 2 demonstrates an important capability of the editing procedure. In this record, the edits for field MH are with WW and DW, both of which are missing but the editing procedure still suggested that MH was incorrect. This capability of the fixed charge editing procedure to edit records with both missing and erroneous data is also demonstrated by records 4 and 6 . Note that some fields in records 2 and 6 appear to have scaling errors which might be corrected in a pre-editing procedure that checks for scaling. In any case, the fixed charge editing procedure suggests that these fields are in error.

In Table 5, we see that all records except number 6 were solved in less than two seconds and with five or less subproblems. Problem 6 turned out to be somewhat more difficult in terms of CPU time and number of subproblems. One can only conjecture why this record was more difficult than the others but it may have to do with a seeming reversal of the numbers of production workers (PW) and other workers (OW) plus the missing value for the production workers' salaries (WW). These are subtle errors which tend to make difficult the process of proving a given solution to be optimal.
Table 3
Prior year ( P ) and current year ( C ) test records.

| Reco num |  | PW | OE | TE | WW | OW | SW | LE | VP | LC | MH | CR | CM | ET | TCE | TAE | BR | MR | TR | VR | VS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | P | 114 | 27 | 141 | 1,650 | 429 | 2,079 | 162 | 91 | 253 |  | 25 | 20,912 |  | 3,450 | 19,421 | 50 | 340 | 390 | 38 | 36,497 |
|  | C | - | - | 151 | - |  | 2,705 | - | - | - | 224 | - | 24,801 | 2,133 | 3,751 | - | - | - | 450 | 139 | 37,761 |
| 2 | P | 114 | 27 | 141 | 1,650 | 429 | 2,079 | 162 | 91 | 253 | 212 | 25 | 20,912 | 705 | 3,450 | 19,421 | 50 | 340 | 390 | 38 | 36,497 |
|  | C | - | - | 151 | - |  | 2,705 | - | - | - | 224,500 | - | 24,801 | 2,133 | 3,751 | 25,172 | - | - | - | 139,000 | 37,761 |
| 3 | P | 114 | 27 | 141 | 1,650 | 429 | 2,079 | 162 | 91 | 253 | 212 | 25 | 20,912 | 705 | 3,450 | 19,421 | 50 | 340 | 390 | 38 | 36,497 |
|  | C | - | - |  | 2,090 | 615 | 2,705 | - | - | - | 204 | 30 | 24,801 | 2,133 | - | 23,172 | - | - | 450 | 60 | 37,761 |
| 4 | P | 114 | 27 | 141 | 1,650 | 429 | 2,079 | 162 | 91 | 253 | 212 | 25 | 20,912 | 705 | 3,450 | 19,421 | 50 | 340 | 390 | 38 | 36,497 |
|  | C | - | - | 151 | 2,705 | - | 2,705 | - | - | - | - | - | 24,801 | - | - | 23,172 | - | - | - | 139 | 37,761 |
| 5 | P | 34 | 7 | 41 | 400 | 137 | 537 | 39 | 54 | 93 | 64 | 0 | 3,908 | 181 | 25 | 2,229 | 1 | 1 | 2 | 0 | 4,524 |
|  | C | 36 | 7 | 43 | 446 | 136 | 582 | 44 | 63 | 107 | 61 | 0 | 4,340 | 213 | 45 | 2,274 | 0 | 1 | 1 | 0 | 4,696 |
| 6 | P | 9 | 5 | 14 | 88 | 134 | 222 | 12 | 36 | 48 | 23 | 8,407 | 12,010 | 887 | 23 | 207 | 34 | 145 | 179 | 9,817 | 14,025 |
|  | C | 7 | 27 | 34 | - | 421 | 474 | 27 | 47 | 74 | 10 | 5,965 | 7,296 | 904 | 23 | 230 | 43 | 0 | 43 | 7,895 | 8,982 |
| 7 | P | 42 | 20 | 62 | 705 | 390 | 1,095 | 74 | 170 | 244 | 96 | 1,741 | 7,040 | 624 | 555 | 5,656 | 70 | 395 | 465 | 3,121 | 12,715 |
|  | C | 42 | 20 | 62 | 791 | 414 | 1,205 | 83,000 | 191,000 | 274,000 | 101 | 1,552 | 6,745 | 806 | 697 | 6,453 | 55 | 289 | 344 | 2,871 | 10,247 |

Table 4
Current year (C) and edited records (S).

| Record number |  | PW | OE | TE | WW | OW | SW | LE | VP | LC | MH | CR | CM | ET | TCE | TAE | BR | MR | TR | VR | VS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | C | - | - | 151 | - |  | 2,705 | - | - | - | 224 | - | 24,801 | 2,133 | 3,751 | - | - | - | 450 | 139 | 37,761 |
|  | S | ** | ** | 151 | ** |  | 2,705 | ** | ** | ** | 224 | ** | 24,801 | 2,133 | 3,751 | ** | ** | ** | 450 | 139 | 37,761 |
| 2 | C | - | - | 151 | - |  | 2,705 | - | - | - | 224,500 | - | 24,801 | 2,133 | 3,751 | 25,172 | - | - | - | 139,000 | 37,761 |
|  | S | ** | ** | 151 | ** |  | 2,705 | ** | ** | ** | ** | ** | 24,801 | 2,133 | 3,751 | 25,172 | ** | ** | ** | ** | 37,761 |
| 3 | c | - | - |  | 2,090 |  | 2,705 | - | - | - | 204 | 30 | 24,801 | 2,133 | - | 23,172 | - | - | 450 | 60 | 37,761 |
|  | S | ** | ** |  | 2,090 | 615 | 2,705 | ** | ** | ** | 204 | 30 | 24,801 | 2,133 | ** | 23,172 | ** | ** | 450 | 60 | 37,761 |
| 4 | C | - | - | 151 | 2,705 |  | 2,705 | - | - | - | - | - | 24,801 | - | - | 23,172 | - | - | - | 139 | 37,761 |
|  | S | ** | ** | 151 | 2,705 | ** | ** | ** | ** | ** | ** | ** | 24,801 | ** | ** | 23,172 | ** | ** | ** | 139 | 37,761 |
| 5 | C | 36 | 7 | 43 | 446 | 136 | 582 | 44 | 63 | 107 | 61 | 0 | 4,340 | 213 | 45 | 2,274 | 0 | 1 | 1 | 0 | 4,696 |
|  | S | 36 | 7 | 43 | 446 | 136 | 582 | 44 | 63 | 107 | 61 | 0 | 4,340 | 213 | 45 | 2,274 | ** | 1 | ** | 0 | ** |
| 6 | C | 7 | 27 | 34 | - | 421 | 474 | 27 | 47 | 74 | 10 | 5,965 | 7,296 | 904 | 23 | 230 | 43 | 0 | 43 | 7,895 | 8,982 |
|  | S | 7 | ** | ** | ** | ** | ** | 27 | 47 | 74 | 10 | 5,965 | 7,296 | 904 | 23 | 230 | 43 | ** | ** | ** | 8,982 |
| 7 | C | 42 | 20 | 62 | 791 |  | 1,205 | 83,000 | 191,000 | 274,000 | 101 | 1,552 | 6,745 | 806 | 697 | 6,453 | 55 | 289 | 344 | 2,871 | 10,247 |
|  | S | 42 | 20 | 62 | 791 | 414 | 1,205 | ** | ** | ** | 101 | 1,552 | 6,745 | 806 | 697 | 6,453 | 55 | 289 | 344 | 2,871 | 10,247 |

Table 5
Solution statistics for FCEDIT.

| Record | Matrix <br> generation <br> time | LP <br> solution <br> time | B and B <br> search <br> time | Total <br> time | B and B <br> subproblems |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.067 | 0.491 | 0.013 | 0.571 | 0 |
| 2 | 0.064 | 0.563 | 0.588 | 1.215 | 3 |
| 3 | 0.065 | 0.450 | 0.010 | 0.525 | 0 |
| 4 | 0.070 | 0.552 | 0.228 | 0.850 | 2 |
| 5 | 0.063 | 0.324 | 0.564 | 0.951 | 2 |
| 6 | 0.081 | 0.665 | 5.312 | 6.058 | 48 |
| 7 | 0.064 | 0.343 | 1.372 | 1.779 | 5 |

In addition to the seven test records discussed above, 163 test records were formed by perturbing one or more fields of an acceptable record to a very large, incorrect value in such a way that records having up to ten incorrect fields were generated. These records were then run on the fixed charge editing procedure to determine if it would pick out the perturbed values. In this testing, the fixed charged editing procedure was $100 \%$ successful in finding the perturbed values.

The final testing involved a modification to the branch and bound procedure to allow for determination of alternate solutions for records. As an example of the result of finding alternate solutions, consider record 6 . From Table 4, we can see that the number of fields suggested to be in error was 8 . In Table 6 , we see the original fields found in error along with four alternate solutions for record 6 . In all cases, the cardinality is 8 .

Table 6
Equivalent edits.

| Alternative | Fields in error |  |  |  |  |  | Cardinality |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| 1 | 2 | 3 | 4 | 5 | 6 | 17 | 18 | 19 | 8 |
| 2 | 1 | 3 | 4 | 6 | 10 | 17 | 18 | 20 | 8 |
| 3 | 1 | 2 | 4 | 6 | 10 | 17 | 18 | 20 | 8 |
| 4 | 1 | 3 | 4 | 6 | 10 | 16 | 17 | 20 | 8 |
| 5 | 1 | 2 | 4 | 6 | 10 | 16 | 17 | 20 | 8 |

Since the ASM editing problem is of such a special nature, it may be possible to derive a special purpose code to find the optimal number of fields to change that will be more efficient than the general purpose branch and bound procedure discussed here. However, we have shown that our procedure does work in a reasonable time for this set of edits even though no modifications were made in the procedure to take advantage of the special structure of the ASM edits. The strength of this algorithm is that it will work on any set of linear edits regardless of the structure (if any) of the problem.
5. Summary and suggestions for future work. We have described a fixed charge formulation of the editing of economic data for deterministic edits and discussed the use of a branch and bound procedure to solve this formulation for a minimal number of fields to be imputed. This fixed charge approach was applied to Annual Survey of Manufacturers (ASM) test data. Results from using a computer code based on the
fixed charge editing procedure to edit the ASM test data were presented and discussed. The results appear to be encouraging for several reasons. First, it has been shown that it is possible to edit economic surveys with either missing or erroneous data or a combination of both. As long as the edit conditions are consistent, a side effect of this editing is a demonstration that an imputation exists. Secondly, this editing procedure is easy to understand and to use. The errors found involve a minimum number of fields to be imputed in order to yield a consistent record, and it is possible to vary the weights on fields to yield different imputations. Finally, a capability to find alternate patterns of fields suggested to be in error was demonstrated.

It should be noted that the approach to data editing described here could be used to edit any type of economic survey data so long as the edit conditions can be written as linear inequalities. The ASM edit conditions shown here were given as an example and the procedure is not specific to this set of edits. It would only be necessary to modify the data and edit conditions to fit the form described here before a fixed charge solution procedure could be used.

In terms of future work, the usefulness of implied edits as discussed by Fellegi and Holt [1] as they might be incorporated into the fixed charge editing procedure should be tested. If such implied edits could tighten up the lower bound calculations, then they might be useful in reducing the branch and bound search time.
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# THE PERFORMANCE OF $k$-STEP PSEUDORANDOM NUMBER GENERATORS UNDER THE UNIFORMITY TEST* 

HARALD NIEDERREITER $\dagger$


#### Abstract

Sequences of integers generated by $k$-step linear recursions can be transformed into sequences of uniform pseudorandom numbers by the digital method. We show by a priori bounds that if the least period of such a sequence is sufficiently large, then the pseudorandom numbers perform well under the uniformity test.
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1. Introduction. The most commonly used method for the generation of uniform pseudorandom numbers is the multiplicative congruential method of Lehmer [4], which is based on the one-step recursion

$$
y_{n+1} \equiv a y_{n} \bmod M \quad \text { for } n=0,1, \cdots,
$$

where $M$ is a large integer, $a$ is a suitably chosen integral multiplier, and the $y_{n}$ are integers with $0<y_{n}<M$. A sequence of uniform pseudorandom numbers in the interval $[0,1]$ is derived by setting $x_{n}=y_{n} / M$. The statistical properties of multiplicative congruential pseudorandom numbers have been studied extensively both from the theoretical and the empirical point of view (see [3], [9] for surveys). The idea of using general $k$-step recursions for pseudorandom number generation was brought up shortly after the appearance of Lehmer's work (see e.g. van Wijngaarden [19]), but it received wider attention only through a later article of Tausworthe [16]. Since then, a considerable amount of literature has been devoted to $k$-step pseudorandom number generators; see e.g. [1], [2], [5], [7], [8], [10], [11], [12], [14], [15], [17], [18], [21], [22].

Pseudorandom number generation by $k$-step recursions proceeds as follows. For a prime number $p$ a sequence $y_{0}, y_{1}, \cdots$ of integers satisfying $0 \leqq y_{n}<p$ is generated by the recursion

$$
\begin{equation*}
y_{n+k} \equiv a_{k-1} y_{n+k-1}+\cdots+a_{0} y_{n} \bmod p \text { for } n=0,1, \cdots, \tag{1}
\end{equation*}
$$

where the $a_{i}$ are constant integral coefficients with $a_{0} \not \equiv 0 \bmod p$. The sequence of $y_{n}$ is determined by the initial values $y_{0}, \cdots, y_{k-1}$. For obvious reasons it is assumed that not all of these initial values are 0 . There are two different methods of obtaining uniform pseudorandom numbers from the $y_{n}$ :
(a) Normalization method. Here one chooses $p$ to be a large prime and normalizes the numbers $y_{n}$ by setting $x_{n}=y_{n} / p$ for all $n$. Then $x_{0}, x_{1}, \cdots$ is taken as a sequence of uniform pseudorandom numbers in [0,1].
(b) Digital method. Let $p$ be a small prime (often $p=2$ ) and choose an integer $m \geqq 2$. Then set

$$
\begin{equation*}
x_{n}=\sum_{i=1}^{m} y_{n+i-1} p^{-i} \text { for all } n, \tag{2}
\end{equation*}
$$

that is, blocks of consecutive $y_{n}$ of length $m$ are interpreted as digits of $x_{n}$ in the base p. In (2) these blocks are overlapping. One can also consider nonoverlapping blocks by
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\[

$$
\begin{equation*}
x_{n}=\sum_{i=1}^{m} y_{m n+i-1} p^{-i} \text { for all } n \tag{3}
\end{equation*}
$$

\]

In either case, $x_{0}, x_{1}, \cdots$ is taken as a sequence of uniform pseudorandom numbers in $[0,1]$.

An important statistical test for the suitability of uniform pseudorandom numbers for simulation purposes is the uniformity (or equidistribution) test (see [3, Chap. 3]). The performance of uniform pseudorandom numbers obtained by the normalization method under univariate and multivariate uniformity tests was already investigated by the author [8], [10], [11], [12]. In the present paper we apply the (univariate) uniformity test to uniform pseudorandom numbers obtained by the digital method. The theoretical analysis of this method is more complicated than that of the normalization method.

If $x_{0}, x_{1}, \cdots$ is a sequence of uniform pseudorandom numbers in [ 0,1 ], then the uniformity test amounts to measuring the maximum deviation between the empirical distribution function of the sequence and the uniform distribution function on $[0,1]$. In detail, let $N$ be a positive integer and $E_{N}(t)$ the empirical distribution function, i.e., $E_{N}(t)$ is $N^{-1}$ times the number of $n<N$ with $x_{n} \leqq t$, and set

$$
\begin{equation*}
D_{N}=\sup _{0 \leqq t \leqq 1}\left|E_{N}(t)-t\right| . \tag{4}
\end{equation*}
$$

We establish bounds for $D_{N}$ with $x_{n}$ obtained from either (2) or (3).
It should be noted that a sequence $y_{0}, y_{1}, \cdots$ obtained from (1) is always periodic. Let $\tau$ denote the least period of the sequence. Then $\tau$ is also a period of the sequence of $x_{n}$ obtained from either (2) or (3). It is easily seen that in the first case (i.e., in the case of overlapping blocks) $\tau$ is again the least period, whereas in the second case (i.e., in the case of nonoverlapping blocks) the least period of the sequence of $x_{n}$ is given by $\tau / \operatorname{gcd}(m, \tau)$. In order to achieve a large value of $\tau$, we assume that the characteristic polynomial of (1), i.e., the polynomial

$$
\begin{equation*}
f(x)=x^{k}-a_{k-1} x^{k-1}-\cdots-a_{0} \tag{5}
\end{equation*}
$$

considered as a polynomial over the finite field $F_{p}=\mathbb{Z} / p \mathbb{Z}$, is irreducible over $F_{p}$. Then $\tau$ is always a divisor of $p^{k}-1$, and the value $\tau=p^{k}-1$ can be achieved (see § 2). In the case of nonoverlapping blocks we assume further that $\operatorname{gcd}(m, \tau)=1$. Then for both overlapping and nonoverlapping blocks the least period of the sequence of $x_{n}$ is equal to $\tau$. We also assume $m \leqq k$ so as to prevent obvious correlations among the digits of any single $x_{n}$.

Because of the periodic nature of the $x_{n}$ it is only of interest to study $D_{N}$ for $1 \leqq N \leqq \tau$. We can now state the bounds for $D_{N}$ that are valid under the assumptions above. For the sake of convenience we list again all the hypotheses: (i) $m \leqq k$; (ii) the polynomial $f$ in (5) is irreducible over $F_{p}$ with $f(0) \neq 0 \in F_{p}$; (iii) the initial values $y_{0}, \cdots, y_{k-1}$ are not all 0 ; (iv) $\operatorname{gcd}(m, \tau)=1$ in the case of nonoverlapping blocks.

Theorem 1. For a sequence $x_{0}, x_{1}, \cdots$ generated by the digital method we have

$$
D_{\tau}<\frac{1}{p^{m}}+\left(\frac{p^{k / 2}}{\tau}-\frac{1}{1+p^{k / 2}}\right)\left(\left(\frac{2}{\pi} \log p+\frac{2}{5}\right) m+\frac{(m-1)(p-1)}{p}\right)
$$

In the case $p=2$ we have

$$
D_{\tau} \leqq \frac{1}{2^{m}}+\left(\frac{2^{k / 2}}{\tau}-\frac{1}{1+2^{k / 2}}\right)\left(m-\frac{1}{2}\right)
$$

Theorem 2. For a sequence $x_{0}, x_{1}, \cdots$ generated by the digital method we have

$$
\begin{aligned}
& D_{N}<\frac{1}{p^{m}}+\left(\frac{p^{k / 2}}{N}\left(\frac{2}{\pi} \log \tau+\frac{2}{5}\right)+\frac{p^{k / 2}}{\tau}-\frac{1}{1+p^{k / 2}}\right) \\
& \cdot\left(\left(\frac{2}{\pi} \log p+\frac{2}{5}\right) m+\frac{(m-1)(p-1)}{p}\right) \quad \text { for } 1 \leqq N<\tau .
\end{aligned}
$$

In the case $p=2$ we have

$$
D_{N}<\frac{1}{2^{m}}+\left(\frac{2^{k / 2}}{N}\left(\frac{2}{\pi} \log \tau+\frac{2}{5}\right)+\frac{2^{k / 2}}{\tau}-\frac{1}{1+2^{k / 2}}\right)\left(m-\frac{1}{2}\right) \quad \text { for } 1 \leqq N<\tau .
$$

These results demonstrate that uniform pseudorandom numbers generated by the digital method perform well under the uniformity test if the period $\tau$ is sufficiently large. Particularly good results are obtained for the maximum period $\tau=p^{k}-1$.

In § 2 we present some preparatory results. Sections 3 and 4 contain the proof of Theorem 1 and Theorem 2, respectively. In § 5 we show lower bounds for $D_{N}$ that indicate to what extent Theorems 1 and 2 are best possible. A brief discussion of the results follows in § 6.
2. Preparatory results. For an arbitrary sequence $w_{0}, w_{1}, \cdots$ in $[0,1)$ whose terms are given by finite digit expansions, we establish a bound for $D_{N}$ by means of exponential sums. Let $b \geqq 2$ be an integer that serves as the base for the digit expansions, and let

$$
w_{n}=\sum_{i=1}^{m} w_{n}^{(i)} b^{-i} \text { for all } n,
$$

where the digits $w_{n}^{(i)}$ are integers in the interval $[0, b-1]$. For $r \geqq 1$ we define $C_{r}(b)$ to be the set of $\left(h_{1}, \cdots, h_{r}\right) \in \mathbb{Z}^{r}$ with $-b / 2<h_{j} \leqq b / 2$ for $1 \leqq j \leqq r$, and we let $C_{r}^{*}(b)$ be the set $C_{r}(b)$ with the $r$-tuple $(0, \cdots, 0)$ deleted. We set $C(b)=C_{1}(b)$ and $C^{*}(b)=$ $C_{1}^{*}(b)$. For real $u$ we write $e(u)=e^{2 \pi i u}$.

Lemma 1. For the sequence $w_{0}, w_{1}, \cdots$ we have for any $N \geqq 1$,

$$
\begin{aligned}
D_{N} \leqq & \frac{1}{b^{m}}+\sum_{r=1}^{m} \frac{1}{b^{r}} \sum_{\left(h_{1}, \cdots, h_{r-1}\right) \in C_{r-1}(b)} \sum_{h_{r} \in C^{*}(b)} \frac{1}{\sin \pi\left|h_{r} / b\right|}\left|\frac{1}{N} \sum_{n=0}^{N-1} e\left(\frac{h_{1} w_{n}^{(1)}+\cdots+h_{r} w_{n}^{(r)}}{b}\right)\right| \\
& +\sum_{r=1}^{m-2} \frac{b-1}{b^{r+1}} \sum_{\left(h_{1}, \cdots, h_{r}\right) \in C_{r}^{*}(b)}\left|\frac{1}{N} \sum_{n=0}^{N-1} e\left(\frac{h_{1} w_{n}^{(1)}+\cdots+h_{r} w_{n}^{(r)}}{b}\right)\right| \\
& +\frac{1}{b^{m-1}} \sum_{\left(h_{1}, \cdots, h_{m-1}\right) \in C_{m-1}^{*}(b)}\left|\frac{1}{N} \sum_{n=0}^{N-1} e\left(\frac{h_{1} w_{n}^{(1)}+\cdots+h_{m-1} w_{n}^{(m-1)}}{b}\right)\right| .
\end{aligned}
$$

Proof. For $0 \leqq t \leqq 1$ let

$$
t=\sum_{i=1}^{\infty} t_{i} b^{-i}
$$

be the expansion of $t$ to the base $b$, with the usual condition that not almost all digits $t_{i}=b-1$, except in the case $t=1$ where we take all $t_{i}=b-1$. Then we have $w_{n} \leqq t$ if and only if $w_{n}^{(1)}=t_{1}, \cdots, w_{n}^{(r-1)}=t_{r-1}, w_{n}^{(r)}<t_{r}$ for some $r$ with $1 \leqq r \leqq m-1$ (for $r=1$ the condition reduces to $w_{n}^{(1)}<t_{1}$ ) or $w_{n}^{(1)}=t_{1}, \cdots, w_{n}^{(m-1)}=t_{m-1}, w_{n}^{(m)} \leqq t_{m}$. Thus, if
$A(N, t)$ denotes the number of $n<N$ with $w_{n} \leqq t$, then

$$
\begin{aligned}
A(N, t)= & \sum_{r=1}^{m-1} \sum_{j=0}^{t^{t}-1} \sum_{n=0}^{N-1} c_{t_{1}}\left(w_{n}^{(1)}\right) \cdots c_{t_{r-1}}\left(w_{n}^{(r-1)}\right) c_{j}\left(w_{n}^{(r)}\right) \\
& +\sum_{j=0}^{t_{m}} \sum_{n=0}^{N-1} c_{t_{1}}\left(w_{n}^{(1)}\right) \cdots c_{t_{m-1}}\left(w_{n}^{(m-1)}\right) c_{j}\left(w_{n}^{(m)}\right),
\end{aligned}
$$

where $c_{j}(w)=1$ for $j=w$ and $c_{j}(w)=0$ for $j \neq w$ with integers $j, w \in[0, b-1]$. Now

$$
c_{j}(w)=\frac{1}{b} \sum_{h \in C(b)} e\left(\frac{h(w-j)}{b}\right),
$$

and so

$$
\begin{aligned}
& A(N, t)= \sum_{r=1}^{m-1} \sum_{j=0}^{t_{r}-1} \sum_{n=0}^{N-1} \frac{1}{b^{r}} \sum_{\left(h_{1}, \cdots, h_{r}\right) \in C_{r}(b)} \\
& e\left(\frac{h_{1} w_{n}^{(1)}+\cdots+h_{r} w_{n}^{(r)}-h_{1} t_{1}-\cdots-h_{r-1} t_{r-1}-h_{r} j}{b}\right) \\
&+\sum_{j=0}^{t_{m}} \sum_{n=0}^{N-1} \frac{1}{b^{m}} \sum_{\left(h_{1}, \cdots, h_{m}\right) \in C_{m}(b)} \\
& e\left(\frac{h_{1} w_{n}^{(1)}+\cdots+h_{m} w_{n}^{(m)}-h_{1} t_{1}-\cdots-h_{m-1} t_{m-1}-h_{m} j}{b}\right) .
\end{aligned}
$$

Separating the contributions from $\left(h_{1}, \cdots, h_{r}\right)=(0, \cdots, 0)$ in the sums above, we get

$$
\begin{aligned}
& A(N, t)=N \sum_{r=1}^{m-1} \frac{t_{r}}{b^{r}}+\sum_{r=1}^{m-1} \sum_{j=0}^{t_{r}-1} \sum_{n=0}^{N-1} \frac{1}{b^{r}} \sum_{\left(h_{1}, \cdots, h_{r}\right) \in C_{r}^{*}(b)} \\
& e\left(\frac{h_{1} w_{n}^{(1)}+\cdots+h_{r} w_{n}^{(r)}-h_{1} t_{1}-\cdots-h_{r-1} t_{r-1}-h_{r} j}{b}\right) \\
&+\frac{N\left(t_{m}+1\right)}{b^{m}}+\sum_{j=0}^{t_{m}} \sum_{n=0}^{N-1} \frac{1}{b^{m}} \sum_{\left(h_{1}, \cdots, h_{m}\right) \in C_{m}^{*}(b)} \\
& e\left(\frac{h_{1} w_{n}^{(1)}+\cdots+h_{m} w_{n}^{(m)}-h_{1} t_{1}-\cdots-h_{m-1} t_{m-1}-h_{m} j}{b}\right) .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
& \left|\frac{A(N, t)}{N}-t\right| \\
& \leqq \frac{1}{b^{m}}+\sum_{r=1}^{m-1} \frac{1}{b^{r}} \sum_{\left(h_{1}, \cdots, h_{r}\right) \in C_{r}^{*}(b)}\left|\frac{1}{N} \sum_{n=0}^{N-1} e\left(\frac{h_{1} w_{n}^{(1)}+\cdots+h_{r} w_{n}^{(r)}}{b}\right)\right|\left|\sum_{j=0}^{t_{r}-1} e\left(\frac{-h_{r} j}{b}\right)\right| \\
& \quad+\frac{1}{b^{m}} \sum_{\left(h_{1}, \cdots, h_{m}\right) \in C_{m}^{*}(b)}\left|\frac{1}{N} \sum_{n=0}^{N-1} e\left(\frac{h_{1} w_{n}^{(1)}+\cdots+h_{m} w_{n}^{(m)}}{b}\right)\right|\left|\sum_{j=0}^{t_{m}} e\left(\frac{-h_{m} j}{b}\right)\right| .
\end{aligned}
$$

For $h \in C(b)$ and an integer $L \geqq-1$ we have

$$
\sum_{j=0}^{L} e\left(\frac{-h j}{b}\right)=L+1 \quad \text { for } h=0
$$

and

$$
\left|\sum_{j=0}^{L} e\left(\frac{-h j}{b}\right)\right| \leqq \frac{2}{|e(h / b)-1|}=\frac{1}{\sin \pi|h / b|} \quad \text { for } h \neq 0 .
$$

Using these results and the fact that $E_{N}(t)=A(N, t) / N$, we obtain Lemma 1 from (4).

Corollary 1. Let $w_{0}, w_{1}, \cdots$ be as above and suppose that for all $\left(h_{1}, \cdots, h_{r}\right) \in$ $C_{r}^{*}(b), 1 \leqq r \leqq m$, we have

$$
\begin{equation*}
\left|\frac{1}{N} \sum_{n=0}^{N-1} e\left(\frac{h_{1} w_{n}^{(1)}+\cdots+h_{r} w_{n}^{(r)}}{b}\right)\right| \leqq B \tag{6}
\end{equation*}
$$

for some constant $B$. Then

$$
D_{N} \leqq \frac{1}{b^{m}}+B\left(\frac{m}{b} \sum_{h \in C^{*}(b)} \frac{1}{\sin \pi|h / b|}+\frac{(m-1)(b-1)}{b}\right)
$$

Proof. Using (6), we get from Lemma 1

$$
D_{N} \leqq \frac{1}{b^{m}}+B\left(\frac{m}{b} \sum_{h \in C^{*}(b)} \frac{1}{\sin \pi|h / b|}+\sum_{r=1}^{m-2} \frac{(b-1)\left(b^{r}-1\right)}{b^{r+1}}+\frac{b^{m-1}-1}{b^{m-1}}\right),
$$

and the desired result follows by a straightforward calculation.
The integers $y_{0}, y_{1}, \cdots$ as well as the coefficients $a_{i}$ in (1) may be interpreted as elements of the finite field $F_{p}$. The recursion (1) becomes then the linear recurrence relation

$$
\begin{equation*}
y_{n+k}=a_{k-1} y_{n+k-1}+\cdots+a_{0} y_{n} \quad \text { for } n=0,1, \cdots \tag{7}
\end{equation*}
$$

over $F_{p}$. We use the theory of finite fields to get an explicit formula for the $y_{n}$. We refer to [6] for the necessary background on finite fields. Set $q=p^{k}$ and let $F_{q}$ be the finite field of order $q$. Let $\operatorname{Tr}$ denote the trace function from $F_{q}$ to $F_{p}$; it is a surjective $F_{p}$-linear mapping. Furthermore, the irreducible polynomial $f$ over $F_{p}$ in (5) splits in $F_{q}$; let $\alpha \in F_{q}$ be a fixed root of $f$. We denote by $F_{q}^{*}$ the multiplicative group of nonzero elements of $F_{q}$.

Lemma 2. Let the sequence $y_{0}, y_{1}, \cdots$ of elements of $F_{p}$ satisfy (7), and suppose that not all initial values $y_{0}, \cdots, y_{k-1}$ are 0 . Then there exists $\beta \in F_{q}^{*}$ such that

$$
y_{n}=\operatorname{Tr}\left(\beta \alpha^{n}\right) \quad \text { for all } n .
$$

Proof. Since $f$ is irreducible over $F_{p},\left\{1, \alpha, \alpha^{2}, \cdots, \alpha^{k-1}\right\}$ is a basis of $F_{q}$ over $F_{p}$. Then [20, Corollary 3-7-7] implies that the $k \times k$ matrix with $(i, j)$ entry $\operatorname{Tr}\left(\alpha^{i-1} \alpha^{j-1}\right)$ is nonsingular. It follows that there exist $b_{1}, \cdots, b_{k} \in F_{p}$ with

$$
\sum_{i=1}^{k} b_{i} \operatorname{Tr}\left(\alpha^{i-1} \alpha^{j-1}\right)=y_{j-1} \quad \text { for } 1 \leqq j \leqq k
$$

Putting $\beta=b_{1}+b_{2} \alpha+\cdots+b_{k} \alpha^{k-1} \in F_{q}$, we get

$$
\operatorname{Tr}\left(\beta \alpha^{n}\right)=y_{n} \quad \text { for } n=0,1, \cdots, k-1
$$

We have $\beta \neq 0$ because not all initial values are 0 . Since the $y_{n}$ are uniquely determined by $y_{0}, \cdots, y_{k-1}$ and (7), it suffices to show that $\operatorname{Tr}\left(\beta \alpha^{n}\right)$ satisfies the relation (7).

Using properties of the trace function, we get

$$
\begin{aligned}
& \operatorname{Tr}\left(\beta \alpha^{n+k}\right)-a_{k-1} \operatorname{Tr}\left(\beta \alpha^{n+k-1}\right)-\cdots-a_{0} \operatorname{Tr}\left(\beta \alpha^{n}\right) \\
& \quad=\operatorname{Tr}\left(\beta\left(\alpha^{n+k}-a_{k-1} \alpha^{n+k-1}-\cdots-a_{0} \alpha^{n}\right)\right)=\operatorname{Tr}\left(\beta \alpha^{n} f(\alpha)\right)=0
\end{aligned}
$$

since $f(\alpha)=0$.
Since $f(0) \neq 0$ by hypothesis, we have $\alpha \neq 0$, so that $\alpha$ is an element of the group $F_{q}^{*}$. Let $s$ be the order of $\alpha$ in that group. Then it follows from Lemma 2 that $y_{n+s}=y_{n}$ for all $n$, i.e., that $s$ is a period of the sequence $y_{0}, y_{1}, \cdots$. Thus, the least period $\tau$ of this sequence satisfies $\tau \leqq s$. On the other hand, Lemma 2 implies $\operatorname{Tr}\left(\beta \alpha^{n+\tau}\right)=\operatorname{Tr}\left(\beta \alpha^{n}\right)$ for all $n$, hence in particular

$$
\operatorname{Tr}\left(\beta \alpha^{n}\left(\alpha^{\tau}-1\right)\right)=0 \quad \text { for } n=0,1, \cdots, k-1
$$

Using linear combinations with coefficients in $F_{p}$ and the fact that $\left\{1, \alpha, \alpha^{2}, \cdots, \alpha^{k-1}\right\}$ is a basis of $F_{q}$ over $F_{p}$, we deduce that

$$
\operatorname{Tr}\left(\gamma\left(\alpha^{\tau}-1\right)\right)=0 \quad \text { for all } \gamma \in F_{q} .
$$

As the trace function is surjective, this is only possible if $\alpha^{\tau}=1$. Consequently, we have $\tau=s$. It follows that $\tau$ is a divisor of $q-1=p^{k}-1$. The value $\tau=q-1=p^{k}-1$ can be achieved by letting $f$ be the minimal polynomial over $F_{p}$ of a generator of the cyclic group $F_{q}^{*}$, i.e., by letting $f$ be a so-called primitive polynomial over $F_{p}$ (compare with [6, Ch. 3]). From $\tau=s$ and the fact that $\tau$ is independent of the choice of a root $\alpha$ of $f$, we get another proof of the well-known result that any root of $f$ has the same order in $F_{q}^{*}$.

We consider now character sums over the finite field $F_{q}$. We note first of all that

$$
\begin{equation*}
\chi(\beta)=e\left(\frac{1}{p} \operatorname{Tr}(\beta)\right) \quad \text { for all } \beta \in F_{q} \tag{8}
\end{equation*}
$$

defines a character of the additive group of $F_{q}$. Let $\psi$ be a character of $F_{q}^{*}$. Then

$$
G(\psi)=\sum_{\beta \in F_{q}^{*}} \psi(\beta) \chi(\beta)
$$

is a so-called Gaussian sum (see [6, Ch. 5]). With each $\psi$ there is associated its conjugate character $\bar{\psi}$, defined by $\bar{\psi}(\gamma)=\psi\left(\gamma^{-1}\right)$ for all $\gamma \in F_{q}^{*}$.

Lemma 3. If $\chi$ is given by (8), then

$$
\chi(\gamma)=\frac{1}{q-1} \sum_{\psi} G(\bar{\psi}) \psi(\gamma) \quad \text { for all } \gamma \in F_{q}^{*},
$$

where the sum is extended over all characters $\psi$ of $F_{q}^{*}$.
Proof. For $\gamma \in F_{q}^{*}$ we have

$$
\sum_{\psi} G(\bar{\psi}) \psi(\gamma)=\sum_{\psi} \psi(\gamma) \sum_{\beta \in F_{q}^{*}} \bar{\psi}(\beta) \chi(\beta)=\sum_{\beta \in F_{q}^{*}} \chi(\beta) \sum_{\psi} \psi\left(\gamma \beta^{-1}\right)=(q-1) \chi(\gamma)
$$

by the orthogonality relations for characters, and the result follows.
3. Proof of Theorem 1. By Lemma 1, the estimation of $D_{N}$ reduces to the estimation of certain exponential sums. We consider first the case of overlapping blocks. Then $w_{n}^{(i)}=y_{n+i-1}$ for $1 \leqq i \leqq m$ and all $n$, so that the exponential sums in Lemma 1 are of the form

$$
\begin{equation*}
\sum_{n=0}^{N-1} e\left(\frac{h_{1} y_{n}+h_{2} y_{n+1}+\cdots+h_{r} y_{n+r-1}}{p}\right) \tag{9}
\end{equation*}
$$

with $\left(h_{1}, \cdots, h_{r}\right) \in C_{r}^{*}(p), 1 \leqq r \leqq m$. Since the $h_{i}$ and $y_{n}$ only matter $\bmod p$, we can view them as elements of $F_{p}$. Setting

$$
z_{n}=h_{1} y_{n}+h_{2} y_{n+1}+\cdots+h_{r} y_{n+r-1}
$$

we get from Lemma 2 with a suitable $\beta \in F_{q}^{*}$,

$$
\begin{aligned}
z_{n} & =h_{1} \operatorname{Tr}\left(\beta \alpha^{n}\right)+h_{2} \operatorname{Tr}\left(\beta \alpha^{n+1}\right)+\cdots+h_{r} \operatorname{Tr}\left(\beta \alpha^{n+r-1}\right) \\
& =\operatorname{Tr}\left(\beta \alpha^{n}\left(h_{1}+h_{2} \alpha+\cdots+h_{r} \alpha^{r-1}\right)\right) .
\end{aligned}
$$

The hypothesis $m \leqq k$ implies $r \leqq k$, and since $\left\{1, \alpha, \alpha^{2}, \cdots, \alpha^{k-1}\right\}$ is a basis of $F_{q}$ over $F_{p}$ and not all $h_{i}$ are 0 , it follows that $h_{1}+h_{2} \alpha+\cdots+h_{r} \alpha^{r-1} \neq 0$. Consequently, there exists $\gamma \in F_{q}^{*}$ with

$$
\begin{equation*}
z_{n}=\operatorname{Tr}\left(\gamma \alpha^{n}\right) \quad \text { for all } n \tag{10}
\end{equation*}
$$

It follows from (8) and (10) that the sum in (9) attains the form

$$
\begin{equation*}
\sum_{n=0}^{N-1} \chi\left(\gamma \alpha^{n}\right) . \tag{11}
\end{equation*}
$$

For the case $N=\tau$ these character sums can be estimated by the following general result.
Lemma 4. If $\lambda$ is an element of $F_{q}^{*}$ of order $d$, then for any $\gamma \in F_{q}^{*}$ we have

$$
\left|\sum_{n=0}^{d-1} \chi\left(\gamma \lambda^{n}\right)\right| \leqq q^{1 / 2}-\frac{d}{1+q^{1 / 2} .}
$$

Proof. From Lemma 3 we get

$$
\sum_{n=0}^{d-1} \chi\left(\gamma \lambda^{n}\right)=\frac{1}{q-1} \sum_{n=0}^{d-1} \sum_{\psi} G(\bar{\psi}) \psi\left(\gamma \lambda^{n}\right)=\frac{1}{q-1} \sum_{\psi} G(\bar{\psi}) \psi(\gamma) \sum_{n=0}^{d-1} \psi(\lambda)^{n} .
$$

The inner sum in the last expression is equal to $d$ if $\psi(\lambda)=1$ and equal to 0 if $\psi(\lambda) \neq 1$ since $\psi(\lambda)^{d}=\psi\left(\lambda^{d}\right)=\psi(1)=1$. Therefore,

$$
\begin{equation*}
\sum_{n=0}^{d-1} \chi\left(\gamma \lambda^{n}\right)=\frac{d}{q-1} \sum_{\psi(\lambda)=1} G(\bar{\psi}) \psi(\gamma) . \tag{12}
\end{equation*}
$$

The last sum contains $(q-1) / d$ terms. Furthermore, we have $G(\psi)=-1$ if $\psi$ is the trivial character and $|G(\psi)|=q^{1 / 2}$ if $\psi$ is nontrivial (see [6, Ch. 5]), so that (12) yields

$$
\left|\sum_{n=0}^{d-1} \chi\left(\gamma \lambda^{n}\right)\right| \leqq \frac{d}{q-1}\left(\left(\frac{q-1}{d}-1\right) q^{1 / 2}+1\right)=q^{1 / 2}-\frac{d}{1+q^{1 / 2}} .
$$

Since $\alpha$ has order $\tau$ in $F_{q}^{*}$ (see § 2), it follows that for $N=\tau$ any sum of the form (9) is bounded in absolute value by $q^{1 / 2}-\tau /\left(1+q^{1 / 2}\right)$. Therefore, the condition (6) is satisfied with

$$
B=\frac{q^{1 / 2}}{\tau}-\frac{1}{1+q^{1 / 2}}
$$

Corollary 1 implies

$$
D_{\tau} \leqq \frac{1}{p^{m}}+\left(\frac{q^{1 / 2}}{\tau}-\frac{1}{1+q^{1 / 2}}\right)\left(\frac{m}{p} \sum_{h \in C^{*}(p)} \frac{1}{\sin \pi|h / p|}+\frac{(m-1)(p-1)}{p}\right) .
$$

For $p=2$ we have

$$
\sum_{h \in C^{*}(p)} \frac{1}{\sin \pi|h / p|}=1
$$

For general $p$ we have

$$
\sum_{h \in C^{*}(p)} \frac{1}{\sin \pi|h / p|}<\frac{2}{\pi} p \log p+\frac{2}{5} p
$$

according to [8, p. 574]. Recalling that $q=p^{k}$, we have shown Theorem 1 in the case of overlapping blocks.

In the case of nonoverlapping blocks we have $w_{n}^{(i)}=y_{m n+i-1}$ for $1 \leqq i \leqq m$ and all $n$. Thus, instead of (9) we get sums of the form

$$
\begin{equation*}
\sum_{n=0}^{N-1} e\left(\frac{h_{1} y_{m n}+h_{2} y_{m n+1}+\cdots+h_{r} y_{m n+r-1}}{p}\right) \tag{13}
\end{equation*}
$$

with $\left(h_{1}, \cdots, h_{r}\right) \in C_{r}^{*}(p), 1 \leqq r \leqq m$. The argument leading to (11) shows then that a sum in (13) attains the form

$$
\begin{equation*}
\sum_{n=0}^{N-1} \chi\left(\gamma \alpha^{m n}\right) \tag{14}
\end{equation*}
$$

with a suitable $\gamma \in F_{q}^{*}$. Again, $\alpha$ has order $\tau$ in $F_{q}^{*}$, and since in the case of nonoverlapping blocks we assume $\operatorname{gcd}(m, \tau)=1$, it follows that $\alpha^{m}$ also has order $\tau$ in $F_{q}^{*}$. Using Lemma 4 with $\lambda=\alpha^{m}$, we get

$$
\left|\sum_{n=0}^{\tau-1} \chi\left(\gamma \alpha^{m n}\right)\right| \leqq q^{1 / 2}-\frac{\tau}{1+q^{1 / 2}}
$$

Thus, for $N=\tau$ the condition (6) is satisfied with

$$
B=\frac{q^{1 / 2}}{\tau}-\frac{1}{1+q^{1 / 2}}
$$

The proof of Theorem 1 is completed as in the case of overlapping blocks.
4. Proof of Theorem 2. In the case of overlapping blocks we have to consider sums of the form (9), which can be written in the form (11) according to the argument in § 3. These sums are estimated by the following general result.

Lemma 5. If $\lambda$ is an element of $F_{q}^{*}$ of order $d$, then for any $\gamma \in F_{q}^{*}$ we have

$$
\left|\sum_{n=0}^{N-1} \chi\left(\gamma \lambda^{n}\right)\right|<q^{1 / 2}\left(\frac{2}{\pi} \log d+\frac{2}{5}\right)+\frac{N q^{1 / 2}}{d}-\frac{N}{1+q^{1 / 2}} \quad \text { for all } N \geqq 1 .
$$

Proof. As in the proof of Lemma 4 we get

$$
\sum_{n=0}^{N-1} \chi\left(\gamma \lambda^{n}\right)=\frac{1}{q-1} \sum_{\psi} G(\bar{\psi}) \psi(\gamma) \sum_{n=0}^{N-1} \psi(\lambda)^{n} .
$$

Distinguishing between the cases $\psi(\lambda)=1$ and $\psi(\lambda) \neq 1$, we obtain

$$
\begin{aligned}
\sum_{n=0}^{N-1} \chi\left(\gamma \lambda^{n}\right) & =\frac{N}{q-1} \sum_{\psi(\lambda)=1} G(\bar{\psi}) \psi(\gamma)+\frac{1}{q-1} \sum_{\psi(\lambda) \neq 1} G(\bar{\psi}) \psi(\gamma) \frac{\psi\left(\lambda^{N}\right)-1}{\psi(\lambda)-1} \\
& =\frac{N^{d-1}}{d} \sum_{n=0}^{d} \chi\left(\gamma \lambda^{n}\right)+\frac{1}{q-1} \sum_{\psi(\lambda) \neq 1} G(\bar{\psi}) \psi(\gamma) \frac{\psi\left(\lambda^{N}\right)-1}{\psi(\lambda)-1}
\end{aligned}
$$

where we used (12) in the last step. By Lemma 4 and the fact that $|G(\psi)|=q^{1 / 2}$ for nontrivial $\psi$, it follows that

$$
\left|\sum_{n=0}^{N-1} \chi\left(\gamma \lambda^{n}\right)\right| \leqq \frac{N}{d}\left(q^{1 / 2}-\frac{d}{1+q^{1 / 2}}\right)+\frac{2 q^{1 / 2}}{q-1} \sum_{\psi(\lambda) \neq 1} \frac{1}{|\psi(\lambda)-1|} .
$$

Each $d$ th root of unity $e(j / d)$ occurs exactly $(q-1) / d$ times as a value of $\psi(\lambda)$, hence

$$
\begin{aligned}
\left|\sum_{n=0}^{N-1} \chi\left(\gamma \lambda^{n}\right)\right| & \leqq \frac{N}{d}\left(q^{1 / 2}-\frac{d}{1+q^{1 / 2}}\right)+\frac{2 q^{1 / 2}}{q-1} \cdot \frac{q-1}{d} \sum_{j=1}^{d-1} \frac{1}{|e(j / d)-1|} \\
& =\frac{N}{d}\left(q^{1 / 2}-\frac{d}{1+q^{1 / 2}}\right)+\frac{q^{1 / 2}}{d} \sum_{j=1}^{d-1} \frac{1}{\sin (\pi j / d)} .
\end{aligned}
$$

By [8, p. 574] we have

$$
\sum_{j=1}^{d-1} \frac{1}{\sin (\pi j / d)}<\frac{2}{\pi} d \log d+\frac{2}{5} d,
$$

and the desired result follows.
As in § 3 we see then that condition (6) is satisfied with

$$
B=\frac{q^{1 / 2}}{N}\left(\frac{2}{\pi} \log \tau+\frac{2}{5}\right)+\frac{q^{1 / 2}}{\tau}-\frac{1}{1+q^{1 / 2}} .
$$

The proof of Theorem 2 for the case of overlapping blocks is completed by the arguments of $\S 3$.

In the case of nonoverlapping blocks we have to consider sums of the form (13), which can be written in the form (14). We use Lemma 5 with $\lambda=\alpha^{m}$, but otherwise proceed as in the earlier case.
5. Lower bounds. The term $p^{-m}$ appearing in the bounds for $D_{N}$ in Theorems 1 and 2 can be viewed as the "discretization error," resulting from the fact that all the pseudorandom numbers $x_{n}$ are rationals with denominator $p^{m}$. Indeed, it can be shown easily that $p^{-m}$ is a lower bound for $D_{N}$. We note that any $x_{n}$ generated by (2) or (3) satisfies

$$
x_{n} \leqq \sum_{i=1}^{m}(p-1) p^{-i}=1-p^{-m},
$$

so that (4) implies

$$
\begin{equation*}
D_{N} \geqq\left|E_{N}\left(1-p^{-m}\right)-\left(1-p^{-m}\right)\right|=\left|1-\left(1-p^{-m}\right)\right|=p^{-m} \tag{15}
\end{equation*}
$$

for all $N \geqq 1$.
By more elaborate arguments, we can establish lower bounds for $D_{N}$ that relate to the second terms in the bounds given in Theorems 1 and 2. We use the notation introduced in § 2 .

For a prime $p$ define the constant

$$
A_{p}=\sup _{0 \leq \theta<1} \sum_{j=0}^{p-2}\left|\cos 2 \pi\left(\frac{j}{p}+\theta\right)-\cos 2 \pi\left(\frac{j+1}{p}+\theta\right)\right| .
$$

It is easily seen that $A_{2}=2$. For general $p$ and any real $\theta$ we have

$$
\begin{aligned}
\sum_{j=0}^{p-2}\left|\cos 2 \pi\left(\frac{j}{p}+\theta\right)-\cos 2 \pi\left(\frac{j+1}{p}+\theta\right)\right| & =2 \pi \sum_{j=0}^{p-2}\left|\int_{j / p}^{(j+1) / p} \sin 2 \pi(x+\theta) d x\right| \\
& <2 \pi \int_{0}^{1}|\sin 2 \pi(x+\theta)| d x=4
\end{aligned}
$$

so that $A_{p} \leqq 4$.
Theorem 3. Let $f$ be an irreducible polynomial over $F_{p}$ with $f(0) \neq 0$ as in (5), and let $\tau$ be the order of any root of $f$ in $F_{p^{*}}^{*^{k}}$. Then for any $N, 1 \leqq N \leqq \tau$, there exists a sequence $x_{0}, x_{1}, \cdots$ generated by the digital method (with overlapping blocks) by means of (1) such that

$$
D_{N} \geqq \frac{1}{A_{p}}\left(\frac{p^{k}-N}{\left(p^{k}-1\right) N}\right)^{1 / 2} .
$$

The same result holds for the case of nonoverlapping blocks under the usual assumption $\operatorname{gcd}(m, \tau)=1$.

For the proof of this theorem we need two lemmas.
Lemma 6. Let $f$ be an irreducible polynomial over $F_{p}$ with $f(0) \neq 0$ as in (5), and let $\tau$ be the order of any root of $f$ in $F_{q}^{*}, q=p^{k}$. Then for any $N, 1 \leqq N \leqq \tau$, there exists a sequence $y_{0}, y_{1}, \cdots$ of integers satisfying $0 \leqq y_{n}<p$ and the recursion (1) such that not all initial values $y_{0}, \cdots, y_{k-1}$ are 0 and

$$
\left|\sum_{n=0}^{N-1} e\left(\frac{y_{n}}{p}\right)\right| \geqq\left(\frac{N(q-N)}{q-1}\right)^{1 / 2} .
$$

Proof. Let $\alpha \in F_{q}^{*}$ be a root of $f$ and fix $N, 1 \leqq N \leqq \tau$. Then

$$
\begin{aligned}
\sum_{\beta \in F_{q}^{*}}\left|\sum_{n=0}^{N-1} \chi\left(\beta \alpha^{n}\right)\right|^{2} & =\sum_{\beta \in F_{q}^{*}} \sum_{j, n=0}^{N-1} \chi\left(\beta \alpha^{j}\right) \chi\left(-\beta \alpha^{n}\right) \\
& =\sum_{j, n=0}^{N-1} \sum_{\beta \in F_{q}^{*}} \chi\left(\beta\left(\alpha^{j}-\alpha^{n}\right)\right)=(q-1) N+\sum_{\substack{j, n=0 \\
j \neq n}}^{N-1} \sum_{\beta \in F_{q}^{*}} \chi\left(\beta\left(\alpha^{j}-\alpha^{n}\right)\right) .
\end{aligned}
$$

Since $\alpha$ has order $\tau$ in $F_{q}^{*}$, we have $\alpha^{j} \neq \alpha^{n}$ for $j \neq n$. Therefore, each inner sum in the last expression has the value

$$
\sum_{\gamma \in F_{q}^{*}} \chi(\gamma)=\sum_{\gamma \in F_{q}} \chi(\gamma)-\chi(0)=-1,
$$

and so

$$
\sum_{\beta \in F_{q}^{*}}\left|\sum_{n=0}^{N-1} \chi\left(\beta \alpha^{n}\right)\right|^{2}=(q-1) N-\left(N^{2}-N\right)=N(q-N) .
$$

It follows that there exists $\beta \in F_{q}^{*}$ with

$$
\begin{equation*}
\left|\sum_{n=0}^{N-1} \chi\left(\beta \alpha^{n}\right)\right| \geqq\left(\frac{N(q-N)}{q-1}\right)^{1 / 2} . \tag{16}
\end{equation*}
$$

With this $\beta$ we put $y_{n}=\operatorname{Tr}\left(\beta \alpha^{n}\right)$ for all $n$. Then one shows as in the proof of Lemma 2 that the $y_{n}$ satisfy (7). If $y_{0}, \cdots, y_{k-1}$ were all 0 , then using linear combinations with coefficients in $F_{p}$ and the fact that $\left\{1, \alpha, \alpha^{2}, \cdots, \alpha^{k-1}\right\}$ is a basis of $F_{q}$ over $F_{p}$, it would follow that $\operatorname{Tr}(\beta \gamma)=0$ for all $\gamma \in F_{q}$, hence $\beta=0$, a contradiction. We interpret now
the $y_{n}$ as integers with $0 \leqq y_{n}<p$. Then the $y_{n}$ satisfy (1), and the proof is complete by (16) and the observation that $\chi\left(\beta \alpha^{n}\right)=e\left(y_{n} / p\right)$ for all $n$ according to (8).

Lemma 7. Let $f$ and $\tau$ be as in Lemma 6, and let $\operatorname{gcd}(m, \tau)=1$. Then for any $N, 1 \leqq N \leqq \tau$, there exists a sequence $y_{0}, y_{1}, \cdots$ of integers satisfying $0 \leqq y_{n}<p$ and the recursion (1) such that not all initial values $y_{0}, \cdots, y_{k-1}$ are 0 and

$$
\left|\sum_{n=0}^{N-1} e\left(\frac{y_{m n}}{p}\right)\right| \geqq\left(\frac{N(q-N)}{q-1}\right)^{1 / 2} .
$$

Proof. The argument leading to (16) can be carried out with $\alpha$ replaced by $\alpha^{m}$, since $\alpha^{m}$ also has order $\tau$ in $F_{q}^{*}$. Hence there exists $\beta \in F_{q}^{*}$ with

$$
\left|\sum_{n=0}^{N-1} \chi\left(\beta \alpha^{m n}\right)\right| \geqq\left(\frac{N(q-N)}{q-1}\right)^{1 / 2}
$$

We put $y_{n}=\operatorname{Tr}\left(\beta \alpha^{n}\right)$ for all $n$ and complete the proof as in Lemma 6.
Proof of Theorem 3. Let $N$ be fixed. For the case of overlapping blocks we choose a sequence $y_{0}, y_{1}, \cdots$ satisfying the properties in Lemma 6. For $j=0,1, \cdots, p-1$ let $Z(j)$ be the number of $n<N$ with $y_{n}=j$, and put

$$
S(j)=\sum_{i=0}^{j}\left(Z(i)-\frac{N}{p}\right)
$$

Then

$$
\sum_{n=0}^{N-1} e\left(\frac{y_{n}}{p}\right)=\sum_{j=0}^{p-1} Z(j) e\left(\frac{j}{p}\right)=\sum_{j=0}^{p-1}\left(Z(j)-\frac{N}{p}\right) e\left(\frac{j}{p}\right),
$$

and summation by parts yields

$$
\sum_{n=0}^{N-1} e\left(\frac{y_{n}}{p}\right)=\sum_{j=0}^{p-2} S(j)\left(e\left(\frac{j}{p}\right)-e\left(\frac{j+1}{p}\right)\right),
$$

where we used $S(p-1)=0$. For some $\theta, 0 \leqq \theta<1$, we get

$$
\begin{aligned}
\left|\sum_{n=0}^{N-1} e\left(\frac{y_{n}}{p}\right)\right| & =e(\theta) \sum_{j=0}^{p-2} S(j)\left(e\left(\frac{j}{p}\right)-e\left(\frac{j+1}{p}\right)\right) \\
& =\sum_{j=0}^{p-2} S(j)\left(e\left(\frac{j}{p}+\theta\right)-e\left(\frac{j+1}{p}+\theta\right)\right),
\end{aligned}
$$

and taking real parts,

$$
\begin{aligned}
\left|\sum_{n=0}^{N-1} e\left(\frac{y_{n}}{p}\right)\right| & =\sum_{j=0}^{p-2} S(j)\left(\cos 2 \pi\left(\frac{j}{p}+\theta\right)-\cos 2 \pi\left(\frac{j+1}{p}+\theta\right)\right) \\
& \leqq \sum_{j=0}^{p-2}|S(j)|\left|\cos 2 \pi\left(\frac{j}{p}+\theta\right)-\cos 2 \pi\left(\frac{j+1}{p}+\theta\right)\right| .
\end{aligned}
$$

Let the integer $J, 0 \leqq J \leqq p-2$, be such that

$$
|S(J)|=\max _{0 \leqq j \leqq p-2}|S(j)| .
$$

Then

$$
\left|\sum_{n=0}^{N-1} e\left(\frac{y_{n}}{p}\right)\right| \leqq|S(J)| \sum_{j=0}^{p-2}\left|\cos 2 \pi\left(\frac{j}{p}+\theta\right)-\cos 2 \pi\left(\frac{j+1}{p}+\theta\right)\right| \leqq|S(J)| A_{p} ;
$$

hence

$$
\begin{equation*}
\left|\sum_{i=0}^{J} Z(i)-\frac{(J+1) N}{p}\right| \geqq \frac{1}{A_{p}}\left(\frac{N(q-N)}{q-1}\right)^{1 / 2} \tag{17}
\end{equation*}
$$

by Lemma 6 and the definition of $S(J)$.
The sequence $y_{0}, y_{1}, \cdots$ yields a sequence $x_{0}, x_{1}, \cdots$ generated by the digital method with overlapping blocks of length $m$. Choose $0 \leqq \varepsilon<p^{-m}$ and put $t_{0}=$ $(J+1) p^{-1}-p^{-m}+\varepsilon$. Then $x_{n} \leqq t_{0}$ if and only if $y_{n} \leqq J$. It follows from (4) and (17) that

$$
\begin{aligned}
D_{N} \geqq\left|E_{N}\left(t_{0}\right)-t_{0}\right| & =\left|\frac{1}{N} \sum_{i=0}^{J} Z(i)-\frac{J+1}{p}+p^{-m}-\varepsilon\right| \\
& \geqq\left|\frac{1}{N} \sum_{i=0}^{J} Z(i)-\frac{J+1}{p}\right|-\left|p^{-m}-\varepsilon\right| \geqq \frac{1}{A_{p}}\left(\frac{q-N}{(q-1) N}\right)^{1 / 2}-p^{-m}+\varepsilon .
\end{aligned}
$$

Letting $\varepsilon$ tend to $p^{-m}$ and recalling that $q=p^{k}$, we obtain the desired result for the case of overlapping blocks.

For the case of nonoverlapping blocks we proceed as above, but we use $y_{m n}$ instead of $y_{n}$ and Lemma 7 instead of Lemma 6.
6. Discussion. As an illustration of the lower bounds in $\S 5$ we consider the case $N=\tau$. If $\tau$ has the maximum value $p^{k}-1$, then, dropping absolute constants, we see that the upper bound for $D_{\tau}$ in Theorem 1 is of the order $p^{-m}+p^{-k} \log p^{m}$, and since $m \leqq k$ in that theorem, $D_{\tau}$ has an upper bound of the order $p^{-m} \log p^{m}$. On the other hand, $D_{\tau}$ is at least $p^{-m}$ by (15). In other cases of interest, $\tau$ will be of the form $\left(p^{k}-1\right) / d$ with a small divisor $d>1$ of $p^{k}-1$. Then, dropping absolute constants, the upper bound for $D_{\tau}$ in Theorem 1 is of the order $p^{-m}+(d-1) p^{-k / 2} \log p^{m}$. On the other hand, $D_{\tau}$ is at least $p^{-m}$ by (15) and, apart from absolute constants, at least of the order $(d-1)^{1 / 2} p^{-k / 2}$ by Theorem 3. It should be noted that the number $\tau$ in Theorem 3 is also the least period of the sequence $x_{0}, x_{1}, \cdots$, according to the information gathered in § 1 and 2.

These results demonstrate that digital $k$-step pseudorandom numbers perform better under the uniformity test if the value $\tau$ of the least period is increased. For the maximum period $\tau=p^{k}-1$ the discussion in the preceding paragraph shows that the order of magnitude of $D_{\tau}$ is, up to a logarithmic factor, given by the discretization error $p^{-m}$. Since this is independent of the choice of $k \geqq m$, the following procedure is suggested. Choose a small prime $p$, say $p=2$, and select $m$ large enough so as to get a tolerable discretization error $p^{-m}$. Then take $k=m$ and choose the recursion (1) in such a way that its characteristic polynomial (5) is a primitive polynomial of degree $m$ over $F_{p}$ (compare with § 2 ).

Apart from the requirement that the $a_{i}$ in (1) be selected in such a way that the sequence of $y_{n}$ has a large least period (e.g., such that the characteristic polynomial is primitive), no further condition on the $a_{i}$ is needed to guarantee good behavior under the univariate uniformity test. This is similar to the situation arising for uniform pseudorandom numbers generated by the normalization method (see [12]). The specific choice of the $a_{i}$ has a bearing on the performance of digital $k$-step pseudorandom numbers as soon as multivariate uniformity tests of sufficiently high dimension $s$ are considered, namely for $s>k / m$. This will be discussed in greater detail in [13].
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# COLLOCATION FOR SINGULAR PERTURBATION PROBLEMS III: NONLINEAR PROBLEMS WITHOUT TURNING POINTS* 

U. ASCHER $\dagger$ AND R. WEISS $\ddagger$


#### Abstract

A class of nonlinear singularly perturbed boundary value problems is considered, with restrictions which allow only well-posed problems with possible boundary layers, but no turning points. For the numerical solution of these problems, a close look is taken at a class of general purpose, symmetric finite difference schemes arising from collocation.

It is shown that if locally refined meshes, whose practical construction is discussed, are employed, then high order uniform convergence of the numerical solution is obtained. Nontrivial examples are used to demonstrate that highly accurate solutions to problems with extremely thin boundary layers can be obtained in this way at a very reasonable cost.
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1. Introduction. The numerical solution of nonlinear singular perturbation problems presents some major computational difficulties. At the same time, such problems are abundant in applications, e.g. in semiconductor theory, diffusion-convection processes with a dominant convection term, fluid dynamic problems with large Reynolds numbers, etc.

The basic computational difficulty arising can be roughly described as follows. Suppose that a grid with maximum spacing $h$ is used to discretize the differential problem. While normally $h$ can be assumed to be small compared to the differential problem parameters, in a singular perturbation problem the parameter $\varepsilon$, which multiplies some of the highest derivatives appearing in the problem formulation, is so small that for practical reasons we must consider the case

$$
h \geqq \varepsilon, \quad \text { or even } \quad h \gg \varepsilon .
$$

Furthermore, from the solution approximation point of view, one has to deal with transition layers, i.e. regions where the solution profile varies rapidly, with gradients proportional to some negative power of $\varepsilon$.

Consider boundary value problems of this type for ordinary differential equations. To recall, there are two classes of general purpose methods for boundary value ODEs. (See, e.g., Keller [13].) The first is that of initial value techniques like multiple shooting. Such techniques fail to perform adequately for singular perturbation problems, requiring $h=O(\varepsilon)$, essentially for the same reason that causes grief when simple shooting is applied to moderately "stiff" problems.

The other class of general purpose methods is that of centered difference (or collocation) schemes. Such schemes offer more hope for singular perturbation problems, requiring small mesh spacing (of size comparable to $\varepsilon$ ) only in layer regions, not everywhere. However, if the mesh is not fine enough in a layer region then the numerical solution is polluted everywhere by oscillatory error components.

[^87]In recent years, a large number of special purpose methods have been proposed which do not require an accurate representation by the mesh of layer regions, while still producing accurate numerical solutions outside the layers. The upwinded Euler scheme is a popular example of such methods, where the error generated inside the layer regions is quickly damped outside.

The approach highlighted in this paper is that of centered, general purpose schemes with local mesh refinement in layer regions. Since this is currently less popular than special, (explicitly or implicitly) upwinded schemes, we now discuss the relative merits of these approaches.

Firstly, as has been noted by others as well, while centered schemes tend to produce wiggly numerical noise if the mesh is inadequate, special one-sided schemes tend to have too much "artificial viscosity," i.e. to be inaccurate (typically only first order in $h$ ) and to smear a layer information over a number of neighboring mesh elements. A smooth solution curve can actually be considered worse than one containing numerical ripples if it is wrong, because its form is more deceptive; cf. Gresho and Lee [11].

A natural idea here is to obtain a first, relatively inaccurate, solution by a special purpose method and then to switch to a centered, more accurate, general purpose method with mesh points distributed according to the obtained first solution profile. However, the general implementation of such a switch is far from being trivial, and a simpler and probably more robust technique is to do continuation in $\varepsilon$, using the centered method all along (i.e., solve a sequence of problems with decreasing $\varepsilon$, the first with $\varepsilon=h$, say, and the last with the desired value of $\varepsilon$, gradually upgrading the mesh, as well as the initial solution profile for the nonlinear iterative process). In some special cases, it is well known that replacing $\varepsilon$ by $\alpha=O(h)$ in a centered scheme produces a one-sided scheme (see, e.g., Hemker [23]). Then, the usual continuation process for centered schemes can be viewed as a gradual, flexible generalization of a switch from one-sided to centered schemes.

It should be noted that higher order special purpose methods of Runge-Kutta type exist as well (Ringhofer [18], Ascher and Weiss [3]). These methods do share the drawbacks of special purpose schemes mentioned below.

One-sided special purpose schemes generally require upwinding (explicit or implicit). Thus, unless the problem is already in a form where growing and decaying fundamental matrix components are separated, a costly transformation is required to bring it to such form; see Kreiss and Kreiss [15].

Recently, there has been a significant interest in the phenomenon where the difference problem has spurious solutions, which do not correspond to any solution of the differential problem (see, e.g., Beyn and Doedel [5]). When solving a singular perturbation problem with $\varepsilon \ll h$, using any type of scheme, there is in general room for such concern, because the difference operator is not exactly modeled after the differential operator any more. If a centered scheme is used with an inadequate mesh (say, uniform) then spurious solutions may easily result; see, e.g., Kellogg, Shubin and Stephens [14]. This, however, is less important for practical purposes, because such a numerical procedure is nonsensical anyway. Our experience, and reports by others, indicate that with an appropriate mesh (still with $\varepsilon \ll h$ ), difficulties with spurious solutions are rather rare in practice when using the schemes advocated here.

Finally, note that a nonlinear singular perturbation problem where the location of a transition layer is not precisely known can be far more difficult to solve numerically than one with only known layer locations. At least in the latter case we can always flood the transition layer region with sufficiently many mesh points so as to remove
the singular perturbation effect and obtain a solution, even if not in the most costeffective way. Now, in case the layer location depends on the solution and is not exactly known, the upwinding of a special scheme may be done in the wrong direction. A backward Euler scheme then becomes a forward Euler scheme, which is not even $A$-stable. This may result in difficulties in the convergence of the nonlinear iteration, yielding a cause for some pessimism in general. Note, though, that in some special cases easy convergence with upwinded one-sided schemes can be guaranteed. For instance, Abrahamsson and Osher [24] have devised a low order scheme for a class of single, quasilinear second order ODEs with possibly many turning points, where Newton's method is replaced by a slow but sure time-variable imbedding and the resulting process is guaranteed to converge. No such guarantees are known for symmetric schemes. However, under more general circumstances, a symmetric (or centered) scheme as discussed in this paper is $A$-stable in both directions of integration and hence is less prone to disastrous results. Yet, some idea of the location of layers must be at hand when $\varepsilon \ll h$. Continuation in $\varepsilon$ can again be used in principle with centered schemes to methodically refine the mesh appropriately. For an example, see Wan and Ascher [21]. Still, the success of such a process may well depend on a (perhaps vague) a priori knowledge of a desirable initial solution profile.

In summary, the one-sided upwinded schemes seem to be suited mainly for special purposes, i.e. for particular classes of problems, and especially when the solution is needed to be accurately known only away from layer regions. For general purposes, e.g. in order to use in a general singular perturbation software for boundary value ODEs, the symmetric schemes seem more suitable.

The purpose of this paper is to consider the computational implementation and performance of a class of symmetric, or centered, collocation schemes which include the most familiar finite difference schemes as special cases. We consider the application of these schemes to a general, but restricted, class of nonlinear singularly perturbed problems which are well posed and allow for boundary layers only. This class of problems is relatively well understood analytically. The analytical knowledge allows us to take a close look at the numerical schemes, and we believe that this is an essential step towards understanding the performance of these schemes on wider classes of problems. Computational experience with such schemes crudely applied to a number of various problems has already been reported (e.g. Hemker et al. [12], Ascher [1], Wan and Ascher [21]).

In Part I [3] and Part II [4] of this work (hereinafter referred to as "Part I" and "Part II," respectively) we have considered symmetric collocation schemes for the numerical solution of linear singularly perturbed problems. In particular, Lobatto and Gauss collocation points have been considered. The simplest instances of these methods are the well-known trapezoidal and midpoint difference schemes. The ideas in these papers have been put into use in Spudich and Ascher [20].

We have shown that these symmetric schemes produce highly accurate numerical solutions at a very reasonable cost, provided that appropriately fine meshes are used near the boundaries, where the analytic solution may have steep boundary layers.

Here we extend these results to nonlinear problems, where Newton's method of quasilinearization is used and the resulting linearized boundary value problems are solved using the collocation implementation discussed in Part II. We demonstrate the potential of these schemes on three examples which appear in the literature.

It turns out that the convergence results as well as the mesh construction in Part II extend, with slight modifications, to the nonlinear case. However, the extension is
not trivial. The differences between the linear and nonlinear problems are highlighted in the next section, which prepares the analytic preliminaries.

In § 3 we describe the numerical schemes used, state the convergence results and outline their proofs. Practical mesh construction is discussed in § 4.

In § 5 we discuss in detail our numerical experience with three examples. The numerical schemes are shown to produce highly accurate solutions to problems with extremely thin boundary layers, at a very reasonable cost.
2. Analytic preliminaries. Consider the problem of order $n+m$ for $x(t, \varepsilon)=$ ( $y(t, \varepsilon), z(t, \varepsilon)$ ), where $0 \leqq t \leqq 1$ :

$$
\begin{align*}
& \varepsilon y^{\prime}=f(t, y, z, \varepsilon),  \tag{2.1}\\
& z^{\prime}=g(t, y, z, \varepsilon),  \tag{2.2}\\
& b(x(0) ; x(1) ; \varepsilon)=0 . \tag{2.3}
\end{align*}
$$

Here $\varepsilon>0$ is a small parameter, $y$ and $f$ have $n$ components, $z$ and $g$ have $m$, and $b$ is a boundary vector function of size $n+m$. The nonlinear functions $f, g$ and $b$ have asymptotic expansions in $\varepsilon$, with the coefficients being smooth functions of the other variables.

We assume that the Jacobian matrix $f_{y}(t, y, z, o)$ of the "fast" solution components has a regular splitting with $n_{-} \geqq 0$ (strictly) stable and $n_{+}:=n-n_{-} \geqq 0$ (strictly) unstable eigenvalues, for $0 \leqq t \leqq 1$ and $(y, z)$ in an appropriate domain. This excludes turning points in the linearized problem, and it is natural then to look for a solution $x^{*}(t, \varepsilon)=$ $\left(y^{*}(t, \varepsilon), z^{*}(t, \varepsilon)\right)$ which has the representation

$$
\begin{align*}
& y^{*}(t, \varepsilon)=\bar{y}(t)+\mu(\tau)+\nu(\sigma)+O(\varepsilon), \quad 0 \leqq t \leqq 1 .  \tag{2.4}\\
& z^{*}(t, \varepsilon)=\bar{z}(t)+O(\varepsilon),
\end{align*}
$$

Here

$$
\begin{equation*}
\tau=\frac{t}{\varepsilon}, \quad \sigma=\frac{t-1}{\varepsilon} \tag{2.6}
\end{equation*}
$$

$\bar{y}(t)$ and $\bar{z}(t)$ are solutions of the reduced equations

$$
\begin{align*}
& 0=f(t, \bar{y}, \bar{z}, 0), \quad 0 \leqq t \leqq 1, ~ \tag{2.7}
\end{align*}
$$

subject to $m$ appropriate boundary conditions, and $\mu$ and $\nu$ are left end and right end layer correction functions. They satisfy

$$
\begin{align*}
\frac{d}{d \tau} \mu=f(0, \bar{y}(0)+\mu(\tau), \bar{z}(0), 0), & 0 \leqq \tau<\infty  \tag{2.9}\\
\frac{d}{d \sigma} \nu=f(1, \bar{y}(1)+\nu(\sigma), \bar{z}(1), 0), & -\infty<\sigma \leqq 0 \tag{2.10}
\end{align*}
$$

and $\mu$ and $\nu$ decay exponentially to 0 as $\tau \rightarrow \infty, \sigma \rightarrow-\infty$, respectively. Equations (2.7)-(2.10) arise from the representation (2.4), (2.5) by equating $O(1)$ terms with respect to $\varepsilon$ in (2.1), (2.2).

Note that the assumption on the eigenvalues of $f_{y}$ in itself does not necessarily imply the ansatz (2.4), (2.5) (as it would if (2.1)-(2.3) were a linear problem with a uniformly bounded inverse), especially if there are more than one solution to the
reduced problem. However, the representation (2.4), (2.5) is of a major practical and theoretical interest.

Now, to construct the solution as in (2.4), (2.5), we substitute into the boundary conditions to obtain

$$
\begin{equation*}
b((\bar{y}(0)+\mu(0), \bar{z}(0)) ;(\bar{y}(1)+\nu(0), \bar{z}(1)) ; 0)=0 . \tag{2.11}
\end{equation*}
$$

The requirement that $\mu$ and $\nu$ decay exponentially implies that $\mu(0)$ and $\nu(0)$ must be on the stable manifolds of their corresponding equations, and we write these equations as

$$
\begin{array}{ll}
\phi_{-}(\bar{y}(0), \bar{z}(0), \mu(0))=0 & \left(n_{+}\right. \text {eqns.), } \\
\phi_{+}(\bar{y}(1), \bar{z}(1), \nu(0))=0 & \text { ( } n_{-} \text {eqns. } . \tag{2.12}
\end{array}
$$

Thus in (2.11), (2.12) we have $2 n+m$ constraints for the $4 n+2 m$ unknowns $\bar{x}(0)$, $\bar{x}(1), \mu(0), \nu(0)$.

Eliminating $\mu(0)$ and $\nu(0)$ from (2.11), (2.12) (in principle) leaves a set of $m$ equations to be satisfied by $\bar{y}(0), \bar{z}(0), \bar{y}(1)$ and $\bar{z}(1)$ alone, and these are the boundary conditions for the reduced equations (2.7), (2.8) (cf. Episova [8], O'Malley [17]). Flaherty and O'Malley [9] construct the reduced boundary conditions numerically in the case where (2.1) and (2.3) are linear in $y$, which implies that (2.11) and (2.12) are linear in $y, \mu$ and $\nu$.

Note that everything is much simpler when $f$ is linear in $y$. Not only can the manifolds (2.12) be explicitly found, but also, and more importantly, (2.9) and (2.10) imply that $\mu$ and $\nu$ are simply decaying exponential functions. In the more general case, (2.9) and (2.10) are just general systems of ODEs.

The reduced differential equations (2.7), (2.8) plus the reduced boundary conditions form the reduced problem whose solution(s) $\bar{x}(t)=(\bar{y}(t), \bar{z}(t))$ is referred to as a reduced solution. Different reduced solutions yield different solutions to our problem (2.1)-(2.3) provided they can serve in the ansatz (2.4), (2.5). To enable this we assume that the Jacobian matrix $f_{y}$ at a reduced solution has a hyperbolic splitting for all $0 \leqq t \leqq 1$.

For simplicity we also assume that at the reduced solution, $f_{y}(t, \bar{y}(t), \bar{z}(t), 0)$ is nondefective. Thus, there is a nonsingular (smooth) matrix function $E(t)$ such that

$$
\begin{equation*}
E^{-1}(t) f_{y}(t, \bar{y}(t), \bar{z}(t), 0) E(t)=\Lambda(t) \equiv \operatorname{diag}\left\{\lambda_{1}(t), \cdots, \lambda_{n}(t)\right\} \tag{2.13}
\end{equation*}
$$

and,

$$
\operatorname{re}\left(\lambda_{j}(t)\right)\left\{\begin{array}{ll}
<0, & j=1, \cdots, n_{-},  \tag{2.14}\\
>0, & j=n_{-}+1, \cdots, n,
\end{array} \quad 0 \leqq t \leqq 1\right.
$$

Consider now a linearization of our problem (2.1)-(2.3) about an appropriate function $\hat{x}=(\hat{y}, \hat{z})$, which we write in operator form as

$$
\begin{equation*}
\mathscr{L}[\hat{x}] x=s[\hat{x}] . \tag{2.15}
\end{equation*}
$$

In detail, (2.15) is written as

$$
\begin{align*}
& \varepsilon y^{\prime}-A_{11} y-A_{12} z=s_{1},  \tag{2.16}\\
& z^{\prime}-A_{21} y-A_{22} z=s_{2}, \quad 0 \leqq t \leqq 1,  \tag{2.17}\\
& B_{0} x(0)+B_{1} x(1)=\beta \tag{2.18}
\end{align*}
$$

where

$$
\begin{align*}
& A_{11}(t, \varepsilon)=f_{y}(t, \hat{y}, \hat{z}, \varepsilon), \quad A_{12}(t, \varepsilon)=f_{z}(t, \hat{y}, \hat{z}, \varepsilon), \\
& A_{21}(t, \varepsilon)=g_{y}(t, \hat{y}, \hat{z}, \varepsilon), \quad A_{22}(t, \varepsilon)=g_{z}(t, \hat{y}, \hat{z}, \varepsilon),  \tag{2.19}\\
& B_{0}=\frac{\partial b\left(x_{1}, x_{2}\right)}{\partial x_{1}}, \quad B_{1}=\frac{\partial b\left(x_{1}, x_{2}\right)}{\partial x_{2}} \quad \text { at } x_{1}=\hat{x}(0), x_{2}=\hat{x}(1) .
\end{align*}
$$

We assume that the linear operator $\mathscr{L}\left[x^{*}\right]$ has a bounded inverse, independent of $\varepsilon$, for $0<\varepsilon \leqq \varepsilon_{0}$. Lipschitz continuity of $\mathscr{L}$ (which follows, e.g., if $f, g, b$ are twice differentiable with respect to the dependent variables) then implies a similar bound for $\mathscr{L}[\hat{x}]$ at points $\hat{x}$ near $x^{*}$ and, in particular, at the constructed solution (2.4), (2.5) for $\varepsilon$ small enough.

Our problem (2.1)-(2.3) can be written in the form (2.16)-(2.19) with $\hat{x}=x^{*}$, simply by defining $s\left[x^{*}\right]$ appropriately, e.g.

$$
s_{1}(t, \varepsilon)=f\left(t, y^{*}, z^{*}, \varepsilon\right)-A_{11} y^{*}-A_{12} z^{*},
$$

etc. The problem then looks like the one considered previously in Part II, but there is a difference: Here, the matrices $A_{i j}$ and inhomogeneous terms $s_{i}, 1 \leqq i, j \leqq 2$, are not slowly varying near the interval ends, since they contain the boundary layer effects of $y^{*}$. Thus, while on the "long" interval $O(\varepsilon)<t<1-O(\varepsilon)$ away from the layers not much change is expected, in the boundary layer regions a richer solution behavior is now allowed, compared to the usual linear, variable coefficient case, as described above in connection to (2.9) and (2.10).

In Part I and Part II a layer mesh was constructed which took advantage of the known exponential decay of $\mu(\tau)$. In the nonlinear case, then, this mesh construction is less clear. Fortunately, by the exponential decay of $\mu$ and $\nu$, the mesh construction can be applied for values of $t$ which correspond to sufficiently large values of $\tau$ and $-\sigma$, if we know enough about the reduced solution $\bar{x}(0), \bar{x}(1)$. The practical construction of a mesh in the layer regions near the boundaries is discussed in $\S \S 4$ and 5.
3. Numerical schemes and their convergence. To solve the problem (2.1)-(2.3) numerically we use $k$-stage, $c^{0}$-collocation as described in § 3 of Part I and in § 3 of Part II. The same notation is adhered to here. Thus, on a given mesh

$$
\begin{align*}
& \Delta: 0=t_{1}<t_{2}<\cdots<t_{N}<t_{N+1}=1,  \tag{3.1}\\
& h_{i}:=t_{i+1}-t_{i}, \quad 1 \leqq i \leqq N, \quad h:=\max _{1 \leqq i \leqq N} h_{i}
\end{align*}
$$

the solution $x_{\Delta}(t)=\left(y_{\Delta}(t), z_{\Delta}(t)\right)$ is a continuous piecewise polynomial vector function which satisfies the boundary conditions (2.3) and the differential equations (2.1), (2.2) at the collocation points

$$
\begin{equation*}
t_{i j}:=t_{i}+h_{i} \rho_{j}, \quad 1 \leqq i \leqq N, \quad i \leqq j \leqq k . \tag{3.2}
\end{equation*}
$$

The points $0 \leqq \rho_{1}<\cdots<\rho_{k} \leqq 1$ are chosen to be the Gauss or Lobatto points. This gives the difference scheme, (for $1 \leqq i \leqq N, 2-r \leqq j \leqq k+r$ )

$$
\begin{align*}
& \varepsilon h_{i}^{-1}\left(y_{i j}-y_{i}\right)=\sum_{l=1}^{k} \hat{a}_{j l} f\left(t_{i l}, y_{i l}, z_{i l}, \varepsilon\right),  \tag{3.3}\\
& h_{i}^{-1}\left(z_{i j}-z_{i}\right)=\sum_{l=1}^{k} \hat{a}_{j l} g\left(t_{i l}, y_{i l}, z_{i l}, \varepsilon\right),  \tag{3.4}\\
& b\left(x_{1} ; x_{N+1} ; \varepsilon\right)=0, \tag{3.5}
\end{align*}
$$

for $x_{i}=x_{\Delta}\left(t_{i}\right), x_{i j}=x_{\Delta}\left(t_{i j}\right)$, where $\hat{a}_{j l}$ are known constants and $x_{i, k+1}=x_{i+1}$. For Gauss points, $r=1, \rho_{1}>0, \rho_{k}<1$ (so mesh points are not collocation points) and $\hat{a}_{k+1, l}=\hat{b}_{l}$, $l=1, \cdots, k$. The simplest of these schemes, with $k=1$, is the midpoint rule

$$
\begin{align*}
& \varepsilon h_{i}^{-1}\left(y_{i+1}-y_{i}\right)=f\left(t_{i+1 / 2}, y_{i+1 / 2}, z_{i+1 / 2}, \varepsilon\right), \\
& h_{i}^{-1}\left(z_{i+1}-z_{i}\right)=g\left(t_{i+1 / 2}, y_{i+1 / 2}, z_{i+1 / 2}, \varepsilon\right) \tag{3.6}
\end{align*}
$$

where $t_{i+1 / 2}=t_{i}+\frac{1}{2} h_{i}, y_{i+1 / 2}=\frac{1}{2}\left(y_{i}+y_{i+1}\right)$ and $z_{i+1 / 2}=\frac{1}{2}\left(z_{i}+z_{i+1}\right)$. For Lobatto points, $r=0, \rho_{1}=0$ and $\rho_{k}=1$. Thus the mesh points $t_{i}$ are collocation points. The simplest of these schemes, with $k=2$, is the trapezoidal rule

$$
\begin{align*}
& \varepsilon h_{i}^{-1}\left(y_{i+1}-y_{i}\right)=\frac{1}{2}\left(f\left(t_{i}, y_{i}, z_{i}, \varepsilon\right)+f\left(t_{i+1}, y_{i+1}, z_{i+1}, \varepsilon\right)\right)  \tag{3.7}\\
& h_{i}^{-1}\left(z_{i+1}-z_{i}\right)=\frac{1}{2}\left(g\left(t_{i}, y_{i}, z_{i}, \varepsilon\right)+g\left(t_{i+1}, y_{i+1}, z_{i+1}, \varepsilon\right)\right)
\end{align*}
$$

Denote by $\psi^{c}$ the restriction of a function $\psi(t)$ to $\Delta \cup\left\{t_{i j} ; 1 \leqq i \leqq N, 1 \leqq j \leqq k\right\}$. Equations (3.3)-(3.5) form a nonlinear algebraic system for $x_{\Delta}^{c}$, which we attempt to solve by Newton's method. Equivalently, and more naturally for implementation, the quasilinearization can be done before discretization. Thus, given an initial guess $x_{\Delta}^{0}(t)$, a sequence of iterates $x_{\Delta}^{0}(t), x_{\Delta}^{1}(t), \cdots, x_{\Delta}^{j}(t), \cdots$ is generated as follows: With $x_{\Delta}^{j}(t)$ known, define

$$
\begin{equation*}
x_{\Delta}^{j+1}(t):=x_{\Delta}^{j}(t)+\xi_{\Delta}(t) \tag{3.8}
\end{equation*}
$$

where $\xi_{\Delta}(t)$ is the collocation solution of the linear problem

$$
\begin{equation*}
\mathscr{L}\left[x_{\Delta}^{j}\right] \xi=s\left[x_{\Delta}^{j}\right] \tag{3.9}
\end{equation*}
$$

with

$$
\begin{align*}
& s_{1}=f\left(t, y_{\Delta}^{j}, z_{\Delta}^{j}, \varepsilon\right)-\varepsilon\left(y_{\Delta}^{j}\right)^{\prime},  \tag{3.10}\\
& s_{2}=g\left(t, y_{\Delta}^{j}, z_{\Delta}^{j}, \varepsilon\right)-\left(z_{\Delta}^{j}\right)^{\prime},  \tag{3.11}\\
& \beta=b\left(x_{\Delta}^{j}(0) ; x_{\Delta}^{j}(1) ; \varepsilon\right) \tag{3.12}
\end{align*}
$$

(cf. (2.16)-(2.19)).
The formulation of (3.9) as a difference scheme is similar to (3.3)-(3.5) except that the resulting algebraic equations for $\xi_{\Delta}^{c}$ are linear and can be written as

$$
\begin{equation*}
\mathscr{L}_{\Delta}\left[x_{\Delta}^{j}\right] \xi_{\Delta}^{c}=s^{c}\left[x_{\Delta}^{j}\right] \tag{3.13}
\end{equation*}
$$

with $\mathscr{L}_{\Delta}$ a possibly large, sparse matrix (see Part II).
Key questions regarding the use of our schemes are the definition of suitable meshes $\Delta$, the existence of solutions to (3.3)-(3.5), their approximation properties with respect to the exact solution of the boundary value problem and the convergence of iterative methods, in particular of Newton's method. The question of convergence of Newton's method is, of course, closely related to that of the stability of the linearized difference operator. Our results regarding these questions are summarized in the following theorem.

Theorem. Assume the following:
(a) The boundary value problem satisfies the assumptions of § 2. Denote by $S_{r}(x)=$ $\{u \in C[0,1] ;\|u-x\| \leqq r\}$ a sphere with radius $r>0$ around $x \in C[0,1]$.
(b) The matrix condition

$$
\operatorname{det}\left[\begin{array}{l}
P_{-} E^{-1}(0)  \tag{3.14}\\
P_{+} E^{-1}(1)
\end{array}\right] \neq 0
$$

holds, where $E(t)$ has been defined in (2.13) and

$$
P_{-}=\left[\begin{array}{ll}
I & 0
\end{array}\right] \in \mathscr{R}^{n_{-} \times n}, \quad P_{+}=\left[\begin{array}{ll}
0 & I \tag{3.15}
\end{array}\right] \in \mathscr{R}^{n_{+} \times n},
$$

I being appropriate identity matrices.
(c) The following mesh construction is used: For a given tolerance $\delta, 0<c \varepsilon \leqq \delta<1$, near $t=0$ define $0=t_{1}<t_{2}<\cdots<t_{N_{0}+1}$ by

$$
h_{i}:= \begin{cases}\varepsilon c_{u} \delta^{1 / p}, & t_{i+1} \leqq \gamma \varepsilon \leqq T_{0} \varepsilon,  \tag{3.16}\\ h_{i-1} \exp \left\{\frac{1}{p} \frac{\nu}{\varepsilon} h_{i-1}\right\}, & \gamma \varepsilon<t_{i+1} \leqq T_{0} \varepsilon,\end{cases}
$$

where

$$
\begin{gather*}
p= \begin{cases}2 k, & k \text {-stage Gauss scheme, } \\
2(k-1), & k \text {-stage Lobatto scheme, }\end{cases}  \tag{3.17}\\
T_{0}=\nu^{-1} \ln \delta^{-1},  \tag{3.18}\\
\nu=\min \left\{-\operatorname{re}\left(\lambda_{j}(0)\right), j=1, \cdots, n_{-}\right\}>0 \tag{3.19}
\end{gather*}
$$

and $c, c_{u}$ and $\gamma$ are positive constants, independent of $\varepsilon$ and $\delta$. A similar formula is used near $t=1$ to construct $(1>) t_{N}>\cdots>t_{N-N_{1}+1}\left(\geqq 1-T_{1} \varepsilon\right)$ based on the eigenvalues $\lambda_{n_{-}+1}(1), \cdots, \lambda_{n}(1)$. In between, a much sparser mesh is used. Let

$$
\begin{equation*}
\kappa:=\varepsilon \underline{h}^{-1}(\bar{i}-\underline{i}) \tag{3.20}
\end{equation*}
$$

where

$$
\begin{equation*}
\underline{h}:=\min \left\{h_{i}, \underline{i} \leqq i<\bar{i}\right\}, \quad \underline{i}:=N_{0}+1, \quad \bar{i}:=N-N_{1}+1 . \tag{3.21}
\end{equation*}
$$

Then, for each scheme of the class considered there are positive constants $\varepsilon_{0}, \delta_{0}$, $h_{0}, r_{0}, \kappa_{0}, c$ and $K \geqq 0$, independent of $\varepsilon$ and $\Delta$, such that there is a unique isolated solution $x_{\Delta} \in S_{r_{0}}\left(x^{*}\right)$ provided that $0<\varepsilon \leqq \varepsilon_{0}, \delta \leqq \delta_{0}, h \leqq h_{0}$ and $\kappa \leqq \kappa_{0}$. Further, Newton's method converges quadratically to this solution provided that the starting iterate $x_{\Delta}^{0}$ satisfies $x_{\Delta}^{0} \in S_{r_{1}}\left(x^{*}\right)$, with $r_{1}$ sufficiently small. Finally, the numerical solution satisfies

$$
\begin{equation*}
\left\|x_{\Delta}\left(t_{i}\right)-x^{*}\left(t_{i}\right)\right\| \leqq c(e+\delta), \quad 1 \leqq i \leqq N+1 \tag{3.22a}
\end{equation*}
$$

where e stands for the following:

$$
e= \begin{cases}h^{k+q}, & k \text {-stage Gauss scheme },  \tag{3.23}\\ K h^{p}+\varepsilon h^{k-1+q}, & k \text {-stage Lobatto scheme }\end{cases}
$$

In (3.23), $K=0$ if $m=0, p$ is defined in (3.17) and $q=1$ if the mesh is locally almost uniform, i.e.,

$$
\begin{equation*}
h_{i+1}=h_{i}\left(1+O\left(h_{i}\right)\right) \quad \text { for all } i \text { odd or all } i \text { even, } \quad \underline{i} \leqq i<\bar{i}, \tag{3.24}
\end{equation*}
$$

and $k$ is odd For Gauss, even for Lobatto schemes; otherwise, $q=0$. Further, improved estimates for the slow components $z$ are obtained when, up to $O(\varepsilon)$, the boundary conditions (2.18) contain a subset of $m$ linearly independent conditions involving $z$ alone. In this case the error at mesh points is bounded by

$$
\begin{equation*}
\left\|z_{\Delta}\left(t_{i}\right)-z^{*}\left(t_{i}\right)\right\| \leqq c\left(h^{p}+\varepsilon \underline{h}^{-1}(e+\delta)\right) \tag{3.22b}
\end{equation*}
$$

for Gauss schemes and

$$
\begin{equation*}
\left\|z_{\Delta}\left(t_{i}\right)-z^{*}\left(t_{i}\right)\right\| \leqq c\left(h^{p}+h \delta\right) \tag{3.22c}
\end{equation*}
$$

for Lobatto schemes.
Before giving an outline to the proof of the Theorem, we wish to remark on some of its details, so that a reader with a primary interest in the algorithm can skip the proof.

The condition (3.14) is a restriction on the differential problem which has nothing to do with its well-posedness. It is a limitation on the applicability of our numerical schemes with full success and is needed to guarantee the stability of the discretization process on the interval $\left[t_{i}, t_{i}\right]$. There, $h_{i} \gg \varepsilon$ and thus the difference operator does not closely approximate the differential operator any more. Computational difficulties can arise when (3.14) is violated, as discussed in Weiss [22] and in Part II.

The principle underlying the layer mesh definition (3.16) is that of keeping the error at the mesh points below the tolerance $\delta$ by approximating functions of the type $\exp \left\{-\lambda_{j}(0) t / \varepsilon\right\}, j=1, \cdots, n_{-}$, which determine the decay in the boundary layer; see Part II. Of course, to be really constructive one needs to pin down the constants in (3.16) and to provide a working estimate of $\nu$ of (3.19). This is done in the next section.

Finally, it is clear that the size of the constant $r_{1}$ determining how close $x_{\Delta}^{0}$ has to be to $x_{\Delta}$ for Newton's method to converge is very important practically. Unfortunately, our result in this respect is somewhat incomplete: While we can show that for Lobatto schemes $r_{1}$ can be chosen independently of $\varepsilon$ and $\Delta$, for Gauss schemes our analysis leads to the condition that $r_{1}$ shrinks like $(\bar{i}-\underline{i})^{-1}$, as the mesh on $\left[t_{i}, t_{\bar{i}}\right]$ becomes dense. However, in practice we have never experienced a difference in the domain of attraction of the Newton iteration for the two types of schemes.

Since the proof of the Theorem is loaded with technicalities, we proceed to give only an outline of it, in an attempt to keep the paper readable.

Outline of the proof of the theorem. We consider a $k$-stage Lobatto scheme and remark about Gauss schemes at the end of this section. Let $c$ denote a generic constant. Also, all norms appearing in the sequel are appropriately restricted maximum norms. As a first step, consider the application of the collocation scheme to the linearized problem at the exact solution $x^{*}$ of (2.1)-(2.3),

$$
\begin{equation*}
\mathscr{L}\left[x^{*}\right] x=s\left[x^{*}\right] \tag{3.25}
\end{equation*}
$$

(recall (2.16)-(2.19)), where the right-hand side functions are

$$
\begin{align*}
& s_{1}(t)=f\left(t, y^{*}(t), z^{*}(t), \varepsilon\right)-A_{11}(t) y^{*}(t)-A_{12}(t) z^{*}(t)  \tag{3.26}\\
& s_{2}(t)=g\left(t, y^{*}(t), z^{*}(t), \varepsilon\right)-A_{21}(t) y^{*}(t)-A_{22}(t) z^{*}(t)
\end{align*}
$$

with the $\varepsilon$ dependence of the functions involved omitted for brevity. The solution of (3.25), (3.26) is of course $x^{*}$ as well.

The collocation scheme for (3.25), (3.26) is, for $1 \leqq i \leqq N, 2 \leqq j \leqq k$,

$$
\begin{align*}
& \varepsilon h_{i}^{-1}\left(y_{i j}-y_{i}\right)-\sum_{l=1}^{k} \hat{a}_{j l}\left(A_{11}\left(t_{i l}\right) y_{i l}+A_{12}\left(t_{i l}\right) z_{i l}\right)=\sum_{l=1}^{k} \hat{a}_{j l} s_{1}\left(t_{i l}\right) \equiv r_{i j},  \tag{3.27a}\\
& h_{i}^{-1}\left(z_{i j}-z_{i}\right)-\sum_{l=1}^{k} \hat{a}_{j l}\left(A_{21}\left(t_{i l}\right) y_{i l}+A_{22}\left(t_{i l}\right) z_{i l}\right)=\sum_{l=1}^{k} \hat{a}_{j l} s_{2}\left(t_{i l}\right) \equiv s_{i j},  \tag{3.27b}\\
& B_{0} x_{1}+B_{1} x_{N+1}=\beta . \tag{3.27c}
\end{align*}
$$

We now derive stability and convergence results for (3.27). Systems of this form have been investigated in Part II, with only one essential difference: There the matrices $A_{i j}$
were assumed to be smooth functions of the slow variable $t$ for $0 \leqq t \leqq 1$, which is not the case here. Still, the key idea of the treatment of Part II can be imported here: To establish unique solvability of (3.27) we consider the discrete system separately at first on the three intervals $\left[0, t_{i}\right],\left[t_{i}, t_{\bar{i}}\right]$ and $\left[t_{i}, 1\right]$, subject to the following special boundary conditions:
I. On $\left[0, t_{i}\right]$,

$$
C_{-} y_{1}=\alpha_{\mathrm{I}}, \quad z_{1}=\beta_{\mathrm{I}}, \quad P_{+} E^{-1}\left(t_{\underline{i}}\right) y_{\underline{i}}=\gamma_{\mathrm{I}} ;
$$

II. On $\left[t_{i}, t_{i}\right]$,

$$
P_{-} E^{-1}\left(t_{i}\right) y_{\underline{i}}=\alpha_{\mathrm{II}}, \quad z_{\underline{i}}=\beta_{\mathrm{II}}, \quad P_{+} E^{-1}\left(t_{\bar{i}}\right) y_{\bar{i}}=\gamma_{\mathrm{II}}
$$

III. On $\left[t_{i}, 1\right]$,

$$
P_{-} E^{-1}\left(t_{\bar{i}}\right) y_{\bar{i}}=\alpha_{\mathrm{III}}, \quad z_{\bar{i}}=\beta_{\mathrm{III}}, \quad C_{+} y_{N+1}=\gamma_{\mathrm{III}} .
$$

Here, $\alpha_{\mathrm{I}, \mathrm{II}, \mathrm{III}} \in \mathscr{R}^{n_{-}}, \gamma_{\mathrm{I}, \mathrm{II}, \mathrm{III}} \in \mathscr{R}^{n_{+}}$and $\beta_{\mathrm{I}, \mathrm{II}, \mathrm{III}} \in \mathscr{R}^{m}$ are arbitrary parameters. The matrices $C_{-}$and $C_{+}$are chosen so that the problems

$$
\begin{aligned}
& \frac{d}{d \tau} \xi=f_{y}(0, \bar{y}(0)+\mu(\tau), \bar{z}(0), 0) \xi, \quad 0 \leqq \tau<\infty \\
& C_{-} \xi(0)=0, \quad \lim _{\tau \rightarrow \infty} \xi(\tau)=0
\end{aligned}
$$

and

$$
\begin{aligned}
& \frac{d}{d \sigma} \zeta=f_{y}(1, \bar{y}(1)+\nu(\sigma), \bar{z}(1), 0) \zeta, \quad-\infty<\sigma \leqq 0 \\
& C_{+} \zeta(0)=0, \quad \lim _{\sigma \rightarrow-\infty} \zeta(\sigma)=0
\end{aligned}
$$

which result from linearizing the layer equations, have only the trivial solutions.
On the "long" interval $\left[t_{\underline{i}}, t_{i}\right]$ the procedure of Part II is immediately applicable and Lemma 5.2 there yields, with (3.14), unique solvability of the problem for all parameters $\alpha_{\mathrm{II}}, \beta_{\mathrm{II}}, \gamma_{\mathrm{II}}$ and $s_{\Delta}, r_{\Delta}$. (The latter two are abitrary right-hand sides in ( 3.27 a ) and ( 3.27 b ), respectively.) Also, it yields the explicit dependence of the solution on the parameters, and since $\kappa$ of (3.20) is sufficiently small, the bounds

$$
\begin{align*}
& \left\|x_{\Delta}^{c}\right\|_{\mathrm{II}} \leqq c\left(\left\|\alpha_{\mathrm{II}}\right\|+\left\|\beta_{\mathrm{II}}\right\|+\left\|\gamma_{\mathrm{II}}\right\|+(\bar{i}-\underline{i})\left\|r_{\Delta}^{c}\right\|_{\mathrm{II}}+\left\|s_{\Delta}^{c}\right\|_{\mathrm{II}}\right)  \tag{3.28}\\
& \left\|x_{\Delta}^{c}\right\|_{\mathrm{II}} \leqq c\left(\left\|\alpha_{\mathrm{II}}\right\|+\left\|\beta_{\mathrm{II}}\right\|+\left\|\gamma_{\mathrm{II}}\right\|+\left\|s_{1 \Delta}^{c}\right\|_{\mathrm{II}}+\left\|s_{\Delta}^{c}\right\|_{\mathrm{II}}\right) \tag{3.29}
\end{align*}
$$

On the layer interval $\left[0, t_{i}\right]$, where the $A_{i j}(t)$ vary like $\mu(t / \varepsilon)$, we can employ the results of Markowich and Ringhofer [16] who treat the layer equations in the variable $\tau=t / \varepsilon$ with fast components only. Their mesh construction is as in (3.16) (with an insignificant modification in (3.19)), and a contraction argument, based on the fact that $t_{i} \ll 1$, allows the inclusion of slow variables as well. Thus we obtain the unique solvability of the problem, a representation of the solution in terms of the parameters $\alpha_{\mathrm{I}}, \beta_{\mathrm{I}}$ and $\gamma_{\mathrm{I}}$ and the bound

$$
\begin{equation*}
\left\|x_{\Delta}^{c}\right\|_{\mathrm{I}} \leqq c\left(\left\|\alpha_{\mathrm{I}}\right\|+\left\|\beta_{\mathrm{I}}\right\|+\left\|\gamma_{\mathrm{I}}\right\|+\left\|s_{\Delta}^{c}\right\|_{\mathrm{I}}+\left\|r_{\Delta}^{c}\right\|_{\mathrm{I}}\right) . \tag{3.30}
\end{equation*}
$$

An analogous situation occurs for the boundary layer at the other end.
The next step is to patch the solutions obtained above together, to obtain a solution of (3.27) by requiring that the representations be identical at $t_{i}$ and $t_{\bar{i}}$ and that the
boundary conditions (3.27c) be satisfied. This results in a linear system of equations for the parameters, of dimension $3(n+m)$. Due to assumption (a) of the Theorem, the matrix involved has a bounded inverse; the details follow closely those of Weiss [22]. Hence we finally obtain for (3.27)

$$
\begin{align*}
& \left\|x_{\Delta}^{c}\right\| \leqq c\left(\|\beta\|+\left\|r_{\Delta}^{c}\right\|_{\mathrm{I}}+(\bar{i}-\underline{i})\left\|r_{\Delta}^{c}\right\|_{\mathrm{II}}+\left\|r_{\Delta}^{c}\right\|_{\mathrm{II}}+\left\|s_{\Delta}^{c}\right\|\right),  \tag{3.31}\\
& \left\|x_{\Delta}^{c}\right\| \leqq c\left(\|\beta\|+\left\|s_{1 \Delta}^{c}\right\|+\left\|s_{\Delta}^{c}\right\|\right) . \tag{3.32}
\end{align*}
$$

Having thus established stability for (3.27), we turn to convergence. The solutions of each of the three discrete problems are approximations to the (general) solutions of the continuous problem (3.25) on the three intervals, subject to the special boundary conditions. The relevant convergence results are described in Markowich and Ringhofer [16] for the layer intervals and in Part II for the "long" interval in between. Using these error estimates in the patching procedure, we obtain the following error estimates relating (3.25)-(3.26) and (3.27). At mesh points,

$$
\begin{equation*}
\left\|x_{i}-x^{*}\left(t_{i}\right)\right\| \leqq c(\delta+e), \quad i=1, \cdots, N+1, \tag{3.33}
\end{equation*}
$$

while at collocation points other than mesh points,

$$
\begin{equation*}
\left\|x_{i j}-x^{*}\left(t_{i j}\right)\right\| \leqq c\left(\delta^{k / p}+K h^{k}+\varepsilon h^{k-1}\right), \quad i=1, \cdots, N, \quad j=2, \cdots, k-1 \tag{3.34}
\end{equation*}
$$

This completes the description for the linearized problem. After this preparation we turn to the analysis of the nonlinear scheme (3.3)-(3.5). We employ the contraction mapping principle, the application of which to a nonlinear problem

$$
\begin{equation*}
u=\mathcal{N}(u) \tag{3.35}
\end{equation*}
$$

proceeds in two main steps:
(i) defining an approximate solution $\hat{u}$ of the problem which leads to a small residual $\hat{u}-\mathcal{N}(\hat{u})$, and
(ii) obtaining a sufficiently small bound on the Lipschitz constant of $\mathcal{N}$ in a vicinity of $\hat{u}$.
To put our discrete nonlinear system in the form (3.25), we write it as

$$
\begin{array}{ll}
\varepsilon h_{i}^{-1}\left(y_{i j}-y_{i}\right)-\sum_{l=1}^{k} \hat{a}_{j l}\left(A_{11}\left(t_{i l}\right) y_{i l}+A_{12}\left(t_{i l}\right) z_{i l}\right) \\
& =\sum_{l=1}^{k} \hat{a}_{j l}\left(f\left(t_{i l}, y_{i l}, z_{i l}, \varepsilon\right)-A_{11}\left(t_{i l}\right) y_{i l}-A_{12}\left(t_{i l}\right) z_{i l}\right),  \tag{3.36a}\\
& 1 \leqq i \leqq N, \quad 2 \leqq j \leqq k,
\end{array}
$$

$$
\begin{align*}
& h_{i}^{-1}\left(z_{i j}-z_{i}\right)-\sum_{l=1}^{k} \hat{a}_{j l}\left(A_{21}\left(t_{i l}\right) y_{i l}+A_{22}\left(t_{i l}\right) z_{i l}\right)  \tag{3.36b}\\
& \quad=\sum_{l=1}^{k} \hat{a}_{j l}\left(g\left(t_{i l}, y_{i l}, z_{i l}, \varepsilon\right)-A_{21}\left(t_{i l}\right) y_{i l}-A_{22}\left(t_{i l}\right) z_{i l}\right),
\end{align*}
$$

$$
\begin{equation*}
B_{0} x_{1}+B_{1} x_{N+1}=B_{0} x_{1}+B_{1} x_{N+1}-b\left(x_{1} ; x_{N+1} ; \varepsilon\right) \tag{3.37}
\end{equation*}
$$

where the matrices $A_{r s}, B_{r}$ are as above. In concise form, (3.36), (3.37) are written as

$$
\begin{equation*}
\mathscr{L}_{\Delta}\left[x^{*}\right] x_{\Delta}=F\left(x_{\Delta}\right) . \tag{3.38}
\end{equation*}
$$

By (3.31) we know that $\mathscr{L}_{\Delta}^{-1}\left[x^{*}\right]$ exists, whence we write (3.38) as

$$
\begin{equation*}
x_{\Delta}=\mathscr{L}_{\Delta}\left[x^{*}\right]^{-1} F\left(x_{\Delta}\right) \equiv \mathcal{N}\left(x_{\Delta}\right), \tag{3.39}
\end{equation*}
$$

which is of the type (3.35). Next we establish a contraction argument as follows.
As an approximate solution $\hat{x}_{\Delta}$ of (3.36)-(3.37) we choose the solution of (3.27). When substituting $\hat{x}_{\Delta}$ into (3.36) a residual $\tilde{d}_{i j}$ of the form

$$
\tilde{d}_{i j}=\sum_{l=1}^{k} \hat{a}_{j l} d_{i l}, \quad 1 \leqq i \leqq N, \quad 2 \leqq j \leqq k
$$

is obtained, where the vector $d_{\Delta}^{c}$ formed from the $d_{i j}$ values is bounded in norm by the right-hand term of (3.34). Hence, by (3.32)

$$
\begin{equation*}
\left\|\hat{x}_{\Delta}-\mathcal{N}\left(\hat{x}_{\Delta}\right)\right\| \leqq c\left(\delta^{k / p}+K h^{k}+\varepsilon h^{k-1}\right) \tag{3.40}
\end{equation*}
$$

So, $\hat{x}_{\Delta}$ produces a small residual of (3.39), as desired.
Further, it is clear that due to the smoothness of $f, g$ and $b$ as functions of $x$ and due to (3.32), the Lipschitz constant of $\mathcal{N}_{\Delta}$ in a suitably restricted sphere about $\hat{x}_{\Delta}$ can be made sufficiently small. The contraction mapping principle then yields the existence and uniqueness of a solution $x_{\Delta}$ of (3.39) in this sphere, and the bound

$$
\begin{equation*}
\left\|x_{\Delta}-\hat{x}_{\Delta}\right\| \leqq c\left\|\hat{x}_{\Delta}-\mathcal{N}\left(\hat{x}_{\Delta}\right)\right\| \tag{3.41}
\end{equation*}
$$

Combining (3.41), (3.40) and (3.33), (3.34) we finally obtain the convergence result at collocation points for (3.3)-(3.5),

$$
\begin{equation*}
\left\|x_{i j}-x^{*}\left(t_{i j}\right)\right\| \leqq c\left(\delta^{k / p}+K h^{k}+\varepsilon h^{k-1}\right), \quad 1 \leqq i \leqq N, \quad 1 \leqq j \leqq k \tag{3.42}
\end{equation*}
$$

It is now easy to see that Newton's method can be applied to (3.39) with quadratic convergence. Further, Newton's method is clearly invariant under the transformation that carries (3.38) to (3.39), so the quadratic convergence result applies to the scheme actually employed in practice.

The result (3.42) corresponds to the global convergence estimate for Lobatto schemes in the usual (not singularly perturbed) case. To obtain the corresponding superconvergence results at mesh points, note that

$$
\begin{equation*}
\left\|x^{* c}-x_{\Delta}^{c}\right\| \leqq\left\|x^{* c}-\hat{x}_{\Delta}^{c}\right\|+\left\|\hat{x}_{\Delta}^{c}-x_{\Delta}^{c}\right\| \tag{3.43}
\end{equation*}
$$

To bound the second term in this inequality, we compare (3.36) to (3.27), apply a Taylor expansion to the right-hand side of (3.36) and utilize (3.32) once again to yield

$$
\begin{equation*}
\left\|\hat{x}_{\Delta}^{c}-x_{\Delta}^{c}\right\| \leqq c\left\|x^{* c}-x_{\Delta}^{c}\right\|^{2} \tag{3.44}
\end{equation*}
$$

Hence from (3.33), (3.42), (3.43) and (3.44) we finally obtain the desired result (3.22a). The sharper estimates (3.23c) for the slow components follow similarly from corresponding estimates in the linear case; see Theorem 3.3 of Part II. This completes the proof for Lobatto-type schemes.

The analysis for Gauss-type schemes is significantly less pleasant. The basic reason is that special favorable things occur at collocation points which, in the case of a Gauss scheme, do not include the mesh points. This property, which is actually welcome in some applications (because it allows for a slick implementation for problems with discontinuous coefficients or problems with artificial singularities), causes here weaker convergence and stability properties than those enjoyed by Lobatto schemes, and a harder analysis to prove them. In particular, weaker convergence properties are already evident in the desired estimates (3.22a), (3.23) (which are sharp for the fast solution
components); a factor of $\bar{i}-\underline{i}$ creeps into the stability estimate (3.29) (hence (3.32)); and the patching procedure at $t_{\underline{i}}$ and $t_{i}$ is harder to justify because these are not collocation points any more.

Using a more elaborate analysis for Gauss-type schemes, we were able to show existence of a discrete solution, unique in a sphere about the exact solution, and the convergence estimates (3.22), (3.23). The convergence of Newton's method, however, is guaranteed in our analysis only when the starting approximation is already in a sphere about $x_{\Delta}$ whose radius shrinks like $(\bar{i}-\underline{i})^{-1}$.
4. Mesh construction. In this section we discuss the practical mesh construction in the layer region $\left[0, T_{0} \varepsilon\right.$ ], where $T_{0}$ is given by (3.18), (3.19). An analogous construction holds, of course, for the right end layer region [ $1-T_{1} \varepsilon, 1$ ], while in between a sparse mesh, fine enough only to approximate the reduced solution, is used.

The purpose of the mesh selection is to obey a uniform error tolerance $\delta$ (which is considered as an estimate, not a bound), and the strategy is to equidistribute the error with respect to $\mu(\tau)$, which is the dominant solution component in this region; see (2.4), (2.5). This is already the strategy behind the definition (3.16) and we wish here to somewhat refine and precisely specify this selection.

The proposed mesh construction is as follows:

$$
\begin{array}{ll}
h_{1}:=\frac{\varepsilon}{\lambda}\left[\frac{\nu}{\lambda\left|c_{\gamma}\right|}\right]^{1 / p} \delta^{1 / p}, & \lambda:=\max \left\{\left|\lambda_{j}(0)\right|, j=1, \cdots, n_{-}\right\}, \\
h_{i}:=h_{i-1} \exp \left\{\frac{\nu}{p \varepsilon} h_{i-1}\right\}, & i=2, \cdots, N_{0} \quad \text { until } t_{N_{0}} \leqq T_{0} \varepsilon \leqq t_{N_{0}+1} . \tag{4.2}
\end{array}
$$

Here $p$ is defined in (3.17), $c_{\gamma}$ is a known constant depending on $p$ and defined in Part I, and $\nu$ is a slight modification of (3.19), to be discussed below.

The mesh selection strategy (4.1), (4.2) can be easily seen to be at least as conservative as (3.16) for suitable constants $c_{u}$ and $\gamma$. The number of mesh points $N_{0}$ obtained by this construction is independent of $\varepsilon$ and is proportional to $\delta^{1 / p}$; see Theorem 4.2 of Part II. Comparing (4.1), (4.2) to the mesh (3.46), (3.47) of Part II, we see that they are essentially the same. The difference is that $\nu$ here cannot be determined on the basis of the eigenvalues of $A_{11}(0,0)$.

Since we do not really wish to always compute the reduced solution, for the practical evaluation of $\nu$ (at " $\tau \rightarrow \infty$ ", which is only $O(\varepsilon|\ln \delta|)$ away from (3.19)) we can calculate the eigenvalues of $A_{11}=f_{y}$ at $t=T_{0} \varepsilon$, say. These eigenvalues will, of course, depend on the currently available approximation to the reduced solution. Thus, a strategy blending the nonlinear Newton iterations with mesh refinement suggests itself. Luckily, however, the solution is not very sensitive to the exact location of the layer mesh points, so re-evaluation of the eigenvalues (and the corresponding redefinition of the layer mesh) is usually not needed more than once.

Consider the function $\mu(\tau)$, with respect to which we are choosing the mesh. In (4.2), we are simply capitalizing on its known exponentially decaying behavior for $\tau$ large enough. If $f$ of (2.1) is linear in $y$ then (2.9) implies that $\mu(\tau)$ has that known exponential behavior right from $\tau=0$. Thus, in Part II we have used the "exponential mesh" throughout the layer region. In the more general nonlinear case, what one needs, strictly speaking, is a general nonstiff ODE error control for (2.9), of which the first constant steps in (3.16) are a primitive instance. However, a sophisticated error control can hardly be justified here and, in fact, the mesh (4.1), (4.2) can be used as well to obtain an error proportional to $\delta$, with a moderate constant of proportionality.
5. Numerical examples. In order to test the theoretical results numerically and to demonstrate the power of the obtained schemes, a computer program was written. Newton's method of quasilinearization is implemented and the linearized problems are solved by collocation using local parameter elimination, as described in $\S 3$ of Part II. The mesh in possible layer regions is automatically constructed using (4.1)-(4.2), as discussed in the previous section, with the initial solution profile, provided by the user, being used to calculate the eigenvalues at the two boundary points.

That initial solution is an approximation to the reduced solution and is expected to be smooth near the boundaries. Note that the knowledge and use of the reduced solution as an initial guess for Newton's method does not guarantee its convergence. However, the constructed mesh is right and so Newton's method usually converges in practice.

The input tolerance $\delta$ is used to control both the layer meshes construction and the convergence of the nonlinear iteration. Optionally, the condition numbers of the matrices $\mathscr{L}_{\Delta}$ of (3.13) are calculated. The emphasis in the implementation was on flexibility, rather than efficiency; the efficient implementation of these schemes will be discussed elsewhere.

For the calculations reported below, a floating point system with 14-hexadecimaldigit mantissa was used.

Example 1 (Carrier [6], Chin and Krasny [7]). Consider the problem

$$
\begin{align*}
& \varepsilon^{2} u^{\prime \prime}=1-2 b\left(1-t^{2}\right) u-u^{2}, \quad-1 \leqq t \leqq 1,  \tag{5.1}\\
& u(-1)=u(1)=0, \tag{5.2}
\end{align*}
$$

where $b \geqq 0$ is a parameter. The reduced solution about which the representation (2.4), (2.5) makes sense is

$$
\begin{equation*}
\bar{u}(t)=-b\left(1-t^{2}\right)-\sqrt{b^{2}\left(1-t^{2}\right)^{2}+1} . \tag{5.3}
\end{equation*}
$$

To convert to a first-order system, set

$$
\begin{equation*}
y_{1}=u, \quad y_{2}=\varepsilon u^{\prime} . \tag{5.4}
\end{equation*}
$$

Using symmetry we then obtain the problem

$$
\begin{align*}
& \varepsilon y_{1}^{\prime}=y_{2}, \quad 0 \leqq t \leqq 1,  \tag{5.5}\\
& \varepsilon y_{2}^{\prime}=1-2 b\left(1-t^{2}\right) y_{1}-y_{1}^{2},  \tag{5.6}\\
& y_{2}(0)=0, \quad y_{1}(1)=0 . \tag{5.7}
\end{align*}
$$

Thus we have only fast components and the eigenvalues of $f_{y}$ are

$$
\begin{equation*}
\lambda_{2}(t)=\sqrt{-2\left(y_{1}(t)+b\left(1-t^{2}\right)\right)}, \quad \lambda_{1}(t)=-\lambda_{2}(t) . \tag{5.8}
\end{equation*}
$$

So, at the reduced solution (5.3), $\lambda_{1}(t)$ and $\lambda_{2}(t)$ are real and stay away from 0 . Also, $\nu=\sqrt{2}$ in what corresponds to (3.19) for the boundary layer at the right end. (Clearly there is a boundary layer only near $t=1$.) Note that the boundary conditions (5.2) imply that, evaluated at the exact solution, the eigenvalues of the Jacobian matrix vanish at $t=1$. This, however, does not cause analytic or computational difficulties for our procedures.

Numerical solutions were calculated for $b=0,1$, and $\varepsilon=10^{-2}, 10^{-3}, 10^{-6}, 10^{-10}$. Some typical values are listed in Table 1. The results in [6], [7] were verified. The number of mesh points, the condition numbers of $\mathscr{L}_{\Delta}$ and the number of nonlinear iterations needed, all were found to be essentially independent of $\varepsilon$ and of $b$ for the

TABLE 1
Selected solution values for Example 1 with $b=1$.

| $\varepsilon$ | $u(0)$ | $\varepsilon u^{\prime}(1)$ |
| :---: | :---: | :---: |
| $10^{-2}$ | -2.414093 | 1.174918 |
| $10^{-3}$ | -2.414212 | 1.156703 |
| $10^{-6}$ | -2.414214 | 1.154703 |
| $10^{-10}$ | -2.414214 | 1.154701 |

above range of parameters. With $\delta=10^{-6}$ and 10 uniform subintervals away from the layers, we tried a number of initial guesses $x_{\Delta}^{0}$ : With the reduced solution as $x_{\Delta}^{0}, 3$ iterations were needed for convergence on a mesh with $N=28$, automatically constructed for a 4 -stage Lobatto scheme.

With $x_{\Delta}^{0} \equiv\binom{-2}{0}$, which gives an $O(1)$ perturbation to the eigenvalues $\lambda_{1}, \lambda_{2}$ used to construct the mesh, a mesh with a similar structure was constructed and nonlinear convergence took 4 iterations. Results in both cases were indeed accurate to within $\delta$. On the other hand, with $x_{\Delta}^{0} \equiv 0$ the mesh construction produced an inadequate uniform mesh of 10 subintervals, because $\lambda_{2} \approx 0$ near $t=1$. Thus, while the process is not very sensitive to inaccuracies in the profile and end values of the reduced solution, of course not every initial guess automatically produces a suitable mesh and some care is needed in the design of the initial solution profile. This observation is even more pronounced in the next example.

Example 2 (Flaherty and O'Malley [9]). This example demonstrates that finding the reduced solutions of a problem may help in more ways than one. Here, multiple solutions are detected. Consider the problem

$$
\begin{align*}
& \varepsilon y_{1}^{\prime}=y_{2},  \tag{5.9}\\
& \varepsilon y_{2}^{\prime}=\alpha^{2}(z) y_{1}+\beta(z), \quad 0 \leqq t \leqq 1,  \tag{5.10}\\
& z^{\prime}=-z+1,  \tag{5.11}\\
& z(0)+y_{1}(0)=0, \quad-b z(0)+y_{2}(0)=0, \quad z(1)+y_{1}(1)=0, \tag{5.12}
\end{align*}
$$

where

$$
\begin{equation*}
\alpha(z)=1+2 z, \quad \beta(z)=8 z(1-z) \tag{5.13}
\end{equation*}
$$

and $b$ is a parameter. Note that the nonlinearities appear as functions of the slow component alone.

Clearly, the eigenvalues at the reduced solution are

$$
\begin{equation*}
\lambda_{1}=\alpha(\bar{z}(t)), \quad \lambda_{2}=-\lambda_{1} . \tag{5.14}
\end{equation*}
$$

Also, the reduced solution is given by

$$
\begin{equation*}
\bar{y}_{1}(t)=-\frac{8 \bar{z}(t)(1-\bar{z}(t))}{(1+2 \bar{z}(t))^{2}}, \quad \bar{y}_{2}(t)=0, \quad \bar{z}(t)=1+e^{-t}[\bar{z}(0)-1] . \tag{5.15}
\end{equation*}
$$

It is much less easy to see what values $\bar{z}(0)$ may take. One could experimentally use (5.15) with a variety of values for $\bar{z}(0)$ as initial approximations for (5.9)-(5.12). However, using the technique described in [9], Flaherty and O'Malley obtained that $z(0)$ may have precisely the following three values:

$$
\begin{equation*}
z(0)=0, \quad \frac{1}{4}\left[b s-6 \pm\left((b s-4)^{2}+48\right)^{1 / 2}\right], \quad s=\operatorname{sign}(\alpha(\bar{z}(0))) . \tag{5.16}
\end{equation*}
$$

The entire construction holds, by (5.14), (5.15), only if

$$
\begin{equation*}
\lambda_{1}(t)=3+2(\bar{z}(0)-1) e^{-t} \neq 0, \quad 0 \leqq t \leqq 1 . \tag{5.17}
\end{equation*}
$$

Following [9] we have calculated 3 solutions for each of the parameter values $b=2,0,-2$. In [9], the general purpose code COLSYS [2], which implements collocation at Gaussian points, was used with the reduced solution as the initial guess. The authors had some difficulties in carrying out the calculations for small $\varepsilon$, and continuation in $\varepsilon$ was needed (see [9], [10]). The reason for these difficulties (as noted by the authors themselves in private communication) is that a uniform mesh was initially used, before allowing COLSYS to adapt it for a given problem. Thus, the approximate solution on the initial mesh had large oscillations throughout the interval $[0,1]$ and was not close in norm to either the exact differential solution or the initial guess.

Here, using the a priori graded meshes described above, we have encountered no difficulty at all for all cases where (5.17) holds, even with very small $\varepsilon$. No continuation in $\varepsilon$ was needed. Using $\delta=10^{-6}$, the mesh construction of $\S 4$ with 10 uniform subintervals away from the boundaries and the reduced solution for the initial guess, solutions were calculated with 3 Gauss, 5 Gauss and 4 Lobatto points per subinterval. The first two choices of collocation points were used by Flaherty and O'Malley [9]. The Lobatto scheme with $k=4$ has, by (4.1), (4.2), the same mesh construction and computational cost as the Gauss scheme with $k=3$, while by the Theorem, its accuracy in $h$ away from the layers is 6 , the same as that of the Gauss scheme with $k=5$. It is therefore interesting to compare the actual performance of these 3 schemes.

Computing solutions for $\varepsilon=10^{-3}, 10^{-6}, 10^{-12}$, we have found that, as in the previous example, the number of mesh points ( $N=28$ for $k=3, N=18$ for $k=5$ Gauss points), the condition numbers of $\mathscr{L}_{\Delta}$ and the number of nonlinear iterations needed (usually one) were essentially independent of $\varepsilon$ and $b$, as long as (5.17) holds. The Lobatto scheme was particularly accurate for some cases, notably of the negative values of $\bar{z}(0)$ for $b=2$ and $b=0$. To understand why, consider the error term $e$ in (3.23). For the Lobatto scheme $e=K h^{6}+\varepsilon h^{4}$ and the constant $K$ arises from the approximation of the slow components $z$. Here $z$ is very smooth and is approximated very well. Thus $K$ is very small and, when $\varepsilon$ is very small, the error $e$ of (3.23) is very small.

In order to measure computational errors approximately, we have used the reduced solutions for very small $\varepsilon$ away from the layers, and additional calculations with denser meshes, to obtain "exact solutions". We have subsequently verified for the above calculations that the layer error tolerance $\delta$ has been met to an order of magnitude.

The negative values of $\bar{z}(0)$ provide the more challenging cases. It can be verified that $\lambda_{1}(t)$ has a zero at

$$
\begin{equation*}
\bar{t}=\ln \frac{1}{6}\left(b+10+\sqrt{(b+4)^{2}+48}\right) \tag{5.18}
\end{equation*}
$$

and so we have a turning point at $\bar{t}$ if $0<\bar{t}<1$, and the theory then breaks down. This is the case for $b=-2$ and we note in passing that, while solutions now become unbounded as $\varepsilon \rightarrow 0$, for values of $\varepsilon$ which are not extremely small solutions can still be calculated using COLSYS, as pointed out by Flaherty and O'Malley [9]. For $b=0$, $\bar{t}=\ln 3>1$, but $\bar{t}$ is close to 1 . There results a large boundary layer jump (cf. [9]); however, the condition number of the problem and of $\mathscr{L}_{\Delta}$ does not blow up as $\varepsilon \rightarrow 0$. Accurate solutions were obtained for this case as well, using the Lobatto scheme with $N=28$. Some sample values are given in Table 2.

Example 3 (Flaherty and O'Malley [10]). This problem arises when considering a nonlinear elastic beam which rests on a foundation with nonlinear resistance to

Table 2
Sample solution values for Example 2 with $b=0$, $\bar{z}(0)=-3.5$.

| $\varepsilon$ | $y_{1}(1)$ | $y_{2}(1)$ |
| :---: | :---: | :---: |
| $10^{-3}$ | .6555561 | -26.70139 |
| $10^{-6}$ | .6554576 | -27.71479 |
| $10^{-12}$ | .6554575 | -27.71592 |

deflection. One is led to the system, for $0 \leqq t \leqq 1$,

$$
\begin{align*}
& \varepsilon y_{1}^{\prime}=-y_{2},  \tag{5.19}\\
& \varepsilon y_{2}^{\prime}=\phi\left(z_{1}\right) \cos z_{2}-y_{1}\left(\sec z_{2}+\varepsilon y_{2} \tan z_{2}\right),  \tag{5.20}\\
& z_{1}^{\prime}=\sin z_{2},  \tag{5.21}\\
& z_{2}^{\prime}=y_{1} \tag{5.22}
\end{align*}
$$

where for $\phi$ we took $\phi\left(z_{1}\right)=z_{1}-1$. See [10] for the development and analysis of this problem.

Now, assuming that $y_{2}$ is bounded, we get the eigenvalues

$$
\begin{equation*}
\lambda_{1}(t)=\sqrt{\sec \bar{z}_{2}(t)}, \quad \lambda_{2}(t)=-\lambda_{1}(t) \tag{5.23}
\end{equation*}
$$

and the reduced solution system

$$
\begin{array}{ll}
\bar{z}_{1}^{\prime}=\sin \bar{z}_{2}, & \bar{y}_{1}=\phi\left(\bar{z}_{1}\right) \cos ^{2} \bar{z}_{2}, \\
\bar{z}_{2}^{\prime}=\bar{y}_{1}, & \bar{y}_{2}=0, \tag{5.25}
\end{array}
$$

which is referred to as the hanging cable system [10]. The latter system can be integrated if two "reduced" boundary conditions are provided. This can be easily done in the case where the beam is simply supported:

$$
\begin{align*}
& y_{1}(0)=y_{1}(1)=0,  \tag{5.26}\\
& z_{1}(0)=z_{1}(1)=0 . \tag{5.27}
\end{align*}
$$

For then, (5.26) is dropped and (5.27) is retained for the reduced solution. Note that in this example, the sharper error bounds (3.22b) or (3.22c) can be used for the slow solution components $z$.

Applying our numerical schemes to the problem (5.19)-(5.22), (5.26), (5.27), we have once again encountered no difficulty. Rather than integrating the hanging cable system, we simply used the following initial approximation:

$$
\begin{equation*}
y_{1}=t(1-t), \quad y_{2}=0, \quad z_{1}=\sin \pi t, \quad z_{2}=\frac{1}{2} t^{2}-\frac{1}{3} t^{3} . \tag{5.28}
\end{equation*}
$$

With tolerances and mesh sizes as in the previous examples, 3 iterations were needed for convergence (see Table 3).

Other types of boundary conditions are discussed in [10]. One case is of clamped supports at both endpoints, where (5.27) is retained but (5.26) is replaced by

$$
\begin{equation*}
z_{2}(0)=z_{2}(1)=0 . \tag{5.29}
\end{equation*}
$$

As argued by Flaherty and O'Malley [10], this set of boundary conditions leads to a problem with unbounded inverse as $\varepsilon \rightarrow 0$, which is therefore not covered by our theory.

Table 3
Selected solution values for Example 3 with simple support boundary conditions.

| $\varepsilon$ | $y_{2}(0)$ | $z_{2}(0)$ | $y_{1}(0.5)$ | $z_{1}(0.5)$ |
| :---: | :---: | :---: | :---: | :---: |
| $10^{-2}$ | .867460 | .426679 | -.891701 | .108247 |
| $10^{-4}$ | .863935 | .434442 | -.891686 | .108314 |
| $10^{-6}$ | .863899 | .434519 | -.891686 | .108314 |
| $10^{-12}$ | .863899 | .434520 | -.891686 | .108314 |

The analysis in Schmeiser [19] shows that the reduced problem is still given by (5.24), (5.25) and that there are boundary layers of magnitude $O(1)$ in $z_{2}$ and boundary layers of magnitude $O(1 / \varepsilon)$ in $y_{1}$ and $y_{2}$. Hence we expect, with a slight modification of the mesh selection procedure, to be able to solve with the same techniques for the clamped supports as well, with almost the same success as before. (Note, however, that we cannot avoid condition numbers of order $O(1 / \varepsilon)$ in $\mathscr{L}_{\Delta}$; but that alone would only bother us with unrealistically small values of $\varepsilon$.) An extension of our analysis and computations for singular singular-perturbation problems, which covers the above case, will be reported in the near future.
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# A SPLINE BASED TECHNIQUE FOR COMPUTING RICCATI OPERATORS AND FEEDBACK CONTROLS IN REGULATOR PROBLEMS FOR DELAY EQUATIONS* 
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#### Abstract

We consider the infinite interval regulator problem for systems with delays. A spline approximation method for computation of the gain operators in feedback controls is proposed and tested numerically. Comparison with a method based on "averaging" approximations is made.


Key words. Riccati operators, regulator problem, delay systems, spline approximations

1. Introduction. The problem of constructing feedback controls for hereditary or delay systems is not new and there is a rather extensive literature pertaining to several aspects of this problem. We refer the reader to the surveys of Ross [26], Alekal et al. [1], and §5 of Banks and Burns [5] for accounts of some of the previous pertinent results. Among the fundamental earlier contributions are those of Krasovskii [19], [20] (establishment of the functional form of optimal feedback for delay systems and early use of an "averaging" type approximation scheme), Eller et al. [14] and Ross [26], [27] (derivation of Riccati type equations for the feedback gains in the functionals and methods for computing these gains), and Delfour [13] (convergence analysis of an "averaging" scheme for approximate solution of an operator form of the Riccati type equations for the feedback gains). More recently, Gibson [15] and Kunisch [21] have made important contributions which we shall discuss in the context of our presentation below.

Our own renewed interest in feedback controls for delayed systems was motivated by problems arising in the design of controllers for a liquid nitrogen wind tunnel (the National Transonic Facility or NTF) currently under construction by NASA at its Langley Research Center in Hampton, VA. With this wind tunnel it is expected that researchers will be able to achieve an order of magnitude increase in the Reynolds number over that in existing tunnels while maintaining reasonable levels of dynamic pressure. Test chamber temperatures (the Reynolds number is roughly inversely proportional to temperature) will be maintained at cryogenic levels by injection of liquid nitrogen as a coolant into the airstream near the fan section of the tunnel. In addition to a gaseous nitrogen vent to help control pressure, motor driven fans will be used as the primary regulator of Mach number. Fine control of Mach number will be effected through changes in inlet guide vanes in the fan section. Schematically, the tunnel can be depicted as in Fig. 1.1. The basic physical model relating states such as Reynolds number, pressure, and Mach number to controls such as $L N_{2}$ input, $G N_{2}$

[^88]

Fig. 1.1
bleed, and fan operation involves a formidable set of partial differential equations (the Navier-Stokes theory) to describe fluid flow in the tunnel and test chamber. This model has, not surprisingly, proved to be very unwieldy from a computational viewpoint and is difficult, if not impossible, to use directly in the design of sophisticated control laws. (Both open loop and feedback controllers are needed for efficient operation of the tunnel-and this is a desirable goal since cost estimates for liquid nitrogen alone are $\$ 6.5 \times 10^{6}$ per year of operation.) In addition to the design of both open loop and closed loop controllers, parameter estimation techniques will be useful once data from the completed tunnel is available (current investigations involve use of data from a $\frac{1}{3}$ meter scale model of the tunnel).

In view of the schematic in Fig. 1.1, it is not surprising that engineers (e.g., see [3] and [16]) have proposed design of control laws for subsystems modeled by lumped parameter models (the variables represent values of states and controllers at various discrete locations in the tunnel and test chamber) with transport delays to account for flow times in sections of the tunnel. A specific example is the model [3] for the Mach number control loop in which variations in the Mach no. (in the test chamber) are, to first order, controlled by variations in the inlet guide vane angle setting (in the fan section)-i.e., $\delta M(t) \sim \delta \theta(t-r)$ where $r$ represents a transport time from the fan section to the test chamber. More precisely, the proposed equation relating the variation $\delta M$ (from steady state operating values) in Mach numbers to the variation $\delta \theta$ in guide vane angle is

$$
\tau \delta \dot{M}(t)+\delta M(t)=k \delta \theta(t-r)
$$

while the equation relating the guide vane angle variation to that $\delta \theta_{A}$ of an actuator is

$$
\ddot{\delta} \ddot{\theta}(t)+2 \zeta \omega \dot{\delta} \dot{\theta}(t)+\omega^{2} \delta \theta(t)=\omega^{2} \delta \theta_{A}(t) .
$$

Rewriting the system in vector notation, one thus finds that the Mach number control loop involves a regulator problem for the equation

$$
\begin{equation*}
\dot{x}(t)=A_{0} x(t)+A_{1} x(t-r)+B_{0} u(t) \tag{1.1}
\end{equation*}
$$

where $x=(\delta M, \delta \theta, \dot{\delta \theta}), u=\delta \theta_{A}$. Here the control is the guide vane angle actuator input. A similar 4 -vector system problem can be formulated in the case where one treats the actuator rate $\delta \dot{\theta}_{\mathrm{A}}$ as the control (see [3], [12]). We shall return to examples
such as (1.1) for the NTF in § 4 below where we present numerical results obtained using the methods we propose.

Several recent contributions to the literature on numerical methods for delay systems prompt the techniques we present in this paper. A rather complete convergence analysis (along with numerical results) of the so-called "averaging" scheme applied to open loop control problems for delay systems was given in Banks and Burns [5]. The analysis was based on approximation results for linear semigroups involving the Trotter-Kato theorem (a functional analytic version of the Lax Equivalence theorem: consistency plus stability implies convergence). Gibson [15] and Kunisch [21] have shown that these same tools can be used to develop a convergence theory for approximations of the feedback gains based on the "averaging" techniques. Subsequent to the development of "averaging" methods for delay systems (which result in essentially first order numerical schemes), Banks and Kappel [9] developed higher order approximation schemes based on spline approximations. In numerous situations ([4], [6], [7], [8], [9]) these methods have proven superior computationally to the popular "averaging" techniques. In this paper we show how one can use spline based computational schemes to obtain the gains in the feedback controllers for delay systems. We present a summary of our numerical findings with these methods which support the efficacy of the proposed schemes.

Our presentation is as follows: In § 2 we summarize those facts from the literature on delay systems needed to discuss and develop our approximation techniques. Section 3 is then devoted to a careful explanation of the proposed schemes, hopefully in sufficient detail to permit readers to develop their own computational packages should they so desire. We report on our numerical experience with the spline based schemes in § 4 where we also compare our findings to those obtained using the "averaging" methods. Finally we discuss briefly in $\S 5$ some of the theoretical aspects of the spline techniques.

The notation we use throughout is rather standard with the following exception. We shall be dealing with vector systems but shall not always make this precise when no loss of understanding results. For example, if $x$ is an $n$-vector valued function with components in the Sobolev space $H^{1}$, we shall simply write $x \in H^{1}$. We shall only use transpose notation where it is essential; e.g., if $Q_{0}$ is an $n \times n$ matrix, we shall write $x Q_{0} x$ instead of the more conventional $x^{T} Q_{0} x$.
2. Feedback controls for delay system problems. In light of the motivation above, we consider the control problem of finding an $m$-vector valued $L_{2}$ control $\bar{u}$ which minimizes

$$
\begin{equation*}
J(u ; \eta, \psi)=\int_{0}^{\infty}\left[x(t) Q_{0} x(t)+u(t) R u(t)\right] d t \tag{2.1}
\end{equation*}
$$

subject to the $n$-vector system

$$
\begin{align*}
& \dot{x}(t)=L x_{t}+B_{0} u(t), \quad t \geqq 0,  \tag{2.2}\\
& x(0)=\eta, \quad x_{0}=\psi, \tag{2.3}
\end{align*}
$$

where $Q_{0}, R$ are symmetric $n \times n$ and $m \times m$ matrices, respectively, with $Q_{0} \geqq 0, R>0$, $B_{0}$ is an $n \times m$ matrix, and $\psi$ is an $n$-vector function with components in $L_{2}(-r, 0)$-(we denote this by $\psi \in L_{2}^{n}(-r, 0)$ ). Following standard notation, the symbol $x_{t}$ denotes the function $\theta \rightarrow x(t+\theta),-r \leqq \theta \leqq 0$, and we assume the linear operator $L$ has the form

$$
L \phi=\sum_{i=0}^{\nu} A_{i} \phi\left(-r_{i}\right)+\int_{-r}^{0} D(\theta) \phi(\theta) d \theta
$$

where $0=r_{0}<r_{1}<\cdots<r_{\nu}=r, A_{i}, i=0,1, \cdots, \nu$, are $n \times n$ matrices, and $D$ is an $n \times n$ matrix function with components in $L_{2}(-r, 0)$. This operator and the system (2.2), (2.3) can be given a proper interpretation for initial data $\psi$ and controls $u$ in $L_{2}$ and, indeed, one can establish existence of a unique solution $x \in H^{1}$ on any finite interval $[0, T]$ where the equation (2.2) is satisfied in the usual Caratheodory sense (i.e., almost all $t$ )-see [9].

Assuming for the moment that a solution to the above control problem exists in closed loop form, it can be shown (see [19], [15]) to have the form

$$
\begin{equation*}
\bar{u}(t)=-\left[K_{0} x(t)+\int_{-r}^{0} K_{1}(\theta) x(t+\theta) d \theta\right] \tag{2.4}
\end{equation*}
$$

where the $m \times n$ gain matrices satisfy certain Riccati-like systems of equations ([14], [26], [1], [15]). Our goal here is to discuss numerical approximations to $K_{0}$ and $K_{1}$ which, when applied to (2.2), (2.3), (2.4), yield a near optimal performance. It has been understood for some time that we are in this case dealing with feedback controls for an infinite dimensional state system. This system can be succinctly formulated abstractly (e.g., see [5], [9], [13], [15]) in a manner that facilitates convergence analyses for approximation schemes. While we shall not pursue a convergence analysis in this paper, it is convenient in discussing our numerical methods and results to use this formulation and the corresponding notation.

To this end, we let

$$
\begin{equation*}
z(t)=\left(x(t), x_{t}\right) \tag{2.5}
\end{equation*}
$$

where $x$ is the solution of (2.2), (2.3). Define $Z$ to be the product space $R^{n} \times L_{2}^{n}(-r, 0)$ with the usual product Hilbert space topology (and inner product) and let $D(\mathscr{A}) \equiv$ $\left\{(\xi, \phi) \in Z: \xi=\phi(0), \phi \in H^{1}(-r, 0)\right\}$ be the domain for the linear operator $\mathscr{A}$ given by $\mathscr{A}(\phi(0), \phi)=(L \phi, \dot{\phi})$. Recalling (2.1) and (2.2), we define the linear operators $Q: Z \rightarrow$ $Z$ and $\mathscr{B}: R^{m} \rightarrow Z$ by $Q(\xi, \phi)=\left(Q_{0} \xi, 0\right)$ and $\mathscr{B} v=\left(B_{0} v, 0\right)$. Then our original optimization problem for (2.1)-(2.3) can be reformulated as the equivalent problem of minimizing

$$
\begin{equation*}
J\left(u ; z_{0}\right)=\int_{0}^{\infty}\{\langle Q z(t), z(t)\rangle+u(t) R u(t)\} d t \tag{2.6}
\end{equation*}
$$

over $u \in L_{2}$ subject to the evolution equation constraint

$$
\begin{align*}
& \dot{z}(t)=\mathscr{A} z(t)+\mathscr{B} u(t), \quad t \geqq 0,  \tag{2.7}\\
& z(0)=z_{0}=(\eta, \psi) . \tag{2.8}
\end{align*}
$$

It is known [5], [9] that $\mathscr{A}$ generates a $C_{0}$-semigroup $\{S(t)\}$ of solution operators and that $z$ defined by (2.5) is the unique mild solution of (2.7), (2.8). That is, $z$ is given by

$$
\begin{equation*}
z(t)=S(t) z_{0}+\int_{0}^{t} S(t-\sigma) \mathscr{B} u(\sigma) d \sigma . \tag{2.9}
\end{equation*}
$$

If we define an admissible control for our problem corresponding to the initial condition $z_{0} \in Z$ to be an $m$-vector function $u$ which is integrable on $(0, \infty)$ and for which $J\left(u ; z_{0}\right)$ is finite; and if we make the assumption that the operators $Q_{0}$ and $L$ are such that any admissible control corresponding to the initial condition $z_{0} \in Z$ drives the resulting solution of the state equation (2.7) to zero asymptotically, then we may use results due to Gibson [15] to characterize the solution to the problem in feedback form. More precisely, if there exists an admissible control corresponding to each initial
condition $z_{0} \in Z$ (or equivalently the system (2.7) is stabilizable, see [15, Def. 2.2 and Cor. 4.1]), then there exists a nonnegative, selfadjoint linear operator $\Pi$ on $Z$ which satisfies the Riccati algebraic equation

$$
\begin{equation*}
\mathscr{A}^{*} \Pi+\Pi \mathscr{A}-\Pi \mathscr{B} R^{-1} \mathscr{B}{ }^{*} \Pi+Q=0 . \tag{2.10}
\end{equation*}
$$

Moreover, under the assumption made above there exists at most one such solution and the unique solution to the problem (2.6)-(2.8) can be given in feedback form by

$$
\begin{equation*}
\bar{u}(t)=-R^{-1} \mathscr{B} * \Pi z(t), \quad 0<t<\infty, \tag{2.11}
\end{equation*}
$$

and

$$
\min _{v \text { admissible }} J\left(v ; z_{0}\right)=\left\langle\Pi z_{0}, z_{0}\right\rangle .
$$

The operator $\Pi$ can be written as a matrix of linear operators

$$
\Pi=\left[\begin{array}{cc}
\Pi^{00} & \Pi^{01} \\
\Pi^{10} & \Pi^{11}
\end{array}\right]
$$

where $\Pi^{00}: R^{n} \rightarrow R^{n}$ and $\Pi^{11}: L_{2}^{n}(-r, 0) \rightarrow L_{2}^{n}(-r, 0)$ are nonnegative and selfadjoint, $\Pi^{10} \in L_{2}^{n \times n}(-r, 0)$ and $\Pi^{01}=\Pi^{10^{*}}$ with

$$
\begin{equation*}
\Pi^{01} \phi=\int_{-r}^{0} \Pi^{10}(\theta)^{T} \phi(\theta) d \theta, \quad \phi \in L_{2}^{n}(-r, 0) . \tag{2.12}
\end{equation*}
$$

If we recall the definition of the operator $\mathscr{B}$ and assume that the system (2.7) is stabilizable, then under the assumption made above. (2.5), (2.11) and (2.12) yield that the unique solution to the problem for (2.1)-(2.3) is given in feedback form by

$$
\begin{equation*}
\bar{u}(t)=-R^{-1} B_{0}^{T}\left[\Pi^{00} x(t)+\int_{-r}^{0} \Pi^{10}(\theta)^{T} x(t+\theta) d \theta\right] \tag{2.13}
\end{equation*}
$$

with $\left(\right.$ for $\left.z_{0}=(\eta, \psi)\right)$

$$
\min _{v \text { admissible }} J(v ; \eta, \psi)=\left\langle\Pi z_{0}, z_{0}\right\rangle .
$$

That is, the gains $K_{0}, K_{1}$ of (2.4) are given by $R^{-1} B_{0}^{T} \Pi^{00}$ and $R^{-1} B_{0}^{T}\left(\Pi^{10}\right)^{T}$, respectively, and can be obtained by solving the Riccati equation (2.10).
3. The approximation scheme. In this section we develop and discuss the implementation of a spline based computational scheme which yields a sequence of finite dimensional operators $\left\{\Pi_{N}\right\}$ which approximate $\Pi$, the solution to the operator Riccati algebraic equation given by (2.10). The $\Pi_{N}$ are found by solving standard matrix Riccati algebraic equations, and are then used to construct feedback controls which approximate (2.11) and which produce near optimal performance by the system (2.7) (2.8) as measured by the functional (2.6).

The approach we take is based largely upon the spline approximation framework developed in [9] for the approximation of solutions of linear functional differential equations. We summarize briefly the essentials of that development. Let $Z_{N}$ be a sequence of spline based subspaces of $Z$ satisfying $Z_{N} \subset D(\mathscr{A}) N=1,2, \cdots$. Let $\mathscr{P}_{N}: Z \rightarrow Z_{N}$ denote the corresponding sequence of orthogonal projections of $Z$ onto $Z_{N}$ computed with respect to the weighted inner product $\langle\cdot, \cdot\rangle_{g}$ on $Z$ given by

$$
\langle(\eta, \phi),(\xi, \psi)\rangle_{g}=\eta^{T} \xi+\int_{-r}^{0} \phi(\theta)^{T} \psi(\theta) g(\theta) d \theta
$$

where

$$
g(\theta)= \begin{cases}1, & -r \leqq \theta<-r_{\nu-1} \\ 2, & -r_{\nu-1} \leqq \theta<-r_{\nu-2} \\ \vdots & \\ \nu-1, & -r_{2} \leqq \theta<-r_{1} \\ \nu, & -r_{1} \leqq \theta \leqq 0\end{cases}
$$

Define the linear operators $\mathscr{A}_{N}$ and $Q_{N}$ on $Z_{N}$ and $\mathscr{B}_{N}: R^{m} \rightarrow Z_{N}$ by $\mathscr{A}_{N}=\mathscr{P}_{N} \mathscr{A}$, $\mathscr{B}_{N}=\mathscr{P}_{N} \mathscr{B}$ and $Q_{N}=\mathscr{P}_{N} Q$, respectively, and let $\Pi_{N}$ be a nonnegative selfadjoint solution to the Riccati algebraic equation in $Z_{N}$ given by

$$
\begin{equation*}
\mathscr{A}_{N}^{*} \Pi_{N}+\Pi_{N} \mathscr{A}_{N}-\Pi_{N} \mathscr{B}_{N} R^{-1} \mathscr{B}_{N}^{*} \Pi_{N}+Q_{N}=0 . \tag{3.1}
\end{equation*}
$$

The existence and uniqueness of solutions of (3.1), which are related to the existence and uniqueness of solutions of (2.10) and certain properties of the approximation scheme itself, will be discussed in § 5 . For the present, however, we assume that for all $N$ sufficiently large, a solution $\Pi_{N}$ exists with $\Pi_{N} \geqq 0$ and $\Pi_{N}^{*}=\Pi_{N}$.

The use of the weighted inner product $\langle\cdot, \cdot\rangle_{g}$ in place of the standard inner product on $Z$ in computing the projections $\mathscr{P}_{N}$ (and therefore the operators $\mathscr{A}_{N}$ ) insures that the operators $\mathscr{A}_{N}$ satisfy a uniform dissipative inequality of the form

$$
\left\langle\mathscr{A}_{N} z, z\right\rangle_{g} \leqq \beta\langle z, z\rangle_{g}, \quad z \in Z_{N},
$$

and hence that the solutions of the finite dimensional ordinary differential equation initial value problem in $Z_{N}$

$$
\begin{align*}
& \dot{z}_{N}(t)=\mathscr{A}_{N} z_{N}(t)+\mathscr{B}_{N} u(t), \quad t \geqq 0, \\
& z_{N}(0)=\mathscr{P}_{N} z_{0} \tag{3.2}
\end{align*}
$$

approximate the solution of (2.7), (2.8) (see [9]). It is this fundamental convergence result which forms the theoretical foundation for the schemes being developed here.

Since the domain of the operators $\mathscr{P}_{N}$ is $Z=R^{n} \times L_{2}^{n}(-r, 0)$, the operators $\Pi_{N} \mathscr{P}_{N}$ can be written as the matrix of linear operators given by

$$
\Pi_{N} \mathscr{P}_{N}=\left[\begin{array}{ll}
\Pi_{N}^{00} & \Pi_{N}^{01} \\
\Pi_{N}^{10} & \Pi_{N}^{11}
\end{array}\right]
$$

where the $n \times n$ matrix $\Pi_{N}^{00}$ and $\Pi_{N}^{11}: L_{2}^{n}(-r, 0) \rightarrow L_{2}^{n}(-r, 0)$ are nonnegative and selfadjoint, $\Pi_{N}^{10}$ is an $n \times n$ matrix valued function with components in $L_{2}$, and $\Pi_{N}^{01}=\Pi_{N}^{10^{*}}$ with

$$
\Pi_{N}^{01} \phi=\int_{-r}^{0} \Pi_{N}^{10}(\theta)^{T} \phi(\theta) d \theta, \quad \phi \in L_{2}^{n}(-r, 0)
$$

If the approximating optimal controls in feedback form for the problem involving (2.6)-(2.8) are defined by

$$
\begin{equation*}
\bar{u}_{N}(t)=-R^{-1} \mathscr{B}_{N}^{*} \Pi_{N} \mathscr{P}_{N} z(t), \tag{3.3}
\end{equation*}
$$

then the approximate solutions to our problem take the form

$$
\begin{equation*}
\bar{u}_{N}(t)=-\left[R^{-1} B_{0}^{T} \Pi_{N}^{00} x(t)+\int_{-r}^{0} R^{-1} B_{0}^{T} \Pi_{N}^{10}(\theta)^{T} x(t+\theta) d \theta\right] \tag{3.4}
\end{equation*}
$$

with the corresponding approximating optimal trajectories being given by the solutions to

$$
\begin{align*}
\dot{x}(t)= & \left(A_{0}-B_{0} R^{-1} B_{0}^{T} \Pi_{N}^{00}\right) x(t)+\sum_{j=1}^{\nu} A_{j} x\left(t-r_{j}\right)  \tag{3.5}\\
& +\int_{-r}^{0}\left(D(\theta)-B_{0} R^{-1} B_{0}^{T} \Pi_{N}^{10}(\theta)^{T}\right) x(t+\theta) d \theta
\end{align*}
$$

for any initial conditions $x(0)=\eta \in R^{n}$ and $x_{0}=\psi \in L_{2}^{n}(-r, 0)$. In addition, the optimal cost can be approximated by

$$
\begin{equation*}
\left\langle\Pi_{N} \mathscr{P}_{N}(\eta, \psi), \mathscr{P}_{N}(\eta, \psi)\right\rangle . \tag{3.6}
\end{equation*}
$$

Equation (3.1) is an operator equation, and thus is not suitable for computational purposes in its present form. In order to find the matrix form of (3.1) a basis for $Z_{N}$ must be chosen and matrix representations for the operators $\mathscr{A}_{N}, \mathscr{A}_{N}^{*}, \mathscr{B}_{N}, \mathscr{B}_{N}^{*}$ and $Q_{N}$ with respect to this basis must be computed. The adjoint operators $\mathscr{A}^{*}$ and $\mathscr{B}^{*}$ (and therefore their approximations $\mathscr{A}_{N}^{*}$ and $\mathscr{B}_{N}^{*}$ ) may be computed with respect to either the standard inner product on $Z,\langle\cdot, \cdot\rangle$, or the weighted inner product $\langle\cdot, \cdot\rangle_{g}$. Indeed, the fact that

$$
\langle Q z, z\rangle_{g}=\langle Q z, z\rangle
$$

for all $z \in Z$ implies that the abstract regulator problem given by (2.6), (2.7) and (2.8) can be formulated in the space $Z$ using either inner product and still be equivalent to our original control problem. However, the expressions for the matrix representations for the operators $\mathscr{A}_{N}^{*}$ and $\mathscr{B}_{N}^{*}$ are simplified if the $\langle\cdot, \cdot\rangle_{g}$ inner product is employed (in this case of course it must also be used in (3.6)). When the discrete delay part of $L$ consists of only a single delay term (i.e., $\nu=1$ ), then $g(\theta) \equiv 1$ and the two inner products are the same.

We briefly outline the necessary procedure for finding matrix representations in the case of "linear" or first order spline functions. A more detailed description can be found in [11]. The ideas presented here and in [11] for linear splines are easily extended to the case of cubic or higher order spline functions.

For each $N=1,2, \cdots$, and $j=0,1, \cdots, N$ denote by $\phi_{j}^{N}$ the standard piecewise linear spline basis element corresponding to the partition $\left\{t_{j}^{N}\right.$ ) defined so that $\phi_{j}^{N}$ has support in $\left[t_{j+1}^{N}, t_{j-1}^{N}\right]$ and value 1 at $t_{j}^{N}$ where $t_{j}^{N}=-j(r / N)$. Define $Z_{N}$ to be

$$
Z_{N}=\left\{(\phi(0), \phi) \in Z: \phi=\sum_{j=0}^{N} v_{j} \phi_{j}^{N}, v_{j} \in R^{N}\right\} .
$$

Note that $\operatorname{dim} Z_{N}=n(N+1)$ and $Z_{N} \subset D(\mathscr{A})$ as is required by the theory outlined above. If we define the $n \times n(N+1)$ matrix function $\Phi^{N}(\cdot)$ by

$$
\Phi^{N}(\theta)=\left(\phi_{0}^{N}(\theta), \phi_{1}^{N}(\theta), \cdots, \phi_{N}^{N}(\theta)\right) \otimes I_{n}
$$

for $\theta \in[-r, 0]$, where $I_{n}$ denotes the $n \times n$ identity matrix and $\otimes$ is the Kronecker product, then it is easily shown (see [9]) that the matrix representation $A^{N}$ for the operator $\mathscr{A}_{N}$ is given by

$$
\begin{equation*}
A^{N}=\left(K^{N}\right)^{-1} H^{N} \tag{3.7}
\end{equation*}
$$

where the $n(N+1) \times n(N+1)$ matrices $K^{N}$ and $H^{N}$ are given by

$$
\begin{align*}
K^{N} & =\Phi^{N}(0)^{T} \Phi^{N}(0)+\int_{-r}^{0} \Phi^{N}(\theta)^{T} \Phi^{N}(\theta) g(\theta) d \theta  \tag{3.8}\\
H^{N} & =\Phi^{N}(0)^{T}\left(L \Phi^{N}\right)+\int_{-r}^{0} \Phi^{N}(\theta)^{T} \dot{\Phi}^{N}(\theta) g(\theta) d \theta . \tag{3.9}
\end{align*}
$$

Furthermore it is straightforward to see that the matrix representation $A^{* N}$ for the adjoint operator $\mathscr{A}_{N}^{*}$ is given by

$$
\begin{equation*}
A^{* N}=\left(K^{N}\right)^{-1}\left(A^{N}\right)^{T} K^{N} . \tag{3.10}
\end{equation*}
$$

For the linear spline case it is not difficult to compute the inner products appearing in the definitions of the matrices $K^{N}$ and $H^{N}$ analytically, at least for relatively simple forms of the operator $L$. The forms for these matrices are given explicitly (in terms of the matrices $A_{j}, j=0,1,2, \cdots, \nu$, and the matrix function $D$ appearing in the definition of the operator $L$ ) in [9] and [10].

Since the operators $\mathscr{B}_{N}: R^{m} \rightarrow Z_{N}$ and $Q_{N}: Z_{N} \rightarrow Z_{N}$ are defined by $\mathscr{B}_{N} v=$ $\mathscr{P}_{N}\left(B_{0} v, 0\right)$ and $Q_{N}(\eta, \psi)=\mathscr{P}_{N}\left(Q_{0} \eta, 0\right)$ respectively, it is easily seen that their matrix representations, $B^{N}$ and $Q^{N}$ are given by

$$
\begin{equation*}
B^{N}=\left(K^{N}\right)^{-1} \Phi^{N}(0)^{T} B_{0} \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
Q^{N}=\left(K^{N}\right)^{-1} \Phi^{N}(0)^{T} Q_{0} \Phi^{N}(0), \tag{3.12}
\end{equation*}
$$

whereas, $B^{* N}$, the matrix representation for the operator $\mathscr{B}_{N}^{*}$ is given by

$$
\begin{equation*}
B^{* N}=\left(B^{N}\right)^{T} K^{N} . \tag{3.13}
\end{equation*}
$$

If we let $\tilde{P}^{N}$ denote the matrix representation for $\Pi_{N}$, the solution to the operator equation (3.1), the matrix form of (3.1) is given by

$$
\begin{equation*}
A^{* N} \tilde{P}^{N}+\tilde{P}^{N} A^{N}-\tilde{P}^{N} B^{N} R^{-1} B^{* N} \tilde{P}^{N}+Q^{N}=0 . \tag{3.14}
\end{equation*}
$$

Premultiplying by $K^{N}$ and using (3.10) and (3.13), (3.14) becomes

$$
\left(A^{N}\right)^{T} K^{N} \tilde{P}^{N}+K^{N} \tilde{P}^{N} A^{N}-K^{N} \tilde{P}^{N} B^{N} R^{-1}\left(B^{N}\right)^{T} K^{N} \tilde{P}^{N}+K^{N} Q^{N}=0 .
$$

If the substitutions $P^{N}=K^{N} \tilde{P}^{N}$ and $\tilde{Q}^{N}=K^{N} Q^{N}$ are made in the last equation above, a standard matrix Riccati algebraic equation in $R^{n(N+1)}$ for $P^{N}$ results and is given by

$$
\begin{equation*}
\left(A^{N}\right)^{T} P^{N}+P^{N} A^{N}-P^{N} B^{N} R^{-1}\left(B^{N}\right)^{T} P^{N}+\tilde{Q}^{N}=0 . \tag{3.15}
\end{equation*}
$$

Equation (3.15) can be solved for the matrix $P^{N}$ using standard computational techniques and readily available software packages (see [2] and [22]).

Once $P^{N}$ has been determined, a simple calculation reveals that the $N$ th approximating optimal control for our problem given by (3.4) takes the form

$$
\begin{align*}
\bar{u}_{N}(t)=-[ & R^{-1} B_{0}^{T} \Phi^{N}(0)\left(K^{N}\right)^{-1} P^{N}\left(K^{N}\right)^{-1} \Phi^{N}(0)^{T} x(t) \\
& \left.+\int_{-r}^{0} R^{-1} B_{0}^{T} \Phi^{N}(0)\left(K^{N}\right)^{-1} P^{N}\left(K^{N}\right)^{-1} \Phi^{N}(\theta)^{T} x(t+\theta) g(\theta) d \theta\right] . \tag{3.16}
\end{align*}
$$

Comparing (3.16) to (3.4), it is immediately clear that the approximating feedback gains are given by

$$
\begin{equation*}
R^{-1} B_{0}^{T} \Pi_{N}^{00}=R^{-1} B_{0}^{T} \Phi^{N}(0)\left(K^{N}\right)^{-1} P^{N}\left(K^{N}\right)^{-1} \Phi^{N}(0)^{T} \tag{3.17}
\end{equation*}
$$

and

$$
\begin{equation*}
R^{-1} B_{0}^{T} \Pi_{N}^{10}(\cdot)^{T}=R^{-1} B_{0}^{T} \Phi^{N}(0)\left(K^{N}\right)^{-1} P^{N}\left(K^{N}\right)^{-1} \Phi^{N}(\cdot)^{T} g(\cdot) . \tag{3.18}
\end{equation*}
$$

For a given set of initial conditions $x(0)=\eta, x_{0}=\psi$ we also have an approximation to the optimal value of the cost functional

$$
\begin{equation*}
J(\bar{u} ; \eta, \psi) \sim\left[\left(K^{N}\right)^{-1} h^{N}(\eta, \psi)\right]^{T} P^{N}\left(K^{N}\right)^{-1} h^{N}(\eta, \psi) \tag{3.19}
\end{equation*}
$$

where $h^{N}$ is given by

$$
\begin{equation*}
h^{N}(\eta, \psi)=\Phi^{N}(0)^{T} \eta+\int_{-r}^{0} \Phi^{N}(\theta)^{T} \psi(\theta) g(\theta) d \theta \tag{3.20}
\end{equation*}
$$

The approximation scheme which was developed above is semi-discrete in nature in that the approach taken is based primarily upon the approximation of the infinite dimensional state equation (2.7) in the space $Z$ by a sequence of finite dimensional ordinary differential equations in $Z_{N}$ of the form (3.2). However it is also possible to develop a parallel theory which is based upon a full discretization of the optimization problem in the spirit of the results presented in [25]. The cost functional (2.6) is discretized and the state equation (in its integrated form (2.9)) is approximated by a finite dimensional difference equation in $Z_{N}$ resulting in a finite dimensional discrete steady state linear regulator problem which can be solved in feedback form using conventional methods. We sketch briefly the particulars of such an approach.

Let the $N$ th approximating optimization problem be given by:
Find a sequence $\left\{\bar{u}_{t}^{N}\right\}_{t=0}^{\infty}$ of $m$-vectors in $l_{2}$ such that $\bar{u}_{t}^{N}$ minimizes

$$
J^{N}\left(\left\{u_{t}^{N}\right\} ; z_{0}\right)=\sum_{t=0}^{\infty}\left\langle\hat{Q}_{N} z_{t}^{N}, z_{t}^{N}\right\rangle+\left\langle R_{N} u_{t}^{N}, u_{t}^{N}\right\rangle
$$

subject to

$$
\begin{align*}
& z_{t+1}^{N}=P_{i j}\left(\frac{r}{N} \mathscr{A}_{N}\right) z_{t}^{N}+\frac{r}{N} P_{k l}\left(\frac{r}{2 N} \mathscr{A}_{N}\right) \mathscr{B}_{N} u_{t}^{N} \quad t=1,2, \cdots,  \tag{3.21}\\
& z_{0}^{N}=\mathscr{P}_{N} z_{0} \tag{3.22}
\end{align*}
$$

where $\hat{Q}_{N}=(r / N) Q_{N}, R_{N}=(r / N) R$ and $\mathscr{A}_{N}, \mathscr{P}_{N}, \mathscr{B}_{N}, Q_{N}, R$ and $z_{0}$ are as they have been defined above. The rational functions $P_{i j}(z)$ and $P_{k l}(z)$ are selected from among the entries in the diagonal or first two subdiagonals of the Pade table of rational function approximations to the exponential.

The basis for the construction of the approximation problems is the fact that the variation of parameters form of the solution to (3.21), (3.22) given by

$$
z_{t}^{N}=P_{i j}\left(\frac{r}{N} \mathscr{A}_{N}\right)^{t} \mathscr{P}_{N} z_{0}+\frac{r}{N} \sum_{j=1}^{t} P_{i j}\left(\frac{r}{N} \mathscr{A}_{N}\right)^{t-s} P_{k l}\left(\frac{r}{2 N} \mathscr{A}_{N}\right) \mathscr{B}_{N} u_{s}^{N}
$$

is an approximation to (2.9) in the sense that

$$
\left|z_{t}^{N}-z\left(\frac{t r}{N}\right)\right| \rightarrow 0
$$

an $N \rightarrow \infty$ uniformly in $t$ for $t \in\left\{0,1,2, \cdots\left[t_{f} N / r\right]\right\}$ for any $t_{f}<\infty$, where the symbol $[\alpha]$ denotes the greatest integer less than or equal to $\alpha$ (see [25]).

The feedback form of the solution (if it exists) to the corresponding approximating problem and the optimal value of the cost functional are given by

$$
\bar{u}_{t}^{N}=-F_{N} z_{t}^{N}, \quad t=0,1,2, \cdots,
$$

and

$$
\begin{equation*}
J^{N}\left(\left\{\bar{u}_{t}^{N}\right\} ; z_{0}\right)=\left\langle\Pi_{N} \mathscr{P}_{N} z_{0}, \mathscr{P}_{N} z_{0}\right\rangle, \tag{3.23}
\end{equation*}
$$

respectively, where the linear operators $F_{N}: Z_{N} \rightarrow R^{m}$ and $\Pi_{N}: Z_{N} \rightarrow Z_{N}$ are determined by solving the system of operator equations (see [22])

$$
\begin{gather*}
\Pi_{N}=X_{N}^{*} \Pi_{N} X_{N}+F_{N}^{*} R_{N} F_{N}+\hat{Q}_{N}  \tag{3.24}\\
X_{N}=\tilde{\mathscr{A}}_{N}-\tilde{B}_{N} F_{N} \tag{3.25}
\end{gather*}
$$

$$
\begin{equation*}
F_{N}=\left(R_{N}+\tilde{B}_{N}^{*} \Pi_{N} \tilde{B}_{N}\right)^{-1} \tilde{B}_{N}^{*} \Pi_{N} \tilde{\mathcal{A}}_{N} \tag{3.26}
\end{equation*}
$$

in the unknowns $\Pi_{N}, \quad X_{N}$ and $F_{N}$ where $\tilde{\mathscr{A}}_{N}=P_{i j}\left((r / N) \mathscr{A}_{N}\right)$ and $\tilde{B}_{N}=$ $(r / N) P_{k l}\left((r / N) \mathscr{A}_{N}\right) \mathscr{B}_{N}$.

To actually compute the optimal control law, the system (3.24), (3.25), (3.26) must first be transformed into an equivalent matrix formulation. Adopting the convention that the symbol $\mathscr{T}^{N}$ will denote the matrix representation for the operator $\mathscr{T}_{N}$ with respect to the linear spline basis defined above, it is not difficult to show that the system (3.24), (3.25), (3.26) is equivalent to the system of matrix equations given by

$$
\begin{gather*}
P^{N}=\left(X^{N}\right)^{T} P^{N} X^{N}+\left(F^{N}\right)^{T} R^{N} F^{N}+\frac{r}{N} K^{N} Q^{N},  \tag{3.27}\\
X^{N}=\tilde{\mathscr{A}}^{N}-\tilde{B}^{N} F^{N},  \tag{3.28}\\
F^{N}=\left(R^{N}+\left(\tilde{B}^{N}\right)^{T} P^{N} \tilde{B}^{N}\right)^{-1}\left(\tilde{B}^{N}\right)^{T} P^{N} \tilde{\mathscr{A}}^{N} \tag{3.29}
\end{gather*}
$$

where $\quad P^{N}=K^{N} \Pi^{N}, \quad \tilde{\mathscr{A}}^{N}=P_{i j}\left((r / N) A^{N}\right), \quad \tilde{B}^{N}=(r / N) P_{k l}\left((r / N) A^{N}\right) B^{N}, \quad R^{N}=$ $(r / N) R$ and $K^{N}, A^{N}, B^{N}$ and $Q^{N}$ are given by (3.8), (3.7), (3.11) and (3.12) respectively. Standard software packages can be used to solve the system (3.27), (3.28), (3.29), see for instance [2]. Once the matrices $F^{N}$ and $P^{N}$ have been determined, the $N$ th approximating solution to our problem is given by

$$
\begin{align*}
\bar{u}_{N}(t) & =-F_{N} \mathscr{P}_{N} z(t)  \tag{3.30}\\
& =-\left[F^{N}\left(K^{N}\right)^{-1} \Phi^{N}(0)^{T} x(t)+\int_{-r}^{0} F^{N}\left(K^{N}\right)^{-1} \Phi^{N}(\theta)^{T} x(t+\theta) g(\theta) d \theta\right]
\end{align*}
$$

or, using the fact that $\Pi_{N} \mathscr{P}_{N}$ approximates $\Pi$, by

$$
\begin{align*}
\bar{u}_{N}(t)= & -R^{-1} \mathscr{B}^{*} \Pi_{N} \mathscr{P}_{N} z(t) \\
=- & {\left[R^{-1} B_{0}^{T}\left(K^{N}\right)^{-1} P^{N}\left(K^{N}\right)^{-1} \Phi^{N}(0)^{T} x(t)\right.}  \tag{3.31}\\
& \left.+\int_{-r}^{0} R^{-1} B_{0}^{T}\left(K^{N}\right)^{-1} P^{N}\left(K^{N}\right)^{-1} \Phi^{N}(\theta)^{T} x(t+\theta) g(\theta) d \theta\right] .
\end{align*}
$$

The feedback gains $K_{0}$ and $K_{1}$ in (2.4) are approximated by

$$
\begin{equation*}
F^{N}\left(K^{N}\right)^{-1} \Phi^{N}(0)^{T} \tag{3.32}
\end{equation*}
$$

and

$$
\begin{equation*}
F^{N}\left(K^{N}\right)^{-1} \Phi^{N}(\cdot)^{T} g(\cdot) \tag{3.33}
\end{equation*}
$$

respectively, if (3.30) is used and by

$$
\begin{equation*}
R^{-1} B_{0}^{T}\left(K^{N}\right)^{-1} P^{N}\left(K^{N}\right)^{-1} \Phi^{N}(0)^{T} \tag{3.34}
\end{equation*}
$$

and

$$
\begin{equation*}
R^{-1} B_{0}^{T}\left(K^{N}\right)^{-1} P^{N}\left(K^{N}\right)^{-1} \Phi^{N}(\cdot)^{T} g(\cdot) \tag{3.35}
\end{equation*}
$$

if (3.31) is used.
Finally for a given set of initial conditions $x(0)=\eta, x_{0}=\psi$, the optimal value of the cost functional can be approximated using (3.23). We have

$$
\begin{equation*}
J(\bar{u} ; \eta, \psi) \sim\left[\left(K^{N}\right)^{-1} h^{N}(\eta, \psi)\right]^{T} P^{N}\left(K^{N}\right)^{-1} h^{N}(\eta, \psi) \tag{3.36}
\end{equation*}
$$

where $h^{N}$ is given by (3.20).
4. Numerical results. In this section we summarize some of the numerical results obtained by using the linear spline based approximation schemes described above to compute feedback controls for several hereditary regulator problems of the form given in § 2. For the purpose of comparison we have also computed approximate solutions using the finite difference based AVE scheme discussed in [15]. We recall that for the semi-discrete spline scheme, the approximating feedback gains $R^{-1} B_{0}^{T} \Pi_{N}^{00}$ and $R^{-1} B_{0}^{T} \Pi_{N}^{10}(\cdot)^{T}$ are given by (3.17) and (3.18) respectively while for the AVE scheme they may be computed using the time invariant forms of [15, (7.27) and (7.28)]. For the fully discrete spline scheme, the approximating gains are given either by (3.32) and (3.33) or by (3.34) and (3.35). Analogous formulae can be derived for a fully discrete scheme based upon the AVE approximation.

All computations were performed on a Control Data Corporation Cyber 170 model 730 at the NASA Langley Research Center (LaRC) using software written in Fortran. For the semi-discrete schemes, the approximating matrix Riccati algebraic equations (3.15) were solved using both an iterative Newton technique as it is described in [16] and the Potter method (see [24], [22]) which involves the eigenvalue-eigenvector decomposition of the $2 n(N+1) \times 2 n(N+1)$ matrix

$$
\hat{A}^{N}=\left[\begin{array}{cc}
A^{N} & -B^{N} R^{-1} B^{N^{T}} \\
-\tilde{Q}^{N} & -A^{N^{T}}
\end{array}\right]
$$

where the matrices $A^{N}, B^{N}$ and $\tilde{Q}^{N}$ are as they were defined in $\S 3$. The implementations of the two methods we used are contained in ORACLS [2], a software package developed at LaRC for the design of multivariable control systems.

Although the Newton algorithm performed well on the equations arising from both the spline and AVE schemes, the Potter method was the more efficient of the two, particularly for large values of $N$. The ORACLS implementation of the Potter method, however, requires that the matrix $\hat{A}^{N}$ be diagonalizable. This additional requirement posed no difficulties for the spline schemes in any of the examples we considered. On the other hand, for the AVE scheme, certain classes of problems (including those involving state equations of dimension greater than one of the form considered in Examples 4.2, and 4.3 below) lead to $\hat{A}^{N}$ which are nondiagonalizable (see [15] Theorems 7.11 and 7.12). In this instance, if one wishes to use the Potter method to solve (3.15), the generalized eigenvectors of $\hat{A}^{N}$ must be computed.

For the fully-discrete schemes, the system (3.27), (3.38), (3.29) was solved using an iterative Newton algorithm from the ORACLS package. The finite dimensional algebraic Riccati equation arising from either the semi-discrete or the fully discrete approximation schemes could also have been solved using a Schur decomposition
technique (see [23]). This method is similar in spirit to the Potter method with the exception of the fact that a Schur decomposition of the Hamiltonian matrix is employed in the place of an eigenvector decomposition. There is evidence that this method for solving algebraic Riccati equations with dense matrices of moderate size (order up to 100 ) is numerically stable and computationally more efficient than either the eigenvector or Newton-Kleinman approach. In addition the difficulty in applying the Potter method to the algebraic Riccati equation resulting from the AVE approximation scheme described above could be avoided. Since our primary objective was not to study the solution of the finite dimensional Riccati equations but rather the investigation of a spline based finite dimensional approximation to the original infinite dimensional delay system and since the Potter and Newton-Kleinman methods yielded satisfactory results in all of the equations we considered, we were content to make use of these methods which were included in the ORACLS pckage. The Schur method, on the other hand, was not readily available to us. However, we do recommend that in the application of our approximation schemes the use of the Schur technique for solving the resulting approximating finite dimensional algebraic Riccati equation be considered.

We have included results for three examples. Others can be found in [11]. Example 4.1 involves a 1 -dimensional state equation while Example 4.2 involves a system of dimension 2. In Example 4.3 we consider the wind tunnel system described in § 1. These examples were all solved using semi-discrete approximations. Example 4.1 was also solved using the fully discrete method and we shall comment further on this later.

Example 4.1. We consider the minimization of

$$
\begin{equation*}
J\left(u ; x(0), x_{0}\right)=\int_{0}^{\infty}\left[x^{2}(t)+u^{2}(t)\right] d t \tag{4.1}
\end{equation*}
$$

subject to the scalar differential equation given by

$$
\begin{equation*}
\dot{x}(t)=x(t)+x(t-1)+u(t) . \tag{4.2}
\end{equation*}
$$

In this example, the $\Pi_{N}^{00}$ are scalars and have been tabulated for $N=4,8,16$, and 32 in Table 4.1. The $\Pi_{N}^{10}(\cdot)$ are scalar valued functions and have been plotted for the same values of $N$ in Figs. 4.1, 4.2, 4.3 and 4.4.

Table 4.1

| $N$ | AVE | Spline |
| ---: | :---: | :---: |
| 4 | 2.8866 | 2.7940 |
| 8 | 2.8476 | 2.8054 |
| 16 | 2.8278 | 2.8084 |
| 32 | 2.8182 | 2.8091 |

Although we do not have a true value for $\Pi^{00}$, it is immediately clear from Table 4.1 that the values computed using the spline based scheme appear to have converged, while those computed by the AVE scheme are converging much more slowly. The oscillatory behavior exhibited by the spline approximations to $\Pi^{10}$ is a consequence of the fact that while in general it is not the case that $\Pi^{00}=\Pi^{10}(0)$, the requirement $R\left(\Pi_{N}\right) \subset Z_{N} \subset D(\mathscr{A})$ imposes the conditions $\Pi_{N}^{00}=\Pi_{N}^{10}(0)$ for each $N$. However, because in the closed loop form of the state equation (see (3.5)) $\Pi_{N}^{10}(\cdot)$ appears in the form of the kernel of an integral operator, the effect of the oscillations is minimized.
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We selected the initial data (we also satisfactorily considered other initial data, see [11])

$$
\begin{equation*}
x(0)=0 \quad x_{0}(\theta)=\sin \pi \theta, \quad-1 \leqq \theta \leqq 0, \tag{4.3}
\end{equation*}
$$

and computed the trajectories which result when the approximating optimal feedback controls (computed using either the AVE or the spline approximation schemes) are applied to the system (4.2), (4.3). Approximate values for the cost functional (4.1) were computed two ways: directly using the approximating optimal controls (3.4) with the corresponding approximating optimal trajectories (3.5) in (4.1) and also via (3.19). The integration of the closed loop state equation (3.5) was carried out by first discretizing the integral term and then by applying a modified version of a Runge-Kutta method for the numerical solution of ordinary differential equation initial value problems. We note that the numerical integration method employed to compute these trajectories was completely independent of either of the approximation schemes used to compute the approximating feedback operators, and thus should not have biased our results. For $N=4,8,16$, and 32 the approximating optimal trajectories are plotted in Figs. 4.5, 4.7, 4.9 and 4.11 while the open loop form of the approximating optimal controls are plotted in Figs. 4.6, 4.8, 4.10 and 4.12. The approximating values for the cost functional are tabulated in Table 4.2 where columns 1 and 3 contain the values computed directly and columns 2 and 4 the values computed using (3.24).

TAble 4.2

| $N$ | AVE |  | Spline |  |
| ---: | :---: | :---: | :---: | :---: |
|  | $J\left(x\left(\bar{u}_{N}\right)\right)$ | $\left\langle\Pi_{N} \mathscr{P}_{N} z_{0}, \mathscr{P}_{N} z_{0}\right\rangle$ | $J\left(x\left(\bar{u}_{N}\right)\right)$ | $\left\langle\Pi_{N} \mathscr{P}_{N} z_{0}, \mathscr{P}_{N} z_{0}\right\rangle$ |
| 4 | .3309 | .2809 | .3272 | .2484 |
| 8 | .3281 | .3000 | .3271 | .3027 |
| 16 | .3275 | .3121 | .3272 | .3163 |
| 32 | .3274 | .3191 | .3273 | .3196 |

Based upon the numerical results for the example presented above and several others which we have considered, the following observations concerning the relative performance of the AVE and spline based schemes can be made.
(I) The spline scheme converges faster and is more accurate at low orders. The AVE approximations generate a scheme that appears to converge like $1 / N$ while that for the splines is like $1 / N^{2}$. This is not unexpected, given our experience with the AVE and spline approximations in other contexts (e.g., see [5], [9], [7]). Furthermore, the trajectories, controls, and cost functional values obtained using the spline approximations with $N=4$ are competitive with the results produced by the AVE scheme with $N=16$. The computational effort and expense involved in solving a high order Riccati equation makes this an important consideration. In the scalar examples we tested, the amount of CPU time required to solve (using the Newton algorithm) the 5 -dimensional Riccati equations (corresponding to $n=1$ and $N=4$ ) was on the order of 10 seconds while the 17 -dimensional equations ( $n=1, N=16$ ) required approximately 70 seconds.
(II) If the value of the cost functional $J$ computed using the approximating optimal control and the resulting trajectory is used as a measure of the relative performance of the two approximation methods, then we found that the spline based technique is
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preferable. The spline approximations consistently produced a smaller value for $J\left(\bar{u}_{N} ; x(0), x_{0}\right)$ than did the AVE scheme. Similar conclusions can be drawn in the case of higher dimensional equations. Numerical results for a second order equation is presented in Example 4.2 below. Since the qualitative behavior of each component of the matrix valued functions $\Pi_{N}^{10}(\cdot)$ was the same as already depicted here in the 1 -dimensional case, for the 2 -dimensional example we present only the computed values for the $2 \times 2$ matrices $\Pi_{N}^{00}$.

Example 4.2. We consider the problem of minimizing

$$
\begin{equation*}
J\left(u ; y(0), y_{0}, \dot{y}(0), \dot{y}_{0}\right)=\int_{0}^{\infty}\left[y(t)^{2}+\dot{y}(t)^{2}+u(t)^{2}\right] d t \tag{4.4}
\end{equation*}
$$

subject to the harmonic oscillator with delayed restoring force and delayed damping given by

$$
\begin{equation*}
\ddot{y}(t)+\dot{y}(t-1)+y(t-1)=u(t), \tag{4.5}
\end{equation*}
$$

or, equivalently

$$
\dot{x}(t)=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] x(t)+\left[\begin{array}{rr}
0 & 0 \\
-1 & -1
\end{array}\right] x(t-1)+\left[\begin{array}{l}
0 \\
1
\end{array}\right] u(t)
$$

where

$$
x(t)=\left[\begin{array}{l}
y(t) \\
\dot{y}(t)
\end{array}\right] .
$$

In this form $J$ can be written

$$
J\left(u ; x(0), x_{0}\right)=\int_{0}^{\infty}\left[x(t)^{T} x(t)+u(t)^{2}\right] d t .
$$

The values of $\Pi_{N}^{00}$ for this example are given in Table 4.3 below.

TABLE 4.3

| $N$ | AVE | Spline |
| :---: | :---: | :---: |
| 4 | $\left[\begin{array}{ll}1.9849 & 1.1248 \\ 1.1248 & 1.6538\end{array}\right]$ | $\left[\begin{array}{ll}2.1419 & 1.2952 \\ 1.2952 & 1.853528\end{array}\right]$ |
| 8 | $\left[\begin{array}{ll}2.0511 & 1.1991 \\ 1.1991 & 1.7432\end{array}\right]$ | $\left[\begin{array}{ll}2.1394 & 1.296 \\ 1.296 & 1.8568\end{array}\right]$ |
| 16 | $\left[\begin{array}{ll}2.0914 & 1.2440 \\ 1.2440 & 1.7965\end{array}\right]$ | $\left[\begin{array}{ll}2.1389 & 1.2963 \\ 1.2963 & 1.8576\end{array}\right]$ |

We note that using the AVE scheme, Gibson [15] computed $\Pi_{22}^{00}$ to be

$$
\left[\begin{array}{ll}
2.1034 & 1.2574 \\
1.2574 & 1.8123
\end{array}\right]
$$

with the convergence being monotonic from below in each component of the matrix.

The values of the cost functional (4.4) evaluated using the trajectories obtained by integrating (4.5) with $u$ given by (3.4) and initial conditions

$$
\begin{aligned}
& y(0)=0, \quad y(\theta)= \begin{cases}2(\theta+1), & -1 \leqq \theta \leqq-\frac{1}{2}, \\
-2 \theta, & -\frac{1}{2} \leqq \theta \leqq 0,\end{cases} \\
& \dot{y}(0)=-2, \quad \dot{y}(\theta)= \begin{cases}2, & -1 \leqq \theta \leqq-\frac{1}{2}, \\
-2, & -\frac{1}{2}<\theta \leqq 0\end{cases}
\end{aligned}
$$

are given in Table 4.4.
TABLE 4.4

| $N$ | AVE |  | Spline |  |
| ---: | :---: | :---: | :---: | :---: |
|  | $J\left(x\left(\bar{u}_{N}\right)\right)$ | $\left\langle\Pi_{N} \mathscr{P}_{N} z_{0}, \mathscr{P}_{N} z_{0}\right\rangle$ | $J\left(x\left(\bar{u}_{N}\right)\right)$ | $\left\langle\Pi_{N} \mathscr{P}_{N} z_{0}, \mathscr{P}_{N} z_{0}\right\rangle$ |
| 4 | 14.4103 | 11.2650 | 14.2383 | 13.8926 |
| 8 | 14.2493 | 12.3886 | 14.2201 | 13.8045 |
| 16 | 14.2165 | 13.0784 | 14.2160 | 13.8308 |

Example 4.3. In this example we investigate the Mach no. control loop problem described in the introduction. Recall that when the guide vane angle actuator is the control, the state of the system is governed by an equation in $R^{3}$ of the form

$$
\dot{x}(t)=\left[\begin{array}{ccc}
-1 / \tau & 0 & 0 \\
0 & 0 & 1 \\
0 & -\omega^{2} & -2 \zeta \omega
\end{array}\right] x(t)+\left[\begin{array}{ccc}
0 & k / \tau & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] x(t-.33)+\left[\begin{array}{c}
0 \\
0 \\
\omega^{2}
\end{array}\right] u(t) .
$$

Here $x=(\delta M, \delta \theta, \delta \dot{\theta})^{T}$ is made up of the variation in Mach no. $\delta M$, the variation in guide vane angle $\delta \theta$, and the variation in guide vane angle velocity $\delta \dot{\theta}, u=\delta \theta_{A}$ is the guide vane angle actuator input and the parameters $\tau, \omega, \zeta$, and $k$ take on the values $1.964 \mathrm{sec}, 6.0 \mathrm{rad} / \mathrm{sec}, .8$, and $-.0117 \mathrm{deg}^{-1}$ respectively [3].

Parametric studies [3] on the elements of the state weighting matrix in the cost functional revealed that if $J$ was chosen as

$$
J\left(u ; x(0), x_{0}\right)=\int_{0}^{\infty}\left[x(t) Q_{0} x(t)+u^{2}(t)\right] d t
$$

where $Q_{0}=\operatorname{diag}\left(10^{4}, 0,0\right)$, then the resulting control gains, upon simulation, produced responses which typically did not exceed the physical limitations of the system.

The values for the matrices $\Pi_{N}^{00}$ computed using the AVE and spline schemes for $N=2,4$, and 8 are given in Table 4.5.

TABLE 4.5

| $N$ | AVE |  |  | Spline |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | $\left[\begin{array}{r}8655.2438 \\ -9.8912 \\ -.9567\end{array}\right.$ | -9.8912 .0170 .0017 | $\left.\begin{array}{r}-.9567 \\ .0017 \\ .0002\end{array}\right]$ | $\left[\begin{array}{c}8677.0892 \\ -9.8201 \\ -9.477\end{array}\right.$ | -9.8201 .0183 .0018 | $\left.\begin{array}{r}-.9477 \\ .0018 \\ .0002\end{array}\right]$ |
| 4 | $\left[\begin{array}{r}8665.7889 \\ -9.8528 \\ -.9523\end{array}\right.$ | -9.8528 .0175 .0018 | $\left.\begin{array}{r}-.9523 \\ .0018 \\ .0002\end{array}\right]$ | $\left[\begin{array}{r}8676.9237 \\ -9.8164 \\ -.9477\end{array}\right.$ | -9.8164 .0185 .0019 | $\left.\begin{array}{r}-.9477 \\ .0019 \\ .0002\end{array}\right]$ |
| 8 | $\left[\begin{array}{r}8671.3161 \\ -9.8336 \\ -.9500\end{array}\right.$ | -9.8336 .0179 .0018 | $\left.\begin{array}{r}-.9500 \\ .0018 \\ .0002\end{array}\right]$ | $\left[\begin{array}{r}8676.9829 \\ -9.8154 \\ -.9477\end{array}\right.$ | -9.8154 .0185 .0019 | $\left.\begin{array}{r}-.9477 \\ .0019 \\ .0002\end{array}\right]$ |

Using the approximating feedback control laws, we computed trajectories for the problem of driving $\delta M$ from -.1 to 0.0 (corresponding to $M$ varying from .8 to .9 ) and $\delta \theta$ from 8.55 to 0 (corresponding to the guide vane angle varying from $10.48^{0}$ to a steady state of $1.93^{\circ}$ ). The initial variation in the guide vane angle velocity, $\dot{\delta} \theta(0)$ was set to 0 . The resulting values for the cost functional are given in Table 4.6. The Mach no. and guide vane angle trajectories produced by the approximating control gains computed using the spline scheme with $N=8$ are plotted in Figs. 4.13 and 4.14, respectively. Our results compare favorably with those obtained by Armstrong and Tripp [3] using an approximating feedback control law produced by a finite difference technique and with those obtained by Daniel [12] using a spline based approximation scheme to solve a similar problem in open loop form.

Table 4.6

| $N$ | AVE |  | Spline |  |
| :---: | :---: | :---: | ---: | :---: |
|  | $J\left(x\left(\bar{u}_{N}\right)\right)$ | $\left\langle\Pi_{N} \mathscr{P}_{N} z_{0}, \mathscr{P}_{N} z_{0}\right\rangle$ | $J\left(x\left(\bar{u}_{N}\right)\right)$ | $\left\langle\Pi_{N} \mathscr{P}_{N} z_{0}, \mathscr{P}_{N} z_{0}\right\rangle$ |
| 2 | 136.7393 | 123.9360 | 136.7355 | 138.6967 |
| 4 | 136.7369 | 124.5019 | 136.7354 | 138.7345 |
| 8 | 136.7361 | 124.8019 | 136.7353 | 138.7624 |



Fig. 4.13


Fig. 4.14

We have also tested the fully discrete schemes on Example 4.1 and compared the results with those obtained with the semi-discrete techniques. The results obtained were not surprising (see [11]). Based on these results and other comparisons of fully discrete vs. semi-discrete versions of these methods we conclude:
(I) For low order approximation (i.e., $N$ small) the results produced by the semi-discrete schemes are better than those produced by the fully discrete methods. As $N$ increases, however, the two techniques yield comparable results.
(II) For $N$ large, using an iterative Newton algorithm, the ORACLS package was able to solve the system (3.27), (3.28), (3.29) arising in the fully discrete methods in roughly half the time it required to solve the matrix Riccati algebraic equation (3.15) resulting from the semi-discrete approximation schemes.
(III) As measured by the magnitude of the cost functional corresponding to a given set of initial conditions and the rate of convergence of the approximating feedback gains, control law (3.31) is preferable to control law (3.30).
(IV) Using the same criteria as in (III), for the fully discrete schemes, as was the case with the semi-discrete schemes, the spline approximations out-perform the AVE approximations.
5. Theoretical considerations and further remarks. We turn to a brief discussion of the convergence exhibited by the "gain" operators in $\Pi_{N} \mathscr{P}_{N}$. Careful study of the numerical examples in § 4 reveals that numerically one has weak convergence of $\Pi_{N} \mathscr{P}_{N}$, strong ( $L_{2}$ ) convergence of the approximating feedback controls $\left\{\bar{u}_{N}\right\}$ of (3.4) and convergence of the performance measures (3.6) and $J\left(\bar{u}_{N} ; x(0), x_{0}\right)$. We have actually proved the weak convergence $\Pi_{N} \mathscr{P}_{N} \rightarrow \Pi$ in certain special cases that include scalar and second order examples such as those considered in §4. More precisely, if we consider a hereditary system of the form (1.1) and assume (i) ( $A_{0}, B_{0}$ ) is a controllable
system and (ii) Range $\left(B_{0}\right) \supset$ Range $\left(A_{1}\right)$, then $\left\{\Pi_{N} \mathscr{P}_{N}\right\}$ is uniformly bounded in $L(Z)$. One can then, under assumptions similar to those invoked by Gibson [15, § 6], establish weak convergence of the sequence. For example, if we further assume (iii) the hereditary system is stabilizable, (iv) $Q_{0}, A_{0}, A_{1}, B_{0}$ are such that any admissible control drives the state to zero asymptotically, and (v) for $N$ sufficiently large, there exist self-adjoint nonnegative solutions $\Pi_{N}$ of the approximate Riccati algebraic equations (3.1), then arguments similar to those in [15] (see Theorem 6.7) can be made to obtain $\Pi_{N} \mathscr{P}_{N} \rightarrow \Pi$.

If we are willing to assume that Gibson's conjecture 7.1 (essentially, that the approximation scheme when applied preserves uniform asymptotic stability possessed by any original hereditary system) holds for the spline schemes (an assumption that Gibson makes for the "averaging" scheme and one which, based on spectral considerations, we feel confident is valid for both schemes), then we can guarantee existence of solutions $\Pi_{N}$ of the approximate Riccati equations (3.1) and furthermore, boundedness of $\left\{\Pi_{N} \mathscr{P}_{N}\right\}$ follows immediately (e.g., see Theorem 7.5 of [15]).

With respect to the question of strong or trace norm convergence of $\left\{\Pi_{N} \mathscr{P}_{N}\right\}$, we note that Gibson [15] obtains such convergence for the averaging scheme. This in turn (see Theorem 6.8 and $\S 7$ of [15]) yields convergence of the payoffs. Fundamental to Gibson's arguments (see Theorems 6.1 and 6.9) is the result $S_{N}^{*}(t) \rightarrow S^{*}(t)$ where $\{S(t)\}$ is the solution semigroup for the original hereditary system (2.2) with $u=0$, and $\left\{S_{N}(t)\right\}$ is the solution semigroup for the approximating system (e.g., (3.2)) with $u=0$. For our spline schemes we do not believe arguments similar to those of Gibson will suffice to obtain this strong convergence of adjoints; specifically, we do not believe that $\mathscr{A}_{N}^{*} \rightarrow \mathscr{A}^{*}$ in a mode sufficient to yield the required convergence of $S_{N}^{*}$. At this time we honestly do not know whether we have strong convergence of $\left\{\Pi_{N} \mathscr{P}_{N}\right\}$ for the spline schemes. From our numerical results we tend to doubt strong convergence although we do observe the desired convergence of the payoffs and can actually establish this theoretically for our spline schemes. If strong convergence of $\left\{\Pi_{N} \mathscr{P}_{N}\right\}$ is true, we believe a theory somewhat different from that of Gibson's will be required to establish this. In this regard we further note that Kunisch, in his investigation [21] of both the spline and averaging schemes for the finite interval integral quadratic cost control problem for systems with delays, obtains convergence of the payoffs and controls and weak convergence of the associated time dependent Riccati operators in a theoretical treatment that is independent of adjoint convergence considerations. However, even if this theory could be extended to treat the infinite interval regulator problems, it would not appear to yield the stronger convergence results for $\left\{\Pi_{N} \mathscr{P}_{N}\right\}$.

In addition to our numerical findings, there is other evidence that appears to cast doubts on the possibility of strong convergence of $\left\{\Pi_{N} \mathscr{P}_{N}\right\}$. Recall that $Z_{N} \subset D(\mathscr{A})$ for each $N$ and since in the representation

$$
\Pi_{N} \mathscr{P}_{N}=\left[\begin{array}{cc}
\Pi_{N}^{00} & \Pi_{N}^{01} \\
\Pi_{N}^{10} & \Pi_{N}^{11}
\end{array}\right]
$$

the first column is "in" $D(\mathscr{A})$, we must have $\Pi_{N}^{00}=\Pi_{N}^{10}(0)$. The components of $\Pi$ do not satisfy such a boundary condition. Indeed (see [15, Theor. 4.4]) col $\left(\Pi^{00}, \Pi^{10}\right)$ is "in" $D\left(\mathscr{A}^{*}\right)$. This suggest that the convergence of $\Pi_{N} \mathscr{P}_{N}$ to $\Pi$ cannot occur in a very strong mode.

The theoretical considerations above aside, we believe the evidence is quite substantial in support of our contention that the spline methods offer an attractive means for computing feedback gains in delay system regulator problems. We close
with a summary of remarks on the merits of our spline schemes over the averaging scheme (we do not mean to discredit the averaging technique-for many problems it should perform quite admirably-rather we wish to argue that in some examples, the spline schemes can offer significant improvements). We recall from the numerical results of $\S 4$ that (on these examples) the linear spline scheme always is as good as the averaging scheme, and in some cases it is better (faster convergence, better approximation at low orders). In some situations the averaging scheme yields a Riccati system that is difficult to solve numerically, while this never (in our experience) occurs with the spline schemes.

As further evidence of the usefulness of the spline schemes, we offer the recent experiences of Gibson (private communication) and Ito [17] in using the averaging and spline approximation schemes as a basis for computation of closed loop eigenvalues for delay systems (e.g., using the system (3.2), (3.3) to compute eigenvalues that approximate those of the feedback system (2.2), (2.13)). In these efforts, the spline based schemes performed in a far superior manner. We interpret this as another argument in favor of construction of feedback gains via our spline schemes.
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# NOTE ON FINITE DIFFERENCE APPROXIMATIONS TO BURGERS' EQUATION* 

H. AREF $\dagger$ AND P. K. DARIPA $\dagger$


#### Abstract

Standard finite difference approximations to Burgers' equation are considered from the point of view of dynamical systems theory. Phase plane analyses for discretizations with a few grid points are presented. These show the existence of initial conditions leading to spurious solutions with unlimited amplitude growth due to nonconservation of kinetic energy by the nondissipative terms in the discretizations. It is shown that such solutions may be found even for arbitrarily fine pointwise resolution, i.e., for arbitrarily many grid points. On the other hand, an energy conserving discretization of the nondissipative terms removes all spurious solutions of this kind. The results obtained seem to complement recent investigations of the steady state problem.


Key words. finite difference scheme, Burgers' equation, phase plane analysis

1. Introduction. We have been studying standard finite difference approximations to Burgers' equation [1] as part of an attempt to compare various numerical methods for solving partial differential equations. Burgers' equation is a valuable test case for such studies since it is directly solvable by the Cole-Hopf [2], [3] transformation, and numerically it is accessible by standard finite difference, finite element and spectral methods. One may also formulate a "particle method" for Burgers' equation by appealing to the possibility of a pole decomposition [4] for this equation.

Our primary interest is in the dynamics of two-dimensional flow, particularly the two-dimensional Euler equation and the representation of its solutions by an assembly of point vortices [5]-[7]. The pole decomposition of Burgers' equation can be seen as an analogue of the vortex decomposition of two-dimensional incompressible hydrodynamics formulated as a field theory for the stream function [7]. Hence, a comparison of "standard" numerical techniques, such as finite differences, for Burgers' equation with the pole decomposition solutions suggests itself. As a preliminary to this a study of the finite difference equations themselves was performed, and, since the ideas of pole and vortex decomposition quickly lead to notions from dynamical systems theory, the finite difference equations were considered from this point of view. There has recently been much interest in using results from the theory of dynamical systems to study in greater detail the nature of the instabilities to which numerical schemes are susceptible [8], [9].

A standard finite difference approximation to Burgers' equation consists of a set of ordinary differential equations, one for the field value at each grid point, coupled through quadratic interactions. As is well known, problems of precisely this format may display chaotic solutions [10]. The Lorenz equations [11] are a case in point. If such behavior occurs for a finite difference approximation to Burgers' equation, it must clearly come from the numerical scheme, since the continuum Burgers' equation is in some sense "integrable." (Burgers' equation is dissipative, and so integrability is not immediately defined. However, its pole decomposition equations can be imbedded in an integrable Hamiltonian system, the Calogero-Moser system [4]. Taflin [12] discusses the concept of integrability and Burgers' equation.)

[^89]We must state right away that we did not find chaotic behavior for our standard finite difference approximations to Burgers' equation. However, the dynamical systems point of view suggested that we look in detail at the "phase plane" for discretizations with a small number of grid points. This was done for $N=3,4,5$ and 6 , and we found for $N=4$ that there exist initial states which grow in time beyond all bounds. Such solutions are physically unacceptable. Moreover, we are able to show, by a rather obvious argument, that for any $N$ which is a multiple of 4 such initial states with spurious long time behavior will exist. This result seems to complement recent work on the steady Burgers' equation [13], [14]. The result is unsettling because it shows that even for arbitrarily fine pointwise spatial resolution the standard finite difference approximation to Burgers' equation can give physically unacceptable results for certain initial conditions. A complete resolution of this "paradox" is not given. However, we do show that if a slightly different finite difference approximation is employed, which conserves the discretized kinetic energy, then no initial conditions can lead to the above pathology of infinite amplitude growth.

We must emphasize that although our entire discussion centers on Burgers' equation our objective is not to solve that equation numerically. Burgers' equation is trivial. However, as just mentioned, any finite difference approximation to the material derivative of a field results in a system of ODEs with quadratic couplings. Thus, we submit that the method of analysis exemplified here is of general applicability and usefulness. (For a related discussion, involving the Fourier amplitude equations for two-dimensional flow, see [15]).
2. Preliminaries. We are concerned with Burgers' equation,

$$
u_{t}+u u_{x}=\nu u_{x x}
$$

for a real field, $u=u(x, t)$, and specifically consider the initial value problem:

$$
u(x, 0)=u_{0}(x)
$$

for periodic boundary conditions on an interval of length $L$ :

$$
u(x+L, t)=u(x, t)
$$

To solve this problem numerically, we introduce the grid values $u_{k}(t)=u(k L / N, t)$ for $k=0, \cdots, N-1$, and discretize $u_{x x}$ and $u u_{x}$ according to

$$
\begin{aligned}
& u_{x x}=\left(\frac{N}{L}\right)^{2}\left(u_{k+1}+u_{k-1}-2 u_{k}\right), \\
& u u_{x}=\left(\frac{N}{2 L}\right) u_{k}\left(u_{k+1}-u_{k-1}\right)
\end{aligned}
$$

These expressions are accurate to $O\left((\Delta x)^{2}\right)$, where $\Delta x=L / N$. Substituting into Burgers' equation we obtain a system of coupled ODEs of first order for the amplitudes $u_{k}$. We may nondimensionalize these equations by setting

$$
v_{k}(s)=\left(\frac{L}{N \nu}\right) u_{k}\left(\frac{L^{2} s}{N^{2} \nu}\right), \quad k=0, \cdots, N-1
$$

The proposed discretization of Burgers' equation then reads

$$
\begin{equation*}
\frac{d v_{k}}{d s}=-\left(\frac{v_{k}}{2}\right)\left(v_{k+1}-v_{k-1}\right)+v_{k+1}+v_{k-1}-2 v_{k} \tag{1}
\end{equation*}
$$

There is one ODE for each grid point amplitude $v_{k}, k=0, \cdots, N-1$, making a system of $N$ coupled equations in all. As noted previously, the couplings are quadratic. The periodic boundary condition now means that $v_{k+N}=v_{k}$ for all nondimensional times $s$.

The discretization (1) conserves momentum in the sense that

$$
\sum_{k=0}^{N-1} \frac{d v_{k}}{d s}=0
$$

Since the value of the momentum of the field may be altered at will by subjecting it to a Galilean transformation, viz.

$$
U(x, t)=u(x-c t, t)+c,
$$

we shall consistently assume that the total momentum vanishes. For the discrete system we thus assume:

$$
\sum_{k=0}^{N-1} v_{k}=0 .
$$

This restriction on the sum of the $v_{k}$ will prove very convenient later.
Kinetic energy, on the other hand, is not conserved by the scheme (1), i.e.

$$
\sum_{k=0}^{N-1} v_{k} \frac{d v_{k}}{d s} \neq 0,
$$

even if the dissipative (linear) terms are omitted. It may be shown that the kinetic energy of the field $u$,

$$
E_{\mathrm{kin}} \equiv \frac{1}{2} \int_{0}^{L} u^{2} d x
$$

satisfies the equation of motion

$$
\frac{d E_{\mathrm{kin}}}{d t}=-\nu \int_{0}^{L}\left(\frac{\partial u}{\partial x}\right)^{2} d x
$$

and thus decreases unless $u$ is constant in $x$ or $\nu=0$. Hence solutions to the discretized equations that make the energy increase indefinitely or solutions that are steady in time but vary in $x$ are not physically acceptable and must be classified as artifacts of the numerical scheme. We shall meet with such solutions in the next section. In § 4 we shall then trace the origin of these spurious solutions to the fact that scheme (1) does not conserve kinetic energy in the nondissipative limit.
3. Case studies for small $N$. For $N=2$ we are led to consider the system

$$
\begin{aligned}
& \dot{v}_{0}=-\left(\frac{v_{0}}{2}\right)\left(v_{1}-v_{1}\right)+v_{1}+v_{1}-2 v_{0}=2\left(v_{1}-v_{0}\right) \\
& \dot{v}_{1}=2\left(v_{0}-v_{1}\right)
\end{aligned}
$$

(where the dot signifies a derivative with respect to $s$ ) so that

$$
\dot{v}_{0}-\dot{v}_{1}=-4\left(v_{0}-v_{1}\right)
$$

Thus $v_{0}-v_{1}$ decays exponentially and since $v_{0}$ and $v_{1}$ sum to zero (total momentum is assumed to vanish; see $\S 2$ ) we see that both $v_{0}$ and $v_{1}$ must decay to zero. This is completely in accord with our expectations for the continuum equation.

For $N=3$ we get the more interesting system

$$
\begin{aligned}
& \dot{v}_{0}=-\left(\frac{v_{0}}{2}\right)\left(v_{1}-v_{2}\right)+v_{1}+v_{2}-2 v_{0} \\
& \dot{v}_{1}=-\left(\frac{v_{1}}{2}\right)\left(v_{2}-v_{0}\right)+v_{2}+v_{0}-2 v_{1} \\
& \dot{v}_{2}=-\left(\frac{v_{2}}{2}\right)\left(v_{0}-v_{1}\right)+v_{0}+v_{1}-2 v_{2}
\end{aligned}
$$

It is not difficult to see that this system has the integral

$$
I \equiv v_{0} v_{1} v_{2} \exp (9 s)
$$

(when $v_{0}+v_{1}+v_{2}=0$ ). This integral immediately shows us that if the equations for $N=3$ have a steady state solution, one of the amplitudes, say $v_{0}$, must vanish. But if $v_{0}=0$, we have $v_{1}=-v_{2} \equiv v$ and the system reduces to

$$
\dot{v}=\left(\frac{v}{2}\right)(v-6)
$$

with steady states corresponding to $v=0$ and $v=6$ and in general the solution

$$
v(s)=\frac{6 v(0) \exp (-3 s)}{6-v(0)(1-\exp (-3 s))}
$$

Figure 1 shows projections of several phase space trajectories, which reside in the plane $v_{0}+v_{1}+v_{2}=0$, onto the ( $v_{1}, v_{2}$ )-plane. We see that for certain initial conditions


Fig. 1. Phase trajectories, projected onto the $\left(v_{1}, v_{2}\right)$-plane for scheme (1) with $N=3$.
the trajectories depart to infinity due to the existence of saddle points at $(0,6,-6)$, $(-6,0,6)$ and $(6,-6,0)$.

For $N=4$ we must consider the system

$$
\begin{aligned}
& \dot{v}_{0}=-\left(\frac{v_{0}}{2}\right)\left(v_{1}-v_{3}\right)+v_{1}+v_{3}-2 v_{0}, \\
& \dot{v}_{1}=-\left(\frac{v_{1}}{2}\right)\left(v_{2}-v_{0}\right)+v_{2}+v_{0}-2 v_{1}, \\
& \dot{v}_{2}=-\left(\frac{v_{2}}{2}\right)\left(v_{3}-v_{1}\right)+v_{3}+v_{1}-2 v_{2}, \\
& \dot{v}_{3}=-\left(\frac{v_{3}}{2}\right)\left(v_{0}-v_{2}\right)+v_{0}+v_{2}-2 v_{3} .
\end{aligned}
$$

We notice that

$$
\begin{aligned}
& v_{3} \dot{v}_{1}+\dot{v}_{3} v_{1}=\left(v_{1}+v_{3}\right)\left(v_{2}+v_{0}\right)-4 v_{1} v_{3}, \\
& v_{0} \dot{v}_{2}+\dot{v}_{0} v_{2}=\left(v_{0}+v_{2}\right)\left(v_{1}+v_{3}\right)-4 v_{0} v_{2} .
\end{aligned}
$$

Hence

$$
\frac{d}{d s}\left(v_{0} v_{2}-v_{1} v_{3}\right)=-4\left(v_{0} v_{2}-v_{1} v_{3}\right)
$$

and the system has the integral

$$
J \equiv\left(v_{0} v_{2}-v_{1} v_{3}\right) \exp (4 s) .
$$

We now observe that the full four-dimensional system has a discrete symmetry: The constraint $v_{0}=-v_{3} \equiv U, v_{1}=-v_{2} \equiv V$ will be preserved by the equations of motion. The evolution of $U, V$ is governed by

$$
\begin{aligned}
& \dot{U}=-\left(\frac{U}{2}\right)(U+V)+V-3 U, \\
& \dot{V}=\left(\frac{V}{2}\right)(U+V)+U-3 V
\end{aligned}
$$

Let

$$
X=(U+V) \sqrt{2}, \quad Y=U-V
$$

Then the equations for $U$ and $V$ may be written as

$$
\dot{X}=\frac{\partial G}{\partial X}, \quad \dot{Y}=\frac{\partial G}{\partial Y}
$$

with

$$
G(X, Y)=-X^{2}\left(1+\frac{1}{4} Y\right)-2 Y^{2}
$$

Several level curves of the potential $G$ are shown in Fig. 2a and the ( $X, Y$ )-flow, which arises as the family of trajectories orthogonal to the level curves, is shown in Fig. 2b. Again we see spurious steady states and again they apparently give rise to modes of evolution in which some discrete amplitudes grow indefinitely.


FIG. 2(a). The potential $G(X, Y)$ pertaining to the analysis of scheme (1) with $N=4$. The separatrix consists of the line $Y=-4$ and the parabola $Y=-\frac{1}{8} X^{2}+4$.


Fig. 2(b). The ( $X, Y$ )-flow pertaining to scheme (1) with $N=4$.

We conclude this section by observing that increasing $N$ will not rule out the existence of initial conditions leading to physically spurious solutions. This follows, for example, if $N=4 n$. The finite difference amplitude equations will then have a discrete symmetry which consists in every fourth amplitude being the same, i.e., $v_{k+4 p}=v_{k}$ where $k=0,1,2,3$ and $p=0,1, \cdots, n-1$. Within the subspace singled out by this symmetry, the system of ODEs reduces to $n$ replicas of the $N=4$ system discussed above. Now consider an initial condition with the repeated period-four symmetry in
the region that leads to indefinite growth. Such an initial condition can be found in the form

$$
\left(v_{0}, \cdots, v_{N-1}\right)=(a, b,-a,-b, a, b,-a,-b, \cdots, a, b,-a,-b)
$$

according to our analysis of the $N=4$ system above. Since the region in the ( $v_{0}, v_{1},-v_{0},-v_{1}$ ) subspace that leads to indefinite growth is obviously an open set (cf. Fig. 2b), it must be possible to find initial conditions for the full $N=4 n$ system of the form

$$
\left(v_{0}, \cdots, v_{N-1}\right)=\left(a+e_{1}, b+e_{2},-a+e_{3},-b+e_{4}, \cdots\right)
$$

where $e_{1}, e_{2}, e_{3}, e_{4}$, etc. are different, i.e. initial conditions without the discrete, period four symmetry, that still lead to indefinitely large amplitudes. We have tried several such initial conditions and checked numerically that they indeed lead to unlimited amplitude growth.

To see what this property of scheme (1) means in terms of the original variables $u_{k}$ we must refer to the definition of $v_{k}$ in $\S 2$. Then we see that if $u_{k}(0)=F_{k}$, $k=0,1,2,3$, is a set of initial amplitudes that leads to indefinite growth for a discretization with 4 grid points, $u_{k+4 p}(0)=n F_{k}, k=0,1,2,3, p=0,1, \cdots, n-1$, will lead to indefinite growth for a discretization with $N=4 n$ grid points. We shall restate this result in terms of the so-called cell Reynolds number in $\S 5$.
4. Remedy. Having described the pathologies of the scheme (1), we must now prescribe a cure. We note that all the spurious solutions in § 3 violate the requirement that kinetic energy be dissipated. Indeed with diverging amplitudes the discretized kinetic energy clearly tends to infinity. Hence, if a scheme that conserves energy (when the dissipative terms are neglected) can be found, unbounded spurious solutions, such as those found for scheme (1), should disappear. It is not difficult to find such a scheme: We first recall that Burgers' equation may be written in "conservation form"

$$
u_{t}+\left(\frac{1}{2} u^{2}\right)_{x}=\nu u_{x x}
$$

and this form can then be discretized. This leads to

$$
\begin{equation*}
\frac{d v_{k}}{d s}=-\frac{1}{4}\left(v_{k+1}^{2}-v_{k-1}^{2}\right)+v_{k+1}+v_{k-1}-2 v_{k} \tag{2}
\end{equation*}
$$

with the same rescalings as before. This scheme again conserves momentum but not energy. Few-amplitude truncations of the system (2) can be shown to display spurious solutions as in § 3 .

However, we now have two schemes and new schemes can be constructed by forming convex combinations of them. In particular, we can ask whether some such combination will conserve energy. Thus we add (1) and (2) with "weights" $w$ and $1-w$ respectively and impose the condition that the combination conserve energy (when the linear, dissipative terms are neglected). This turns out to determine $w$ uniquely ( $w=\frac{1}{3}$ ) and the resulting scheme is [16]

$$
\begin{equation*}
\frac{d v_{k}}{d s}=-\frac{1}{6}\left(v_{k+1}-v_{k-1}\right)\left(v_{k+1}+v_{k-1}+v_{k}\right)+v_{k+1}+v_{k-1}-2 v_{k} \tag{3}
\end{equation*}
$$

Since it arose by linear (convex) combination of (1) and (2), scheme (3) clearly still conserves momentum. Using the Cauchy-Schwarz inequality it is also easy to show
from (3) that

$$
\sum_{k=0}^{N-1} v_{k} \frac{d v_{k}}{d s} \leqq 0
$$

where the equal sign only holds if all $v_{k}$ are identical (and hence zero).
We remark that it may sometimes be undesirable to have an energy-conserving discretization (in the limit of zero viscosity) for physical reasons. For example, if the objective is to track shock formation in an initial value calculation, energy conservation may actually be an unwanted constraint [17, p. 252].
5. Concluding remarks. It is useful to state precisely what the remedy of $\S 4$ was. Essentially it consisted in discretizing the factor $u$ of $u u_{x}$ by $\left(v_{k+1}+v_{k-1}+v_{k}\right) / 3$ instead of just by $v_{k}$ (compare (3) to (1)). This kind of differencing to produce the value of the field itself at a point, as opposed to the values of derivatives, arises frequently and naturally in the finite element method. In fact, the discretization of the convective derivative in (3) can be obtained using the finite element method with a basis of piecewise linear functions.

It is worth reiterating that we have not found evidence of chaotic behavior. This seems to be due to the absence of any free parameters in our discretized equations. With the relative magnitude of linear and nonlinear terms that is forced upon us here, the phase space flows seem to be dominated by sinks and saddles. We have not attempted to insert a variable parameter into these equations in order to seek out regimes of chaotic solutions since the physical significance of such an exercise seemed unclear.

We may restate our results by saying that close to the origin even the "naive" schemes (1) and (2) give qualitatively acceptable results. In fact, we can identify a certain region, $\left|v_{k}\right| \leqq v_{\max }(N)$ for $k=0,1, \cdots, N-1$, within which the discretization behaves in a qualitatively correct way compared to the continuum equation. In terms of the field amplitudes $u_{k}$ and the spatial resolution $\Delta x$ (§2) this criterion takes the form $\left|u_{k}\right| \Delta x / \nu \leqq v_{\max }(N)$, i.e. the cell Reynolds number, $\operatorname{Re} \equiv\left(\max _{k}\left|u_{k}\right|\right) \Delta x / \nu$, must be chosen less than some $N$-dependent upper bound. Clearly if $v_{\max }(N)$ tends to infinity with increasing $N$, spurious solutions become less troublesome with increasing resolution. However, we have just seen that for scheme (1), $v_{\max }(4 n) \leqq v_{\max }(4)$ (see the argument given at the end of $\S 3$ ) and thus that $v_{\max }(N)$ does not increase systematically in this case. In terms of the original variables $u_{k}$ we must go to ever larger amplitudes as $N$ increases to encounter the spurious behavior. But for scheme (1) spurious solutions can be found; for scheme (3), they cannot. We may mention in conclusion that for cell Reynolds number less than 2 scheme (1) is usually found to be adequate [13], [14].
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# NUMERICAL METHODS FOR STIFF SYSTEMS OF TWO-POINT BOUNDARY VALUE PROBLEMS* 

JOSEPH E. FLAHERTY $\dagger$ AND ROBERT E. O'MALLEY, JR. $\dagger$


#### Abstract

We develop numerical procedures for constructing asymptotic solutions of certain nonlinear singularly perturbed vector two-point boundary value problems having boundary layers at one or both endpoints. The asymptotic approximations are generated numerically and can either be used as is or to furnish a general purpose two-point boundary value code with an initial approximation and the nonuniform computational mesh needed for such problems. The procedures are applied to a model problem that has multiple solutions and to problems describing the deformation of a thin nonlinear elastic beam that is resting on an elastic foundation.


1. Introduction. Initial value problems for stiff systems of ordinary differential equations are now considered to be relatively tractable numerically (cf. Enright et al. [7]). However, codes for stiff (or singularly perturbed) boundary value problems are not readily available, even though these problems arise in a great many applications. (The term stiff is more commonly restricted to singularly perturbed initial value problems, when stability forces stepsizes for explicit integration schemes to be severely restricted in regions where the solution is relatively smooth. We use the term in a broader context where solutions are not smooth everywhere, but are instead characterized by both intervals of smoothness and by rapid changes over narrow intervals.)

In this paper we consider asymptotic and numerical methods for singularly perturbed two-point boundary value problems of the form

$$
\begin{array}{ll}
\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}, \mathbf{y}, t, \varepsilon), & \varepsilon \dot{\mathbf{y}}=\mathbf{g}(\mathbf{x}, \mathbf{y}, t, \varepsilon), \\
\mathbf{a}(\mathbf{x}(0), \mathbf{y}(0), \varepsilon)=\mathbf{0}, & \mathbf{b}(\mathbf{x}(1), \mathbf{y}(1), \varepsilon)=\mathbf{0}
\end{array}
$$

where $\mathbf{x}, \mathbf{y}, \mathbf{a}$, and $\mathbf{b}$ are vectors of dimension $m, n, q$, and $r=m+n-q$, respectively, and $\varepsilon$ is a small positive parameter.

Although many special problems of this form can be solved by known asymptotic or numerical techniques, the general problem is very difficult and beyond our current understanding. The form of equations (1.1), (1.2) imply that, whenever $\mathbf{g}$ is not small, $\mathbf{y}$ varies rapidly relative to $\mathbf{x}$. The behavior of the solution in these zones of rapid transition can be very complicated. For example, $\mathbf{y}$ can "jump" abruptly in a narrow boundary layer near $t=0$ and/or 1 . These jumps can also occur at interior locations where solutions or their derivatives will become unbounded as $\varepsilon \rightarrow 0$. The locations of the interior layers are generally unknown and must be determined as part of the solution process. Examples of these and other phenomena are discussed in, e.g., O'Malley [21], Kevorkian and Cole [18], Pearson [25], [26], Hemker [15], and Flaherty and O'Malley [11].

The traditional numerical techniques for two-point boundary value problems all have difficulties with singularly perturbed problems unless the grid that is used for the

[^90]discretization is appropriately fine, at least within boundary or interior layers. If the grid is not fine enough to resolve the layers, the computed solution typically exhibits spurious mesh oscillations. There are, however, special purpose schemes that can solve some singularly perturbed boundary value problems without using a fine discretization in transition regions. Most notable among these are the "upwind" or one-sided finite difference schemes (cf., e.g., Kreiss and Kreiss [19] or Osher [24]) and the exponentially weighted finite difference and finite element schemes (cf., e.g., Flaherty and Mathon [9] or Hemker [15]). These schemes must usually be either restricted to relatively simple problems or employ complicated algebraic transformations.

In view of these theoretical and computational difficulties, we simplify problem (1.1), (1.2) considerably by assuming, in addition to natural smoothness hypotheses, that (i) $\mathbf{g}, \mathbf{a}$, and $\mathbf{b}$ are linear functions of the "fast" variable $\mathbf{y}$, (ii) the $n \times n$ Jacobian

$$
\begin{equation*}
\mathbf{G}(\mathbf{x}, t):=\mathbf{g}_{\mathbf{y}}(\mathbf{x}, \mathbf{y}, t, 0) \tag{1.3}
\end{equation*}
$$

has a strict hyperbolic splitting with $k \geqq 0$ stable and $n-k \geqq 0$ unstable eigenvalues for all $\mathbf{x}$ and $0 \leqq t \leqq 1$, and (iii) $q \geqq k$ and $r \geqq n-k$. (By a stable (unstable) eigenvalue, we mean one with strictly negative (positive) real part.) A corresponding theory for problems with quadratic dependence on $\mathbf{y}$ is very limited (cf., e.g., Howes [17] which discusses second-order scalar equations). This, of course, limits extension of a numerical theory, but encourages further numerical experimentation.

The assumed hyperbolic splitting restricts any rapid variations in $\mathbf{y}$ to occur in boundary layer regions near $t=0$ and/or 1 . Thus, we unfortunately have eliminated many important and challenging problems having interior or "shock" layers. Some numerical work on these problems was done by Kreiss and Kreiss [19], Osher [24], and O'Malley [23].

In a series of three papers, Ascher and Weiss [2], [3], [4] (this issue, pp. 811-829) show that symmetric, or centered, collocation schemes could be used on problems that satisfied assumptions similar to ours provided that appropriately fine meshes were used in the endpoint boundary layers. Our approach is somewhat different in that we use the assumed hyperbolic splitting to find an asymptotic solution of problem (1.1), (1.2) which is composed of a limiting outer solution $\left(\mathbf{X}_{0}(t), \mathbf{Y}_{0}(t)\right)$ and boundary layer corrections neat $t=0$ and 1 . The limiting solution satisfies a reduced system, which is obtained from (1.1) by formally setting $\varepsilon$ to zero, i.e.,

$$
\begin{equation*}
\dot{\mathbf{X}}_{0}=\mathbf{f}\left(\mathbf{X}_{0}, \mathbf{Y}_{0}, t, 0\right), \quad \mathbf{0}=\mathbf{g}\left(\mathbf{X}_{0}, \mathbf{Y}_{0}, t, 0\right) \tag{1.4a,b}
\end{equation*}
$$

Because $\mathbf{G}$ is everywhere nonsingular, we can solve (1.4b) for $\mathbf{Y}_{0}=\mathbf{Y}_{0}\left(\mathbf{X}_{0}, t\right)$ in a locally unique way, and there remains the $m$ th order differential system (1.4a) for determining $\mathbf{X}_{0}(t)$.

In order to completely specify the limiting solution, we must prescribe $m$ boundary conditions for (1.4a). We do this in $\S 2$ by providing a "cancellation law" that selects a combination of $q-k$ initial conditions (1.2a) and of $r-n+k$ terminal conditions (1.2b) to be satisfied by $\mathbf{X}_{0}(t)$. If $k>q$ or $n-k>r$, the linear examples of Wasow [30] show that limiting solutions may not exist. For more nonlinear problems, we note that such a cancellation law is much more difficult to specify (cf. O'Malley [22]). Boundary layer corrections are generally needed to compensate for the cancelled initial and terminal conditions, and these are easily determined once $\mathbf{X}_{0}(t)$ and $\mathbf{Y}_{0}(t)$ have been found (cf. § 2).

In § 3 we discuss a numerical procedure for calculating the asymptotic solution of $\S 2$. We implement the cancellation law by using orthogonal transformations to reduce $\mathbf{G}(\mathbf{x}(t), t)$ to a block triangular form with its stable and unstable eigenspaces separated. We also use the general purpose two-point boundary value code COLSYS to solve the reduced problem and then add numerical approximations of the boundary layer corrections. This approximation is considerably less expensive to obtain than solving the full stiff problem numerically and it has the advantage of improving in accuracy, without any additional computational cost, as the small parameter $\varepsilon$ tends to zero. However, when $\varepsilon$ is only moderately small, our asymptotic approximation may not be sufficiently accurate for some applications, so we have developed a procedure for generating an improved solution by using COLSYS to solve the complete problem (1.1), (1.2) with our asymptotic approximation as an initial guess. In order for this approach to succeed, we must also provide COLSYS with an initial nonuniform mesh that is appropriately graded in the boundary layers. We give an algorithm for constructing such a mesh in § 3 .

In § 4 we apply our procedures to a third order model problem that has multiple solutions and to problems involving the deformation of a thin nonlinear elastic beam. These examples show that our methods can calculate accurate solutions of stiff problems for a very modest computational effort. While our algorithm for furnishing COLSYS with an initial guess and a nonuniform mesh does not seem to be optimal, it does offer some advantages over the more standard approach of continuation in $\varepsilon$, where one starts with a large value of $\varepsilon$ (e.g., $\varepsilon=1$ ) and a crude initial guess of the solution and reduces $\varepsilon$ in steps so that the mesh is gradually concentrated into the boundary layer regions.

We also present two examples in $\S 4$ that are beyond the capabilities of our current methods because their solutions become unbounded as $\varepsilon \rightarrow 0$. We include numerical results for these problems in this paper in order to show some of the several challenging effects that can occur with singularly perturbed problems. Finally, in $\S 5$, we discuss our results and present some suggestions for future investigations.
2. Asymptotic approximation. With the assumed hyperbolic splitting, we expect solutions of $(1.1,2)$ to feature boundary layers in the fast $y$ variable near both endpoints as $\varepsilon \rightarrow 0$. Thus, it is natural (cf. O'Malley [21]) to seek bounded uniform asymptotic expansions of the form

$$
\begin{align*}
& \mathbf{x}(t, \varepsilon)=\mathbf{X}(t, \varepsilon)+\varepsilon \boldsymbol{\xi}(\tau, \varepsilon)+\varepsilon \boldsymbol{\eta}(\sigma, \varepsilon), \quad 0<t<1, \\
& \mathbf{y}(t, \varepsilon)=\mathbf{Y}(t, \varepsilon)+\boldsymbol{\mu}(\tau, \varepsilon)+\boldsymbol{v}(\sigma, \varepsilon),
\end{align*}
$$

where the outer solution $(\mathbf{X}(t, \varepsilon), \mathbf{Y}(t, \varepsilon))$ represents the solution asymptotically within $(0,1)$, the initial layer correction $(\varepsilon \xi(\tau, \varepsilon), \boldsymbol{\mu}(\tau, \varepsilon))$ decays to zero as the stretched variable

$$
\begin{equation*}
\tau=t / \varepsilon \tag{2.2a}
\end{equation*}
$$

tends to infinity, and the terminal layer correction $(\varepsilon \boldsymbol{\eta}(\sigma, \varepsilon), \boldsymbol{v}(\sigma, \varepsilon))$ goes to zero as the stretched variable

$$
\begin{equation*}
\sigma=(1-t) / \varepsilon \tag{2.2b}
\end{equation*}
$$

approaches infinity. The outer solution and the boundary layer corrections are represented by expansions of the form

$$
\left[\begin{array}{c}
\mathbf{X}(t, \varepsilon)  \tag{2.3a-f}\\
\mathbf{Y}(t, \varepsilon) \\
\boldsymbol{\xi}(\tau, \varepsilon) \\
\boldsymbol{\mu}(\tau, \varepsilon) \\
\boldsymbol{\eta}(\sigma, \varepsilon) \\
\boldsymbol{v}(\sigma, \varepsilon)
\end{array}\right] \sim \sum_{j=0}^{\infty}\left[\begin{array}{c}
\mathbf{X}_{j}(t) \\
\mathbf{Y}_{j}(t) \\
\boldsymbol{\xi}_{j}(\tau) \\
\boldsymbol{\mu}_{j}(\tau) \\
\boldsymbol{\eta}_{j}(\sigma) \\
\boldsymbol{v}_{j}(\sigma)
\end{array}\right] \varepsilon^{j} .
$$

The limiting uniform approximation is obtained from (2.1) by letting $\varepsilon$ tend to zero, i.e.,
(2.4a) $\quad \mathbf{x}(t, \varepsilon)=\mathbf{X}_{0}(t)+O(\varepsilon), \quad \mathbf{y}(t, \varepsilon)=\mathbf{Y}_{0}(t)+\mu_{0}(\tau)+\boldsymbol{\nu}_{0}(\sigma)+O(\varepsilon)$.

At $t=0$ the fast vector $\mathbf{y}$ usually has a discontinuous limit, jumping from $\mathbf{y}(0,0)=$ $\mathbf{Y}_{0}(0)+\mu_{0}(0)$ to $\mathbf{Y}_{0}(0)$ at $t=0^{+}$. An analogous Heaviside discontinuity generally occurs near $t=1$.

The outer expansion (2.3a, b) must satisfy the full problem (1.1) within $(0,1)$ as a power series in $\varepsilon$; thus, the limiting solution ( $\mathbf{X}_{0}, \mathbf{Y}_{0}$ ) will satisfy the nonlinear and nonstiff reduced system (1.4). As previously noted, since $\mathbf{G}\left(\mathbf{X}_{0}, t\right)$ (cf. (1.3)) is nonsingular, we can solve (1.4b) for $\mathbf{Y}_{0}=\mathbf{Y}_{0}\left(\mathbf{X}_{0}, t\right)$ in a locally unique way, so there remains the $m$ th order nonlinear system (1.4a) for $\mathbf{X}_{0}(t)$. Later terms of the expansion (2.3a, b) satisfy linearized versions of the reduced system. For example, the coefficients of order $\varepsilon$ give

$$
\begin{align*}
& \dot{\mathbf{X}}_{1}=\mathbf{f}_{\mathbf{x}}\left(\mathbf{X}_{0}, \mathbf{Y}_{0}, t, 0\right) \boldsymbol{X}_{1}+f_{y}\left(\mathbf{X}_{0}, \mathbf{Y}_{0}, t, 0\right) \mathbf{Y}_{1}+\mathbf{f}_{\varepsilon}\left(\mathbf{X}_{0}, \mathbf{Y}_{0}, t, 0\right),  \tag{2.4b}\\
& \dot{\mathbf{Y}}_{0}=\mathbf{g}_{\mathbf{x}}\left(\mathbf{X}_{0}, \mathbf{Y}_{0}, t, 0\right) \mathbf{X}_{1}+\mathbf{G}\left(\mathbf{X}_{0}, t\right) \mathbf{Y}_{1}+\mathbf{g}_{\varepsilon},\left(\mathbf{X}_{0}, \mathbf{Y}_{0}, t, 0\right) .
\end{align*}
$$

We can determine $\mathbf{Y}_{1}(t)$ in terms of $\mathbf{X}_{0}, \mathbf{Y}_{0}$, and $\mathbf{X}_{1}$ from (2.4b) and, once again, there remains the $m$ th order linear system (2.4a) for $\mathbf{X}_{1}$. Similarly, for each $j>1$, we obtain a system of the form

$$
\begin{align*}
& \dot{\mathbf{X}}_{j}=\mathbf{f}_{\mathbf{x}}\left(\mathbf{X}_{0}, \mathbf{Y}_{0}, t, 0\right) \mathbf{X}_{j}+\mathbf{f}_{\mathbf{y}}\left(\mathbf{X}_{0}, \mathbf{Y}_{0}, t, 0\right) \mathbf{Y}_{j}+\boldsymbol{\alpha}_{j-1}\left(\mathbf{X}_{0}, \cdots, \mathbf{X}_{j-1}, t\right),  \tag{2.5}\\
& \dot{\mathbf{Y}}_{j-1}=\mathbf{g}_{\mathbf{x}}\left(\mathbf{X}_{0}, \mathbf{Y}_{0}, t, 0\right) \mathbf{X}_{j}+\mathbf{G}\left(\mathbf{X}_{0}, t\right) \mathbf{Y}_{j}+\boldsymbol{\beta}_{j-1}\left(\mathbf{X}_{0}, \cdots, \mathbf{X}_{j-1}, t\right)
\end{align*}
$$

with successively determined inhomogeneous terms.
In order to completely specify the outer expansion (2.3a, b), we must prescribe boundary conditions for the $m$-vectors $\mathbf{X}_{j}(t)$. Most critically, we need to specify $m$ boundary conditions for the limiting slow vector $\mathbf{X}_{0}(t)$. It is natural to attempt to determine them by somehow selecting a subset of $m$ combinations of the $m+n$ boundary conditions (1.2) evaluated at $\varepsilon=0$. For scalar higher order linear differential equations, the first such "cancellation law" was obtained by Wasow [30]. Harris [14] obtained a more complicated cancellation law for linear systems with coupled boundary conditions and Ferguson [8] developed a numerical procedure for corresponding linear problems. These early works suggest that we should seek a cancellation law that ignores an appropriate combination of $k$ initial conditions and of $n-k$ terminal conditions. To this end, we must examine the boundary layer corrections and we begin by considering the initial layer correction ( $\varepsilon \boldsymbol{\xi}, \boldsymbol{\mu}$ ). Near $t=0$, the terminal layer correction $(\varepsilon \boldsymbol{\eta}, \boldsymbol{v})$ may be neglected, so the representation of our asymptotic solution (2.1) requires
the initial layer correction ( $\varepsilon \boldsymbol{\xi}, \boldsymbol{\mu}$ ) to satisfy the nonlinear system

$$
\begin{align*}
& \frac{d \boldsymbol{\xi}}{d \tau}=\frac{d x}{d t}-\frac{d \mathbf{X}}{d t}=\mathbf{f}(\mathbf{X}+\varepsilon \xi, \mathbf{Y}+\boldsymbol{\mu}, \varepsilon \tau, \varepsilon)-\mathbf{f}(\mathbf{X}, \mathbf{Y}, \varepsilon \tau, \varepsilon)  \tag{2.6}\\
& \frac{d \boldsymbol{\mu}}{d \tau}=\varepsilon\left(\frac{d \mathbf{y}}{d t}-\frac{d \mathbf{Y}}{d t}\right)=\mathbf{g}(\mathbf{X}+\varepsilon \xi, \mathbf{Y}+\boldsymbol{\mu}, \varepsilon \tau, \varepsilon)-\mathbf{g}(\mathbf{X}, \mathbf{Y}, \varepsilon \tau, \varepsilon)
\end{align*}
$$

on $\tau \geqq 0$ and to decay to zero as $\tau \rightarrow \infty$. Substitution of the asymptotic expansion (2.3c, d) into (2.6) provides successive differential equations for the coefficients $\left(\boldsymbol{\xi}_{j}, \boldsymbol{\mu}_{j}\right)$. In particular, when $\varepsilon=0$, we have the limiting initial layer system

$$
\begin{align*}
& \frac{d \xi_{0}}{d \tau}=\mathbf{f}\left(\mathbf{X}_{0}(0), \mathbf{Y}_{0}(0)+\boldsymbol{\mu}_{0}, 0,0\right)-\mathbf{f}\left(\mathbf{X}_{0}(0), \mathbf{Y}_{0}(0), 0,0\right)  \tag{2.7}\\
& \frac{d \mu_{0}}{d \tau}=\mathbf{g}\left(\mathbf{X}_{0}(0), \mathbf{Y}_{0}(0)+\boldsymbol{\mu}_{0}, 0,0\right)-\mathbf{g}\left(\mathbf{X}_{0}(0), \mathbf{Y}_{0}(0), 0,0\right)
\end{align*}
$$

The decay requirement determines

$$
\begin{equation*}
\xi_{0}(\tau)=-\int_{\tau}^{\infty}\left(\frac{d \xi_{0}(s)}{d \tau}\right) d s \tag{2.8a}
\end{equation*}
$$

as a functional of $\boldsymbol{\mu}_{0}$, while $\boldsymbol{\mu}_{0}$ satisfies the conditionally stable system

$$
\begin{equation*}
\frac{d \boldsymbol{\mu}_{0}}{d \tau}=\mathbf{G}\left(\mathbf{X}_{0}(0), 0\right) \boldsymbol{\mu}_{0} \tag{2.8b}
\end{equation*}
$$

We used (1.3) and the assumed linearity of $\mathbf{g}$ in $\mathbf{y}$ when obtaining (2.8b). If $\mathbf{g}(\mathbf{x}, \mathbf{y}, t, \boldsymbol{\varepsilon})$ were not linear in $\mathbf{y}$, the initial layer correction would satisfy a nonlinear differential equation which would generally be difficult to solve (cf. O'Malley [22]). Indeed, it would then be extremely difficult to specify what set of initial vectors $\mu_{0}(0)$ would lead to decaying solutions of the boundary layer system (2.7b). Here (2.8b) is readily integrated to give

$$
\begin{equation*}
\boldsymbol{\mu}_{0}(\tau)=e^{\mathbf{G}\left(\mathbf{X}_{0}(0), 0\right) \tau} \mu_{0}(0) \tag{2.9}
\end{equation*}
$$

Thus, $\mu_{0}$ will decay to zero as $\tau \rightarrow \infty$ provided that

$$
\begin{equation*}
\boldsymbol{\mu}_{0}(0)=\mathbf{P}\left(\mathbf{X}_{0}(0), 0\right) \boldsymbol{\mu}_{0}(0), \tag{2.10}
\end{equation*}
$$

where $\mathbf{P}$ is a projection onto the $k$ dimensional stable eigenspace of $\mathbf{G}\left(\mathbf{X}_{0}(0), 0\right)$. The representation (2.9) is used here and below for notational convenience, but its direct numerical implementation is not recommended due to the conditional stability of the matrix $G$.

Substituting (2.10) into (1.2a) and letting $\varepsilon \rightarrow 0$, we see that the $q$ limiting initial conditions take the form

$$
\begin{equation*}
\mathbf{a}\left(\mathbf{X}_{0}(0), \mathbf{Y}_{0}(0)+\mathbf{P}\left(\mathbf{X}_{0}(0), 0\right) \boldsymbol{\mu}_{0}(0), 0\right)=\mathbf{0} . \tag{2.11}
\end{equation*}
$$

Now, using the linearity of $\mathbf{a}$ in $\mathbf{y}$, we let

$$
\begin{equation*}
\mathbf{A}(\mathbf{x}, t)=\mathbf{a}_{\mathbf{y}}(\mathbf{x}, \mathbf{y}, t, 0) \tag{2.12}
\end{equation*}
$$

and further assume that $\mathbf{A}\left(\mathbf{X}_{0}(0), 0\right) \mathbf{P}\left(\mathbf{X}_{0}(0), 0\right)$ has its full and maximal rank $k$. Then we can uniquely determine $\boldsymbol{\mu}_{0}(0)$ as a function of $\mathbf{X}_{0}(0)$ from $k$ of the equations (2.11).

Having done this, initial conditions for the reduced problem can be determined from the remaining $q-k$ conditions in (2.11). For the moment, we write these in the form

$$
\begin{equation*}
\boldsymbol{\Phi}\left(\mathbf{X}_{0}(0)\right)=\mathbf{0} . \tag{2.13}
\end{equation*}
$$

In § 3, we discuss a numerical procedure for determining $\mathbf{P}, \boldsymbol{\mu}_{0}(0)$ and $\boldsymbol{\Phi}\left(\mathbf{X}_{0}(0)\right)$.
The terminal layer correction can be analyzed in an analogous manner. In particular, the leading term $\nu_{0}(\sigma)$ satisfies

$$
\begin{equation*}
\boldsymbol{v}_{0}(\sigma)=e^{\mathbf{G}\left(\mathbf{X}_{0}(1), 1\right) \sigma} \boldsymbol{v}_{0}(0) \tag{2.14}
\end{equation*}
$$

Now, $\boldsymbol{\nu}_{0}$ will decay to zero as $\sigma \rightarrow \infty$ provided that

$$
\begin{equation*}
\boldsymbol{v}_{0}(0)=\mathbf{Q}\left(\mathbf{X}_{0}(1), 1\right) \boldsymbol{v}_{0}(0) \tag{2.15}
\end{equation*}
$$

where $\mathbf{Q}$ is a projection onto the $n-k$ dimensional unstable eigenspace of $\mathbf{G}\left(\mathbf{X}_{0}(1), 1\right)$. Substituting (2.15) into (1.2b) and letting $\varepsilon \rightarrow 0$ gives the $r$ limiting terminal conditions as

$$
\begin{equation*}
\mathbf{b}\left(\mathbf{X}_{0}(1), \mathbf{Y}_{0}(1)+\mathbf{Q}\left(\mathbf{X}_{0}(1), 1\right) \boldsymbol{v}_{0}(0), 0\right)=\mathbf{0} . \tag{2.16}
\end{equation*}
$$

We let

$$
\begin{equation*}
\mathbf{B}(\mathbf{x}, t)=\mathbf{b}_{\mathbf{y}}(\mathbf{x}, \mathbf{y}, t, 0) \tag{2.17}
\end{equation*}
$$

and assume that $\mathbf{B}\left(\mathbf{X}_{0}(1), 1\right) \mathbf{Q}\left(\mathbf{X}_{0}(1), 1\right)$ has full rank $n-k$. Then we can solve (2.16) for $\boldsymbol{v}_{0}(0)$ and the remaining $r-n+k$ conditions specify terminal conditions for the limiting problem, which we denote by

$$
\begin{equation*}
\boldsymbol{\Psi}\left(\mathbf{X}_{0}(1)\right)=\mathbf{0} \tag{2.18}
\end{equation*}
$$

The reduced problem consists of the nonlinear reduced differential equation and the $m$ separated nonlinear boundary conditions (2.13), (2.18). If it is solvable, it may have many solutions; however, corresponding to any of its isolated solutions ( $\mathbf{X}_{0}(t)$, $\mathbf{Y}_{0}(t)$ ), one can expect to find a solution of the original problem (1.1), (1.2) that converges to $\left(\mathbf{X}_{0}(t), \mathbf{Y}_{0}(t)\right)$ on $0<t<1$ as $\varepsilon \rightarrow 0$. Sufficient hypotheses to obtain an asymptotic solution having the form of (2.1) are provided by Hoppensteadt [16] and others. For this reason, we shall merely indicate the considerations that are involved in obtaining further terms in the initial and terminal layer expansions and boundary conditions for the outer expansion. In the linear case, our hypotheses guarantee well-conditioning of the boundary value problem (cf. Mattheij [20]).

Additional terms of the initial layer expansion (2.3c, d) are determined by equating the coefficients of $\varepsilon^{j}$ in the nonlinear system (2.7), i.e.

$$
\begin{align*}
& \frac{d \boldsymbol{\xi}_{j}}{d \tau}=\mathbf{f}_{\mathbf{y}}\left(\mathbf{X}_{0}(0), \mathbf{Y}_{0}(0)+\boldsymbol{\mu}_{0}(\tau), 0,0\right) \boldsymbol{\mu}_{j}+\boldsymbol{\gamma}_{j-1}(\tau) \\
& \frac{d \boldsymbol{\mu}_{j}}{d \tau}=\mathbf{G}\left(\mathbf{X}_{0}(0), 0\right) \boldsymbol{\mu}_{j}+\boldsymbol{\delta}_{j-1}(\tau) \tag{2.19}
\end{align*}
$$

for $j>1$, where the inhomogeneous terms are exponentially decaying as $\tau \rightarrow \infty$ because $\boldsymbol{\xi}_{i-1}$ and $\mu_{i-1}, i=1, \cdots, j$, and their derivatives behave in this manner. The linear
system (2.19) may be integrated to yield

$$
\begin{align*}
& \boldsymbol{\xi}_{j}(\tau)=-\int_{\tau}^{\infty}\left(\frac{d \boldsymbol{\xi}_{j}(s)}{d \tau}\right) d s \\
& \boldsymbol{\mu}_{j}(\tau)=e^{\mathbf{G}\left(\mathbf{x}_{0}(0), 0\right) \tau} \boldsymbol{\mu}_{j}(0)+\int_{0}^{\tau} e^{\mathbf{G}\left(\mathbf{x}_{0}(0), 0\right)(\tau-s)} \boldsymbol{\delta}_{j-1}(s) d s \tag{2.20}
\end{align*}
$$

We see that $\boldsymbol{\xi}_{j}(\tau)$ decays as $\tau$ increases and $\boldsymbol{\mu}_{j}(\tau)$ will decay provided that $\boldsymbol{\mu}_{j}(0)$ lies in the stable eigenspace of $G\left(\mathbf{X}_{0}(0), 0\right)$, i.e.,

$$
\begin{equation*}
\boldsymbol{\mu}_{j}(0)=\mathbf{P}\left(\mathbf{X}_{0}(0), 0\right) \boldsymbol{\mu}_{j}(0) . \tag{2.21}
\end{equation*}
$$

Using (2.1) and (2.3a, b), we find that the coefficient of $\varepsilon^{j}$ in the initial condition (1.2a) has the form

$$
\begin{equation*}
\mathbf{a}_{\mathbf{x}}\left(\mathbf{X}_{0}(0), \mathbf{Y}_{0}(0)+\boldsymbol{\mu}_{0}(0), 0\right) \mathbf{X}_{j}(0)+\mathbf{A}\left(\mathbf{X}_{0}(0), 0\right)\left[\mathbf{Y}_{j}(0)+\mathbf{P}\left(\mathbf{X}_{0}(0), 0\right) \boldsymbol{\mu}_{j}(0)\right]=\zeta_{j-1} . \tag{2.22}
\end{equation*}
$$

Since $\mathbf{A}\left(\mathbf{X}_{0}(0), 0\right) \mathbf{P}\left(\mathbf{X}_{0}(0), 0\right)$ has its maximal rank $k$, we can determine $\boldsymbol{\mu}_{j}(0)$ from $k$ of these equations, and the remaining $q-k$ equations determine linear equations for $\mathbf{X}_{j}(0)$. The situation for the terminal layer correction is completely analogous; thus, $\boldsymbol{v}_{j}(0)$ and the terminal conditions for $\mathbf{X}_{j}(1)$ are determined from linear equations of the form

$$
\begin{equation*}
\mathbf{b}_{\mathbf{x}}\left(\mathbf{X}_{0}(1), \mathbf{Y}_{0}(1)+\boldsymbol{v}_{0}(0), 0\right) \mathbf{X}_{j}(1)+\mathbf{B}\left(\mathbf{X}_{0}(1), 1\right)\left[\mathbf{Y}_{j}(1)+\mathbf{Q}\left(\mathbf{X}_{0}(1), 1\right) \boldsymbol{v}_{j}(0)\right]=\boldsymbol{\theta}_{j-1} \tag{2.23}
\end{equation*}
$$

To summarize, we have shown that the $j$ th $(j>1)$ term in the outer expansion satisfies an $m$ th order linear boundary value problem consisting of (2.5) and a set of $m$ linear boundary conditions determined from (2.22) and (2.23). It is a linearization of the problem for $\mathbf{X}_{0}(t)$.
3. Numerical procedure. In this section we discuss a numerical procedure for finding the limiting uniform asymptotic solution (2.4). It consists of solving the limiting outer problem (1.4), (2.13), (2.18) and determining boundary layer corrections from (2.9) and (2.14).

Our first task is to find the projections $\mathbf{P}$ and $\mathbf{Q}$ and we do this by finding the Schur decomposition of the matrix $\mathbf{G}$ at $t=0$ and $t=1$. In particular, at $t=0$ we find an orthogonal matrix $\mathbf{E}(\mathbf{x}(0), 0)$ such that

$$
\mathbf{G}(\mathbf{x}(0), 0) \mathbf{E}(\mathbf{x}(0), 0)=\mathbf{E}(\mathbf{x}(0), 0)\left[\begin{array}{cc}
\mathbf{T}_{-}(\mathbf{x}(0), 0) & \mathbf{U}(\mathbf{x}(0), 0)  \tag{3.1}\\
0 & \mathbf{T}_{+}(\mathbf{x}(0), 0)
\end{array}\right]
$$

where $\mathbf{T}_{-}$is $k \times k$ and upper triangular with the stable eigenvalues of $\mathbf{G}(\mathbf{x}(0), 0)$, and $\mathbf{T}_{+}$is upper triangular with the remaining $n-k$ unstable eigenvalues. (In (3.1), $\mathbf{x}(0)$ is an unspecified variable.) The decomposition (3.1) can often be obtained analytically; however, when this is not possible or practical, it can be determined numerically by using the $Q R$ algorithm (cf. Golub and Wilkinson [13], Ruhe [27], and Bjorck [5] for specific procedures).

We partition $\mathbf{E}$ after its $k$ th column as

$$
\mathbf{E}=\left[\begin{array}{ll}
\mathbf{E}_{-} & \overline{\mathbf{E}}_{-} \tag{3.2}
\end{array}\right]
$$

and note that $\mathbf{E}_{-}$spans the stable eigenspace of $\mathbf{G}$ at $t=0$ and

$$
\begin{equation*}
\mathbf{P}=\mathbf{E}_{-} \mathbf{E}_{-}^{\mathrm{T}} \tag{3.3}
\end{equation*}
$$

is the desired projection onto this eigenspace.

Substituting (3.3) into (2.11) gives

$$
\begin{equation*}
\mathbf{a}\left(\mathbf{X}_{0}(0), \mathbf{Y}_{0}(0)+\mathbf{E}_{-}\left(\mathbf{X}_{0}(0), 0\right) \mathbf{E}_{-}^{T}\left(\mathbf{X}_{0}(0), 0\right) \boldsymbol{\mu}_{0}(0), 0\right)=\mathbf{0} \tag{3.4}
\end{equation*}
$$

as the equation for determining $\boldsymbol{\mu}_{0}(0)$ and $\boldsymbol{\Phi}\left(\mathbf{X}_{0}(0)\right)$. Since $\mathbf{A}\left(\mathbf{X}_{0}(0), 0\right) \mathbf{E}_{-}\left(\mathbf{X}_{0}(0), 0\right)$ is of rank $k$, we construct a $q \times q$ matrix

$$
\mathbf{L}^{T}=\left[\begin{array}{ll}
\mathbf{L}_{-}^{T} & \overline{\mathbf{L}}_{-}^{T} \tag{3.5a}
\end{array}\right]
$$

that reduces it to echelon form, i.e.,

$$
\left[\begin{array}{l}
\mathbf{L}_{-}  \tag{3.5b}\\
\overline{\mathbf{L}}_{-}
\end{array}\right] \mathbf{A}\left(\mathbf{X}_{0}(0), 0\right) \mathbf{E}_{-}\left(\mathbf{X}_{0}(0), 0\right)=\left[\begin{array}{c}
\mathbf{V}_{-} \\
\mathbf{0}
\end{array}\right],
$$

where $\mathbf{V}_{-}$is $k \times k$ and nonsingular. Multiplying (3.4) by $\mathbf{L}$, using the linearity of $\mathbf{a}$ in $\mathbf{y}$, (3.5) implies

$$
\mathbf{L}_{-} \mathbf{a}+\mathbf{V}_{-} \mathbf{E}_{-}^{T} \mu_{0}(0)=0, \quad \overline{\mathbf{L}}_{-} \boldsymbol{\alpha}=0
$$

Thus, we obtain the initial layer jump $\mu_{0}(0)$ and the $q-k$ initial conditions (2.13) for the reduced problem, respectively, as

$$
\begin{align*}
& \boldsymbol{\mu}_{0}(0)=-\mathbf{E}_{-}\left(\mathbf{X}_{0}(0), 0\right) \mathbf{V}_{-}^{-1} \mathbf{L}_{-} \mathbf{a}\left(\mathbf{X}_{0}(0), \mathbf{Y}_{0}(0), 0\right),  \tag{3.6}\\
& \Phi\left(\mathbf{X}_{0}(0)\right):=\overline{\mathbf{L}}_{-} \mathbf{a}\left(\mathbf{X}_{0}(0), \mathbf{Y}_{0}(0), 0\right)=\mathbf{0} .
\end{align*}
$$

We find the terminal layer jump and the $r-(n-k)$ terminal conditions for the reduced problem in an analogous fashion with the exception that we define $\mathbf{E}(\mathbf{x}(1), 1)$ such that

$$
\mathbf{G}(\mathbf{x}(1), 1) \mathbf{E}(\mathbf{x}(1), 1)=\mathbf{E}(\mathbf{x}(1), 1)\left[\begin{array}{cc}
\hat{\mathbf{T}}_{+}(\mathbf{x}(1), 1) & \hat{\mathbf{U}}_{(\mathbf{x}(1), 1)}  \tag{3.7}\\
\mathbf{0} & \hat{\mathbf{T}}_{-}(\mathbf{x}(1), 1)
\end{array}\right]
$$

which we partition after its $(n-k)$ th column as

$$
\mathbf{E}=\left[\begin{array}{ll}
\mathbf{E}_{+} & \overline{\mathbf{E}}_{+} \tag{3.8}
\end{array}\right] .
$$

In parallel with (3.1) and (3.2), the matrices $\hat{\mathbf{T}}_{-}, \hat{\mathbf{T}}_{+}$, and $\mathbf{E}_{+}$contain the $k$ stable eigenvalues, the $n-k$ unstable eigenvalues, and span the unstable eigenspace, respectively, of $\mathbf{G}$ at $t=1$. Our reasons for switching the positions of the matrices containing the stable and unstable eigenvalues of $\mathbf{G}$ is that we are unaware of a simple and stable computational procedure for finding a set of vectors that span a given subspace and are not in the leading columns of an orthogonal matrix like $\mathbf{E}$ (cf. Golub and Wilkinson [13]).

Now, following the procedure that we used for the initial layer, we take

$$
\begin{equation*}
\mathbf{Q}\left(\mathbf{X}_{0}(1), 1\right)=\mathbf{E}_{+}\left(\mathbf{X}_{0}(1), 1\right) \mathbf{E}_{+}^{T}\left(\mathbf{X}_{0}(1), 1\right) \tag{3.9}
\end{equation*}
$$

as our projection onto the ( $n-k$ ) dimensional unstable eigenspace of $\mathbf{G}\left(\mathbf{X}_{0}(1), 1\right)$ and construct an $r \times r$ matrix

$$
\mathbf{R}^{T}=\left[\begin{array}{ll}
\mathbf{R}_{+}^{T} & \overline{\mathbf{R}}_{+}^{T} \tag{3.10a}
\end{array}\right]
$$

that reduces the rank $n-k$ matrix $\mathbf{B}\left(\mathbf{X}_{0}(1), 1\right) \mathbf{E}_{+}\left(\mathbf{X}_{0}(1), 1\right)$ to echelon form, i.e.,

$$
\left[\begin{array}{l}
\mathbf{R}_{+}  \tag{3.10b}\\
\overline{\mathbf{R}}_{+}
\end{array}\right] \mathbf{B}\left(\mathbf{X}_{0}(1), 1\right) \mathbf{E}_{+}\left(\mathbf{X}_{0}(1), 1\right)=\left[\begin{array}{c}
\mathbf{V}_{+} \\
\mathbf{0}
\end{array}\right],
$$

where $\mathbf{V}_{+}$is $(n-k) \times(n-k)$ and nonsingular. Multiplying (2.16) by $\mathbf{R}$ and using (3.9) and (3.10), we find the terminal layer jump and terminal conditions for the reduced
problem, respectively, as

$$
\begin{align*}
& \boldsymbol{v}_{0}(0)=-\mathbf{E}_{+}\left(\mathbf{X}_{0}(1), 1\right) \mathbf{V}_{+}^{-1} \mathbf{R}_{+} \mathbf{b}\left(\mathbf{X}_{0}(1), \mathbf{Y}_{0}(1), 0\right),  \tag{3.11}\\
& \boldsymbol{\Psi}\left(\mathbf{X}_{0}(1)\right):=\overline{\mathbf{R}}_{+} \mathbf{b}\left(\mathbf{X}_{0}(1), \mathbf{Y}_{0}(1), 0\right)=\mathbf{0} .
\end{align*}
$$

Since the reduced problem (1.4), (3.6b), and (3.11b) is not stiff, we can use any good code for two-point boundary value problems (cf. Childs et al. [6]) to solve it, and we have chosen to use the collocation code COLSYS of Ascher, Christiansen and Russell [1]. The reduced problem is generally nonlinear and since COLSYS solves nonlinear problems using a damped Newton method, we have to supply formulas for evaluating the Jacobians of $\mathbf{f}, \mathbf{Y}, \boldsymbol{\Phi}$, and $\boldsymbol{\Psi}$ with respect to $\mathbf{X}$. We do this, but introduce an error, by providing analytical formulas for these Jacobians that neglect the influence of the derivatives of $\mathbf{E}, \mathbf{L}, \mathbf{R}$, and $\mathbf{G}$. (These derivatives will be small when the related subspaces are nearly constant). This procedure failed to converge once on Example 2 of $\S 4$ and a minor modification to the Jacobian of $\boldsymbol{\Phi}$ restored convergence; however, an alternative possibility would be to approximate the Jacobians by finite differences.

We start the Newton iteration with a uniform mesh and an initial guess $\mathbf{X}_{0}^{(0)}(t)$ for $\mathbf{X}_{0}(t)$. In § 4, we used the default initial guess that is provided by COLSYS for Example 1 and a constant initial guess for Example 2. This latter choice was necessary as Example 2 has three solutions. At each iteration step, we calculate an approximation $\mathbf{E}\left(\mathbf{X}_{0}^{(p)}(t), t\right)$ to $\mathbf{E}(\mathbf{X}(t), t)$ for $t=0$ and 1 as the Schur decomposition of $\mathbf{G}\left(\mathbf{X}^{(p)}(t), t\right)$. The examples of $\S 4$ were calculated using analytical formulas for $\mathbf{E}$ rather than the numerical procedures of Golub and Wilkinson [13], Ruhe [27], or Bjorck [5]. Finally, $\mathbf{L}^{(p)}$ and $\mathbf{R}^{(p)}$ are obtained by using Gaussian elimination to row reduce $\mathbf{A}\left(\mathbf{X}_{0}^{(p)}(0)\right.$, $0) \mathbf{E}_{-}\left(\mathbf{X}_{0}^{(p)}(0), 0\right)$ and $\mathbf{B}\left(\mathbf{X}_{0}^{(p)}(1), 1\right) \mathbf{E}_{+}\left(\mathbf{X}_{0}^{(p)}(1), 1\right)$, respectively.

When this procedure converges to $\left(\mathbf{X}_{0}(t), \mathbf{Y}_{0}(t)\right)$, we calculate boundary layer corrections $\mu_{0}(\tau)$ and $\boldsymbol{v}_{0}(\sigma)$, for a given value of $\varepsilon$, using (2.9), (3.6a), (2.14), and (3.11a), and add these to the reduced solution in order to get the $O(\varepsilon)$ asymptotic approximation (1.4). For moderately small values of $\varepsilon$, this approximation may not provide a sufficiently accurate representation of the solution and, in this case, we use it as an initial guess to COLSYS and solve the complete problem (1.1), (1.2). However, this procedure may fail unless we also provide COLSYS with an initial nonuniform partition

$$
\begin{equation*}
\pi:=\left\{0=t_{0}<t_{1}<\cdots<t_{N}=1\right\} \tag{3.12}
\end{equation*}
$$

that is appropriately graded within the boundary layers. Following Ascher, Christiansen, and Russell [1], we seek to find $\pi$ such that the error on each subinterval satisfies

$$
\begin{equation*}
\|\mathbf{e}\|_{i} \leqq \delta\left(1+\|\mathbf{u}\|_{i}\right), \quad i=1,2, \cdots, N \tag{3.13}
\end{equation*}
$$

where $\delta$ is a prescribed tolerance,

$$
\mathbf{u}^{T}=\left[\begin{array}{ll}
\mathbf{x}^{T} & \mathbf{y}^{T} \tag{3.14}
\end{array}\right],
$$

$\mathbf{e}(t)$ is the difference between $\mathbf{u}(t)$ and its collocation approximation,

$$
\begin{equation*}
\|\mathbf{u}\|_{i}=\max _{t_{i-1} \leqq t \leqq t_{i}}|\mathbf{u}(t)| \text { and }|\mathbf{u}(t)|=\max _{i \leqq j \leqq m+n}\left|u_{j}(t)\right| . \tag{3.15}
\end{equation*}
$$

We assume that the final partition selected by COLSYS to solve the reduced problem satisfies (3.13) outside of boundary layer regions and we seek to refine it within the boundary layers. We further assume that derivatives of $\mathbf{u}$ can adequately be approximated by either $\mu_{0}(\tau)$ or $v_{0}(\sigma)$ in the left or right boundary layer, respectively.

It is known (cf. Russell and Christiansen [28]) that if the solution of (1.1), (1.2) is smooth,

$$
\begin{equation*}
\|\mathbf{e}\|_{i}=c_{j}\left\|\mathbf{u}^{(j+1)}\right\|_{i} h_{i}^{j+1}+O\left(h^{j+2}\right) \tag{3.16}
\end{equation*}
$$

for collocation at the image of $j$ Gauss-Legendre points per subinterval. Here $c_{j}$ is a known constant,

$$
\begin{equation*}
h_{i}=t_{i}-t_{i-1} \quad \text { and } \quad h=\max _{1 \leqq i \leqq N} h_{i} . \tag{3.17}
\end{equation*}
$$

In the left boundary layer we approximate $\mathbf{u}$ in (3.16) by $\boldsymbol{\mu}_{0}$ using (2.9) and attempt to find a partition that satisfies

$$
\begin{equation*}
c_{j} h_{i}^{j+1}\left\|\mu_{0}^{(j+1)}(t / \varepsilon)\right\|_{i} \approx \delta\left(1+\|u\|_{i}\right) . \tag{3.18}
\end{equation*}
$$

Finally, we use (2.9) and (3.1) to approximate $\mu_{0}$ and the subinterval lengths as

$$
\begin{equation*}
t_{i}-t_{i-1} \approx\left(\frac{\varepsilon}{\alpha}\right)\left[\frac{\delta\left(1+\|\mathbf{u}\|_{i}\right)}{c_{j}\left|\boldsymbol{\mu}_{0}\left(t_{i-1} / \varepsilon\right)\right|}\right]^{1 /(j+1)}, \tag{3.19}
\end{equation*}
$$

where $\alpha_{-}$is the magnitude of the largest diagonal element of $\mathbf{T}_{-}\left(\mathbf{X}_{0}(0), 0\right)$. A similar formula can be obtained for selecting subintervals in the right boundary layer.

Starting with $i=1$, we use (3.19) to generate a partition until we either reach $t=1 / 2$ or a point where a subinterval length selected by (3.19) is larger than that used locally by COLSYS to solve the reduced problem. We then repeat the procedure in the right boundary layer.

We have written a computer code called SPCOL that implements the algorithms that are described in this section; thus, it (i) uses COLSYS to solve the reduced problem, (ii) calculates and adds appropriate boundary layer corrections to the reduced problem, and (iii) (optionally) suggests a mesh that can be used by COLSYS to solve the complete problem.
4. Examples. In order to appraise the performance of SPCOL, we have applied it to a problem involving the deformation of a thin nonlinear elastic beam (Example 1) and a third order model problem that has multiple solutions (Example 2).

Example 1. We consider problems involving the deformation of a nonlinear elastic beam that is resting on an elastic foundation with unit spring constant and is subjected to the combined action of a horizontal end thrust $P$ and a unit uniform lateral load. This problem is discussed in detail in Flaherty and O'Malley [11] and herein we only present the governing differential equations, which in dimensionless form are

$$
\begin{gather*}
\dot{x}_{1}=\cos x_{3}, \quad \dot{x}_{2}=\sin x_{3}, \quad \dot{x}_{3}=y_{1},  \tag{4.1a,b,c}\\
\varepsilon \dot{y}_{1}=-y_{2}, \quad \varepsilon \dot{y}_{2}=\left(x_{2}-1\right) \cos x_{3}-T y_{1}, \tag{4.1d,e}
\end{gather*}
$$

where

$$
\begin{equation*}
T=\sec x_{3}+\varepsilon y_{2} \tan x_{3} \tag{4.1f}
\end{equation*}
$$

The slow variables ( $x_{1}, x_{2}$ ) and $x_{3}$ represent the Cartesian coordinates and the tangent angle of a material particle on the centerline of the beam that was at the Cartesian location ( $t, 0$ ) in the undeformed state. The fast variables $y_{1}$ and $y_{2}$ are the internal bending moment and transverse shear force, respectively. Finally, the small parameter is

$$
\begin{equation*}
\varepsilon^{2}=E I / P L^{2} \tag{4.2}
\end{equation*}
$$

where $E I$ is the flexural rigidity and $L$ is the length of the beam; thus, our beam is much stronger in extension than it is in bending.

This example does not precisely fit our hypotheses since the axial force $T$ is a function of the fast variable $y_{2}$ and, thus, $\mathbf{g}_{\mathbf{y}}$ also depends on $\mathbf{y}$. However, our theory and methods will still apply as long as $\mathbf{y}$ remains bounded and $\left|x_{3}\right|<\pi / 2$ as $\varepsilon \rightarrow 0$. Flaherty and O'Malley [11] show that unbounded solutions can occur when certain types of boundary conditions are prescribed for (4.1). In this paper we present results for the following three sets of boundary conditions:
(i) $x_{1}(0, \varepsilon)=x_{2}(0, \varepsilon)=y_{1}(0, \varepsilon)=x_{2}(1, \varepsilon)=y_{1}(1, \varepsilon)=0$,
(ii) $x_{1}(0, \varepsilon)=0, \quad-10 x_{2}(0, \varepsilon)+y_{2}(0, \varepsilon)=0, \quad-x_{3}(0, \varepsilon)+10 y_{1}(0, \varepsilon)=0$,

$$
\begin{equation*}
10 x_{2}(1, \varepsilon)+y_{2}(1, \varepsilon)=0, \quad 10 x_{3}(1, \varepsilon)+y_{1}(1, \varepsilon)=0 \tag{4.2b}
\end{equation*}
$$

Equations (4.2a) correspond to "simple supports," (4.2c) correspond to "clamped supports," and ( 4.2 b ) correspond to elastic supports that are almost simply supported at $t=0$ and almost clamped at $t=1$. Conditions (4.2b) could arise because, say, friction introduces some coupling between lateral and rotational effects at the supports. As we shall see, $\mathbf{y}$ remains bounded for conditions (4.2a,b), but becomes unbounded as $\varepsilon \rightarrow 0$ when conditions (4.2c) are applied. The problem is that the boundary conditions for the clamped beam only involve the slow variables and the slow vector $\mathbf{x}$ cannot generally satisfy all five of them without having boundary layers. This in turn forces the fast vector $\mathbf{y}$ to become unbounded like $O(1 / \varepsilon)$ at the endpoints. Thus, the solution cannot have an asymptotic expansion of the form of (2.1); however, an appropriate asymptotic expansion was obtained by Flaherty and O'Malley [11]. We do not repeat those results here, but in order to emphasize the diverse behavior that can occur with nonlinear singularly perturbed problems, we present solutions for $x_{2}, x_{3}, y_{1}$, and $y_{2}$ corresponding to each of the boundary conditions (4.2a), (4.2b), and (4.2c) in Figs. 1,2 , and 3 , respectively.

Our methods apply to problems having boundary conditions (4.2a) and (4.2b) and, in these cases, the orthogonal matrix

$$
\mathbf{E}(\mathbf{x}(0), 0)=\left(1+\alpha^{2}\right)^{-1 / 2}\left[\begin{array}{cc}
1 & -|\alpha|  \tag{4.3a}\\
|\alpha| & 1
\end{array}\right]
$$

where

$$
\begin{equation*}
\alpha^{2}=\sec x_{3}(0) \tag{4.3b}
\end{equation*}
$$

reduces

$$
\mathbf{G}(\mathbf{x}(0), 0)=\left[\begin{array}{cc}
0 & -1  \tag{4.4}\\
-\alpha^{2} & 0
\end{array}\right]
$$

to the Schur form given by (3.1) at $t=0$ while $\mathbf{E}^{T}(\mathbf{x}(1), 1)$ will reduce $\mathbf{G}(\mathbf{x}(1), 1)$ to the form given by (3.7) at $t=1$.

We solved (4.1) with conditions (4.2a) and (4.2b) in two ways: (i) using COLSYS to solve the complete problem with continuation from a large to a small value of $\varepsilon$ and (ii) using our code SPCOL to compute an initial asymptotic approximation and to recommend a nonuniform mesh and using this with COLSYS to calculate an improved solution. All calculations were performed using double precision arithmetic


Fig 1. Numerical solution of simply supported beam, Example 1 with boundary conditions given by (4.2a).
on an IBM 3033 computer, two collocation points per subinterval, and an error tolerance $\delta$ (cf. (3.19)) of $10^{-6}$ for slow variables and $10^{-3}$ for fast variables.

Our results for the normalized CP times and the number of subintervals (NSUB) that are either used by COLSYS or recommended by SPCOL are shown in Tables 1 and 2 for the simply supported beam and in Tables 3 and 4 for the elastically supported beam. Tables 1 and 3 contain the continuation results and Tables 2 and 4 contain the SPCOL results with COLSYS improvement. The CP times (for all examples) were normalized with respect to the $\varepsilon$ sequence in Table 1. Differences between our initial asymptotic approximation and the final solution obtained by COLSYS are shown for $x_{2}\left(\frac{1}{2}, \varepsilon\right)$ and $y_{2}(0, \varepsilon)$ for the simply supported beam in Table 5 and for $x_{3}(0, \varepsilon)$ and $y_{2}(0, \varepsilon)$ for the elastically supported beam in Table 6. All of the differences are


Fig. 2. Numerical solution of elastically supported beam, Example 1 with boundary conditions given by (4.2b).
decreasing like $O(\varepsilon)$ as expected. Differences that are recorded as zero are less than $10^{-8}$.

The results reported in these tables need some additional explanation. The number of subintervals and CP times used with continuation depended heavily on the $\varepsilon$ sequence that was used. The results in Tables 1 and 3 are about the best insofar as they gave the smallest total CP time for the sequence. We see in almost every instance that the COLSYS correction is using about twice the number of subintervals that were suggested by SPCOL. This mesh doubling strategy is often used in COLSYS to estimate errors or when the Newton iteration has convergence difficulties. Thus, in some sense our mesh strategy is doing about as well as can be expected; however, it seems that fewer


Fig. 3. Numerical solution of clamped beam, Example 1 with boundary conditions given by (4.2c). Note that $y_{1}$ and $y_{2}$ are multiplied by $\varepsilon$.
points should be necessary. We tried placing the subintervals according to a pointwise error criteria, as suggested by Ascher and Weiss [2], [3], [4], rather than the global criteria used in (3.19), but this gave very similar results (cf. Flaherty and O'Malley [12]). We also tried suggesting an initial mesh to COLSYS that consisted of every other point in the mesh suggested by SPCOL. This is clearly a risky strategy, since collocation at the Gauss-Legendre points is known to produce oscillations unless the mesh is appropriately fine in the boundary layers (cf. Ascher and Weiss [2]). Nevertheless, this did give some improvement for values of $\varepsilon>10^{-8}$ (cf. Flaherty and O'Malley [12]). Perhaps the results could be improved further by using higher order collocation

TABLE 1
Example 1 with simple supports. Number of subintervals (NSUB) and CP times to solve the problem by COLSYS with continuation in $\varepsilon$. Total CP is the accumulated time for the $\varepsilon$ sequence.

| $\varepsilon$ | NSUB | CP | Total CP |
| :---: | :---: | ---: | :---: |
| $10^{-1}$ | 80 | 6.1 | 6.1 |
| $10^{-2}$ | 72 | 6.3 | 12.5 |
| $10^{-4}$ | 112 | 18.4 | 30.9 |
| $10^{-6}$ | 158 | 27.2 | 58.1 |
| $10^{-8}$ | 254 | 41.9 | 100.0 |

Table 2
Example 1 with simple supports. Number of sub-intervals (NSUB) and CP times to solve the problem by SPCOL and to improve it by COLSYS. The CP times include the time to calculate the reduced solution, which was 1.3 time units. Total CP is the sum of the SPCOL CP and the COLSYS CP.

| $\boldsymbol{*} \varepsilon$ | SPCOL |  | COLSYS |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | NSUB | CP | NSUB | CP |  |
| $10^{-1}$ | 20 | 1.3 | 80 | 5.7 | 7.0 |
| $10^{-2}$ | 28 | 1.3 | 112 | 8.7 | 10.0 |
| $10^{-4}$ | 34 | 1.3 | 136 | 9.0 | 10.3 |
| $10^{-8}$ | 35 | 1.3 | 92 | 9.3 | 10.6 |

Table 3
Example 1 with elastic supports. Number of subintervals (NSUB) and CP times to solve the problem by COLSYS with continuation in $\varepsilon$. Total CP is the accumulated time for the $\varepsilon$ sequence.

| $\varepsilon$ | NSUB | CP | Total CP |
| :---: | :---: | ---: | :---: |
| $10^{-1}$ | 80 | 6.9 | 6.9 |
| $10^{-2}$ | 78 | 6.3 | 14.6 |
| $10^{-4}$ | 78 | 16.8 | 31.4 |
| $10^{-6}$ | 156 | 38.3 | 69.7 |
| $10^{-8}$ | 100 | 16.4 | 86.1 |

and/or collocation at the Gauss-Lobatto points as suggested by Ascher and Weiss [2], [3], [4].

We see from Tables 1 to 4 that for $\varepsilon=10^{-8}$ the SPCOL solution can be computed in less than $5 \%$ of the time of the continuation solution and the COLSYS improvement with the SPCOL solution as an initial guess can be computed in less than $24 \%$ of the time of the continuation solution for both simple and elastic supports.

Table 4
Example 1 with elastic supports. Number of sub-intervals (NSUB) and CP times to solve the problem by SPCOL and to improve it by COLSYS. The CP times include the time to calculate the reduced solution, which was 3.8 time units. Total CP is the sum of the SPCOL CP and the COLSYS CP.

| $\varepsilon$ | SPCOL |  | COLSYS |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | NSUB | CP | NSUB | CP |  |
| $10^{-1}$ | 40 | 3.9 | 100 | 10.2 | 14.1 |
| $10^{-2}$ | 47 | 3.9 | 94 | 10.5 | 14.4 |
| $10^{-4}$ | 56 | 3.9 | 112 | 12.8 | 16.7 |
| $10^{-8}$ | 57 | 3.9 | 134 | 16.8 | 20.7 |

Table 5
Example 1 with simple supports. Differences between SPCOL and COLSYS solutions, i.e., $\Delta(\quad):=\left|()_{\text {SPCOL }}-()_{\text {COLSYS }}\right|$.

| $\varepsilon$ | $\Delta x_{2}\left(\frac{1}{2}, \varepsilon\right)$ | $\Delta y_{2}(0, \varepsilon)$ |
| :---: | :---: | :---: |
| $10^{-1}$ | $7.1 \times 10^{-3}$ | $3.2 \times 10^{-2}$ |
| $10^{-2}$ | $6.7 \times 10^{-5}$ | $3.6 \times 10^{-3}$ |
| $10^{-4}$ | 0 | $3.6 \times 10^{-5}$ |
| $10^{-8}$ | 0 | 0 |

TABLE 6
Example 1 with elastic supports. Differences between SPCOL and COLSYS solutions, i.e.,

| $\Delta(\quad):=\mid()_{\text {SPCOL }}-($ |  | $)_{\text {COLSYS }} \mid$. |
| :---: | :---: | :---: |
| $\varepsilon$ | $\Delta x_{3}(0, \varepsilon)$ | $\Delta y_{2}(0, \varepsilon)$ |
| $10^{-1}$ | $1.3 \times 10^{-1}$ | $4.2 \times 10^{-2}$ |
| $10^{-2}$ | $1.4 \times 10^{-2}$ | $5.2 \times 10^{-3}$ |
| $10^{-4}$ | $1.5 \times 10^{-4}$ | $5.4 \times 10^{-5}$ |
| $10^{-8}$ | 0 | 0 |

Example 2. We consider the third order model problem

$$
\begin{equation*}
\dot{x}=1-x, \quad \varepsilon \dot{y}_{1}=y_{2}, \quad \varepsilon \dot{y}_{2}=\alpha^{2}(x) y_{1}+8 x(1-x) \tag{4.5a,b,c}
\end{equation*}
$$

with

$$
\begin{equation*}
\alpha(x)=1+2 x \tag{4.5d}
\end{equation*}
$$

and the linear boundary conditions

$$
\begin{equation*}
x(0, \varepsilon)+y_{1}(0, \varepsilon)=0, \quad-\gamma x(0, \varepsilon)+y_{2}(0, \varepsilon)=0, \quad x(1, \varepsilon)+y_{1}(1, \varepsilon)=0 . \tag{4.6}
\end{equation*}
$$

The matrix $\mathbf{G}(\mathbf{x}, t)$ for this example is the negative of that given by (4.4) for Example 1 with $\alpha$ now being given by (4.5d). Thus, $\mathbf{G}$ has one negative and one positive eigenvalue provided that $\alpha(x)$ is nonzero and $\mathbf{G}$ may be reduced to Schur form at $t=0$ using the orthogonal matrix $\mathbf{E}^{T}(\mathbf{x}(0), 0)$ and at $t=1$ using $\mathbf{E}(\mathbf{x}(1), 1)$ (with $\mathbf{E}(\mathbf{x}, t)$ given by (4.3a)).

Flaherty and O'Malley [10] studied this problem and showed that the reduced system is

$$
\begin{equation*}
\dot{X}_{0}=1-X_{0}, \quad Y_{20}=0, \quad \alpha^{2}\left(X_{0}\right) Y_{10}+8 X_{0}\left(1-X_{0}\right)=0 \tag{4.7}
\end{equation*}
$$

with the initial condition

$$
\begin{equation*}
\left|\alpha\left(X_{0}(0)\right)\right|\left[X_{0}(0)+Y_{10}(0)\right]-\gamma X_{0}(0)=0 . \tag{4.8}
\end{equation*}
$$

They show that there are three solutions of (4.7), (4.8) for each value of the constant $\gamma$ provided that there are no "turning points," i.e., provided that there are no values of $x(t)$ for which $\alpha(x)=0$ on $0 \leqq t \leqq 1$. The three solutions can be characterized by their value of $X_{0}(0)$ which is determined as

$$
\begin{equation*}
X_{0}(0)=0, \quad \frac{1}{4}\left[\gamma s-6 \pm \sqrt{(\gamma s-4)^{2}+48}\right], \quad s=\operatorname{sgn}\left(\alpha\left(X_{0}(0)\right) .\right. \tag{4.9}
\end{equation*}
$$

For $\gamma=2$ the three values of $X_{0}(0)$ are $0,0.803$, and -4.29 and the three corresponding solutions for $y_{1}(t, \varepsilon)$ are shown in Fig. 4. For $X_{0}(0)=0$, the initial layer correction $\mu_{0}(\tau)$ is trivial; however, the other two solutions have initial layer jumps.


Fig. 4. Numerical solution for $y_{1}(t)$ of Example 2 with $\gamma=2$ and $X_{0}(0)=0,0.803$, and -4.29 .

It can be easily verified that $\alpha\left(X_{0}(t)\right)$ has a zero on $0 \leqq t \leqq 1$ when ( $-3.08 \approx$ )$3 e / 2+1 \leqq X_{0}(0) \leqq-\frac{1}{2}$. In this case (4.5) has a turning point and $Y_{10}$ becomes unbounded. Our theory and methods do not apply in this case; however, if $\varepsilon$ is not too small, the solution of (4.5) can be calculated using COLSYS. In order to contrast solutions with and without turning points, we illustrate $y_{1}(t, \varepsilon)$ for $\gamma=-2$ and $X_{0}(0)=$ -2.80 in Fig. 5.


FIG 5. Numerical solution for $y_{1}(t)$ of Example 2 with $\gamma=-2$ and $X_{0}(0)=-2.80$.

Solutions obtained using SPCOL and the corresponding COLSYS corrections are shown for $\gamma=2$ and $X_{0}(0)=0,0.803$, and -4.29 in Tables 7, 9 , and 11, respectively. The COLSYS correction failed to converge for $\varepsilon \leqq 10^{-6}$ when $X_{0}(0)=0$ and -4.29. We have no explanation as to why the solution with $X_{0}(0)=0.803$ was so much easier to calculate. The relative difference between the SPCOL and COLSYS solutions for $x(1, \varepsilon)$ and $y_{2}(1, \varepsilon)$ are shown in Table 13 for $\gamma=2$ and $X_{0}(0)=-4.29$. These results are typical of those that we obtained for all three solutions.

Using COLSYS with continuation in $\varepsilon$ and the default initial guess can find at most one solution, and, for this example, it found the $X_{0}(0)=0$ solution. The results of this calculation are shown in Table 8 for $\gamma=2$. Although several $\varepsilon$ sequences were tried, we were unable to obtain convergence for $\varepsilon \leqq 10^{-6}$. Again, this situation could possibly be remedied by using collocation at the Gauss-Lobatto points as in Ascher and Weiss [2], [3], [4]. The other two solutions when $\gamma=2$ can also be calculated using continuation in $\varepsilon$ provided that we use a suitable initial guess. Results for the solutions corresponding to $X_{0}(0)=0.803$ and -4.29 are presented in Tables 10 and 12, respectively, using continuation with SPCOL furnishing an initial guess. These results seem to point to the possibility of using a combination of asymptotics and continuation to solve singular perturbation problems.

Table 7
Example 2 with $\gamma=2$ and $X_{0}(0)=0$. Number of subintervals (NSUB) and CP times to solve the problem by SPCOL and to improve it by COLSYS. The CP times include the time to calculate the reduced solution, which was 0.5 time units. Total CP is the sum of the SPCOL CP and the COLSYS CP.

| $\varepsilon$ | SPCOL |  | COLSYS |  |  |
| :---: | :---: | :---: | :---: | ---: | :---: |
|  | NSUB | CP | NSUB | CP |  |
| $10^{-1}$ | 40 | 0.6 | 88 | 6.3 | 6.9 |
| $10^{-2}$ | 44 | 0.6 | 88 | 6.2 | 6.8 |
| $10^{-4}$ | 47 | 0.6 | 192 | 18.2 | 18.8 |
| $10^{-6}$ | 47 | 0.6 |  | failed |  |

TAble 8
Example 2 with $\gamma=2$ and $X_{0}(0)=0$. Number of subintervals (NSUB) and CP times to solve the problem by COLSYS with continuation in $\varepsilon$ from $\varepsilon=10^{-1}$. The default initial guess that is provided in COLSYS was used to start the continuation sequence. Total CP is the accumulated time for the sequence.

| $\varepsilon$ | NSUB | CP | Total CP |
| :---: | ---: | ---: | :---: |
| $10^{-1}$ | 40 | 1.8 | 1.8 |
| $10^{-2}$ | 44 | 3.3 | 5.2 |
| $10^{-4}$ | 264 | 13.4 | 18.6 |
| $10^{-5}$ | 372 | 20.2 | 38.7 |
| $10^{-6}$ | failed |  |  |

Table 9
Example 2 with $\gamma=2$ and $X_{0}=0.803$. Number of subintervals (NSUB) and CP times to solve the problem by SPCOL and to improve it by COLSYS. The CP times include the time to calculate the reduced solution, which was 1.5 time units. Total CP is the sum of the SPCOL CP and the COLSYS CP.

| $\varepsilon$ | SPCOL |  | COLSYS |  |  |
| :---: | :---: | ---: | ---: | ---: | :---: |
|  | NSUB | CP | NSUB | CP |  |
| $10^{-1}$ | 42 | 1.5 | 42 | 3.0 | 4.5 |
| $10^{-2}$ | 52 | 1.6 | 52 | 3.0 | 4.6 |
| $10^{-4}$ | 57 | 1.6 | 58 | 2.6 | 4.2 |
| $10^{-6}$ | 57 | 1.6 | 114 | 10.9 | 12.5 |

Table 10
Example 2 with $\gamma=2$ and $X_{0}(0)=0.803$. Number of subintervals (NSUB) and CP times to solve the problem by COLSYS with continuation in $\varepsilon$ from $\varepsilon=10^{-4}$. Total CP is the accumulated time for the sequence.

| $\varepsilon$ | NSUB | CP | Total CP |
| :---: | :---: | :---: | :---: |
| $10^{-4}$ | 58 | 2.6 | 2.6 |
| $10^{-5}$ | 58 | 2.4 | 5.0 |
| $10^{-6}$ | 70 | 4.3 | 9.3 |

Table 11
Example 2 with $\gamma=2$ and $X_{0}(0)=-4.29$. Number of subintervals (NSUB) and CP times to solve the problem by SPCOL and to improve it by COLSYS. The CP times include the time to calculate the reduced solution, which was 0.9 time units. Total CP is the sum of the SPCOL CP and the COLSYS CP.

| $\varepsilon$ | SPCOL |  | COLSYS |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | NSUB | CP | NSUB | CP | Total CP |
| $10^{-1}$ | 44 | 0.9 | 62 | 3.6 |  |
| $10^{-2}$ | 52 | 0.9 | 84 | 3.8 | 4.7 |
| $10^{-4}$ | 59 | 0.9 | 232 | 15.3 | 16.2 |
| $10^{-6}$ | 59 | 0.9 |  | failed |  |

TABLe 12
Example 2 with $\gamma=2$ and $X_{0}(0)=-4.29$. Number of subintervals (NSUB) and CP times to solve the problem by COLSYS with continuation in $\varepsilon$ from $\varepsilon=10^{-2}$. Total

CP is the accumulated time for the sequence.

| $\varepsilon$ | NSUB | CP | Total CP |
| :---: | :---: | ---: | ---: |
| $10^{-2}$ | 84 | 3.8 | 3.8 |
| $10^{-4}$ | 168 | 21.3 | 25.1 |
| $10^{-6}$ | 322 | 40.8 | 65.9 |

Table 13
Example 2 with $\gamma=2$ and $X_{0}(0)=-4.29$. Relative difference between SPCOL and COLSYS solutions with $\Delta(\quad):=$ ( $)_{\text {spCoL }}-()_{\text {colsys }}$.

| $\varepsilon$ | $\frac{\Delta x(1, \varepsilon)}{\left\|x(1, \varepsilon)_{\text {CoLSYS }}\right\|}$ | $\frac{\Delta y_{2}(1, \varepsilon)}{\left\|y_{2}(1, \varepsilon)_{\text {COLSYS }}\right\|}$ |
| :---: | :---: | :---: |
| $10^{-1}$ | $9.7 \times 10^{-3}$ | $2.4 \times 10^{-1}$ |
| $10^{-2}$ | $9.6 \times 10^{-4}$ | $3.9 \times 10^{-2}$ |
| $10^{-4}$ | $9.6 \times 10^{-6}$ | $4.3 \times 10^{-4}$ |
| $10^{-6}$ | $1.0 \times 10^{-7}$ | $4.5 \times 10^{-6}$ |

5. Discussion. We have obtained asymptotic approximations for a restricted class of nonlinear singularly perturbed two-point boundary value problems and have shown how to construct approximate solutions numerically and use them to suggest a nonuniform mesh that may be used as input to a two-point boundary value code in order to calculate improved solutions. Clearly this approach offers some advantages over the more standard technique of continuation in $\varepsilon$ steps; however, the picture is far from clear and several questions still remain as to how best to use asymptotic analysis in conjunction with numerical analysis.

In Example 2 of $\S 4$ we have shown that asymptotic methods may be used to distinguish different solutions in problems having multiple solutions. These asymptotic approximations may be used to provide initial guesses to a two-point boundary value code.

In Example 1 of $\S 4$ we have shown that unbounded solutions can result from seemingly minor changes in the boundary conditions of singularly perturbed boundary value problems. Other very diverse behaviors can occur when turning point problems are considered (cf., e.g., Kevorkian and Cole [18] or O'Malley [21]). Since phenomena cannot easily be predicted, a sensible course to follow is perhaps to use asymptotic and numerical methods in tandem. For example, a rough numerical solution could be obtained for several values of $\varepsilon$ which could then be used to suggest the form of an asymptotic solution. The asymptotic approximation could then be used to refine the numerical solution, and so on. It is also possible that singular perturbation theory could be used to construct special methods that are appropriate for specific problems as e.g., in Flaherty and Mathon [9] and Ascher and Weiss [2], [3], [4].
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# UNDERFLOW AND THE RELIABILITY OF NUMERICAL SOFTWARE* 

JAMES DEMMEL $\dagger$


#### Abstract

We examine the effects of different underflow mechanisms on the reliability of numerical software. Software is considered reliable in the face of underflow if the effects of underflow are no worse than the uncertainty due to roundoff alone. The two primary underflow mechanisms discussed are store zero and gradual underflow, although we consider other mechanisms as well. By examining a variety of codes, including Gaussian elimination, polynomial evaluation, and eigenvalue calculation, we conclude that gradual underflow makes it significantly easier to write good numerical codes than store zero, and that this remains true even if extra range and precision are available for intermediate calculations.
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1. Introduction and summary. In this paper we examine the effects of underflow on the reliability of codes for solving a wide variety of numerical problems. In particular we demonstrate the utility of gradual underflow for writing more robust codes than are usually written when the conventional "store zero" approach to underflow is used. This paper summarizes the work of several people over a period of several years during which they participated in the IEEE Floating Point Standard subcommittee's deliberations about the proper way to handle underflow. In addition to the author, these people are J. Coonen, D. Hough, W. Kahan and S. Linnainmaa. Some of the results presented here have been published (separately) before; others have not.

When we speak of reliable software, we mean software that ideally produces accurate results whenever they can be represented, and otherwise gives a warning. Needless to say, such software must cope with roundoff, and that may be difficult for many problems even in the absence of underflow. These unavoidable roundoff errors have led to diminished expectations and less stringent definitions of reliability for different kinds of codes. For example, a Gaussian elimination code to solve a system of linear equations is commonly called reliable if it delivers the exact solution of a problem close to the one it received as input (we will discuss this example in more detail below). Users have come to expect no more than these weaker forms of reliability from many of their codes because both experience and sometimes proofs have demonstrated that roundoff errors prevent better performance.

How much further must the notion of reliability be weakened in the face of underflow? For example, does Gaussian elimination still deliver the exact solution of a problem close to the input if underflows occur during the computation? If so, and in general, if we can show that the effects of underflow on a code are no worse than the uncertainty due to roundoff alone, then we consider that code no less reliable in the face of underflow than in the face of roundoff. Thus, our approach during our investigations has been to decide if underflow contributes nothing worse to a code than the uncertainty from the expected effects of roundoff errors which must be tolerated anyway.

To explain our approach and conclusions, we need some notation. A more complete discussion of the following terminology may be found in $\S 2$ of this paper. We describe

[^91]floating point arithmetic with two parameters: $\varepsilon$ and $\lambda . \varepsilon$ denotes the difference between 1 and the next larger floating point number; thus $\varepsilon$ bounds the rounding error in the operations,,$+- *$ and $/ . \lambda$ denotes the underflow threshold, i.e. the smallest positive normalized floating point number. The two basic underflow mechanisms we have compared are store zero and gradual underflow. Store zero, the standard response to underflow, simply replaces any result that would be smaller than $\lambda$ in magnitude by 0 . Gradual underflow, on the other hand, returns an unnormalized floating point number less than $\lambda$ in magnitude which approximates the tiny result. These unnormalized numbers form an arithmetic progression between 0 and $\lambda$ with common separation $\lambda \varepsilon$, and are called denormalized to emphasize that they occur only at the bottom of the exponent range. Gradual underflow will henceforth be abbreviated by G.U. and store zero by S.Z.

There are actually many more mechanisms available to the system architect; all underflow mechanisms will be discussed further in $\S 2$ below. For reasons also explained there we selected the following variations on G.U. and S.Z. for analysis in this paper:

We compared using the same precision and range for intermediate calculations as are used to represent the inputs and outputs with using extra precision and range for intermediate calculations.

We compared using gradual underflow with the underflow flag being set by a threshold test (which signals underflow whenever the result is denormalized) with using gradual underflow with the flag being set by an accuracy test (which signals underflow only if the denormalized result has a numerical value different from that of the correctly rounded result).

We compared using underflow flags which are sticky (which, once set, remain set until explicitly reset by the user) with underflow flags which are nonsticky (which are reset prior to each floating point operation).

We have compared the effects of these mechanisms on the robustness of codes written without attention to over/underflow problems, but we occasionally consider highly robust, expert codes as well.

Our main conclusions are given below:
(1) For many algorithms written without attention to over/underflow, only if G.U. is used instead of S.Z. is the algorithm as robust in the face of roundoff and underflow as it is with roundoff alone. More specifically, as long as the data is normalized ( $>\lambda$ in magnitude) the results are as good as can be expected just with roundoff when using G.U., but when using S.Z. the data must be at least $\lambda / \varepsilon$ to expect the same performance.
(2) For some computations, one can claim more than in (1). Suppose we measure backwards error in the following combined relative/absolute way:

$$
\text { the change in } x \text { is comparable to } \begin{cases}\varepsilon|x| & \text { if }|x| \geqq \lambda, \\ \varepsilon \lambda & \text { if }|x|<\lambda,\end{cases}
$$

for G.U., and

$$
\text { the change in } x \text { is comparable to } \begin{cases}\varepsilon|x| & \text { if }|x| \geqq \lambda / \varepsilon, \\ \lambda & \text { if }|x|<\lambda / \varepsilon,\end{cases}
$$

for S.Z. For G.U. this means the change in $x$ is comparable to a few units in the last place stored of $x$, no matter if $x$ is normalized or not. For S.Z., on the other hand, numbers near $\lambda$ contain almost no significant digits. Then with respect to this new distance function, many algorithms always deliver the exact solution of a problem close to the input problem, no matter if underflow occurs or not. This statement is true of Gaussian elimination as long as the results themselves do not underflow and lose
accuracy, of polynomial evaluation, and of computing the eigenvalues of a symmetric tridiagonal matrix, for example. In other words, these algorithms always have a small backwards error with respect to this new definition (and subject to easily testable constraints), no matter what the inputs are. For G.U., this means nearly every bit stored in a number is significant, whereas in S.Z. almost no bits in any number of the problem may be significant, if all the numbers are too close to $\lambda$.
(3) In addition to extending the effective exponent range of the system by $-\log _{2} \varepsilon$ as described in (1), G.U. preserves certain mathematical relationships (such as $x=y$ if and only if $\mathrm{fl}(x-y)=0$ ) over the entire range of floating point numbers. These relationships may occasionally fail with S.Z. Their failure can lead to strange and elusive bugs in codes (see $\S 4$ below), whereas it is easier to write reliable code if these relationships can be depended on.
(4) Availability of extended precision and range does not always obviate the advantage of G.U. over S.Z. For some computations, such as polynomial evaluation, an extended format does eliminate almost all worry about intermediate over/underflow, but for others, such as Gaussian elimination and Cholesky decomposition, as long as the solution itself and the triangular factors of the matrix are stored in the basic format, the conclusions in (1) above remain valid even if all intermediate results are computed exactly. Thus, G.U. is of advantage to a system with an extended format as well as to a system with just one format.
(5) There are computations for which the accuracy test for G.U. is preferable to the threshold test and computations for which the threshold test is preferable, but the relative advantage is not very great for either type of test. The only advantage of the accuracy test over the threshold test we discovered was in the underflow flag being a false alarm less frequently. These potential false alarms arise from the assignment statement $a:=b$ when $b$ is denormalized, negation ( $a:=-b$ when $b$ is denormalized), addition, subtraction, multiplication when one factor is an integer, and remainder $(a \bmod b)$. The only potential advantage of the threshold test over the accuracy test was in helping to automatically verify the constraint that inputs be normalized ( $>\lambda$ in magnitude) mentioned in (1) above. It was not clear that this could be used easily in practice (see the discussion of Gaussian elimination in § 8 below).
(6) The sticky underflow flag is much more useful than the nonsticky kind, although there are several applications of nonsticky flags in expert codes (see the discussion of Gaussian elimination below). The sticky flag can be used to simulate a nonsticky one at the cost of resetting it before each relevant operation, a cost which may be severe if resetting requires an expensive system call in a tight loop.
(7) Highly robust, expert codes for problems like polynomial root finding are easier to write using G.U. than S.Z. However, as soon as any scaling is done it is usually as easy to scale to avoid S.Z. underflows as G.U. (see the discussions of Gaussian elimination, Cholesky decomposition, and eigenvalue computations in [2]).

We believe that the evidence weighs clearly in favor of G.U. over S.Z. Presumably that is why gradual underflow is required by the proposed floating point standard.

The evidence shows neither the accuracy test for G.U. nor the threshold test to be uniformly superior to the other, but the choice depends on whether the floating point designer also has control over how the compilers implement assignment and negation statements (see §5). If he does have control, he should insist on simple bit copying (nonfloating point) operations; if not, choosing the accuracy test over the threshold test eliminates the possibility of spurious underflow messages during assignment and negation. The proposed standard incorporates the accuracy test for lack of control over compiler design.

The sticky underflow flag is preferable to the nonsticky kind if there can be only one; a friendly system would make both available. The proposed standard requires sticky flags for all exception conditions, including underflow.

The rest of this paper is organized as follows. Section 2 presents underflow from a system architect's point of view. We discuss number formats and the options available for handling underflows, both when the underflow occurs and when the result is used later. Section 3 discusses underflow from a numerical analyst's point of view and shows how to extend conventional error analyses to include underflow. Sections 4 through 14 elaborate on the above results (without proofs) for the eleven computations listed below. Sections 4 through 14 may be read independently of one another:
tests and comparisons
the accuracy test versus the threshold test for G.U.
complex arithmetic
inner product calculations
Gaussian elimination
Cholesky decomposition
iterative refinement of linear systems
polynomial evaluation and root finding
eigenvalue computations for symmetric tridiagonal matrices
numerical quadrature
accelerating the convergence of sequences
2. A system architect's view of underflow. In this section we have two goals, first to describe the mechanisms available to the system architect for handling underflow, and second to describe the mechanisms we compare in this paper and why we have chosen them. We will introduce much notation in this section; when a new term is defined it will appear in italics.

The design questions facing the system architect are of two kinds: what value should be returned in the destination word when underflow occurs, and what side effects (if any) should underflow have? Options for the destination value are G.U., S.Z., and several other conventions such as exponent wraparound [10] and nonnumeric symbols like UN [4] and NAN [8]. Possible side effects are raising an underflow flag and continuing execution, invoking a trap handler that may execute any code of the system's or user's choice, waiting until an underflowed quantity is to be used to decide what to do, or most simply doing nothing. In case the architect decides to have flags or traps, the efficiency of his implementation will affect how the programmer writes codes to use the flags or traps (see the discussion of Gaussian elimination in §5, for example). Other side effects arise from design decisions made in the compiler; these are discussed below and in $\S \S 4$ and 5 . We will first discuss the different values that can be returned from an underflowed operation, and then possible side effects.

To describe the values that can be returned we need to refer to a specific floating point format which we now describe (the conclusions of this paper apply to similar formats as well). It contains three fields: a sign bit $\sigma$, a significand $f$, and an exponent $e$, and represents the value $x=(-1)^{\sigma} \cdot f \cdot 2^{e}$. The exponent $e$ satisfies $e_{\min } \leqq e \leqq e_{\max }$. The binary point follows the leading bit of $f$.

We call $f$ (and the entire floating point number) normalized if its leading bit is 1 (or if $e=0$ and $f=0$, which represents 0 ). This means $1 \leqq f<2$. Otherwise $0 \leqq f<1$ and is called unnormalized.

The rounding error of the arithmetic is the largest possible value of

$$
\frac{|\mathrm{f}(a \backsim b)-a \backsim b|}{|a \backsim b|},
$$

where $\llbracket$ denotes one of the operations $\left\{+,-,^{*}, /\right\}$, and $a$ and $b$ are such that $a \llbracket b \neq 0$ and $\mathrm{fl}(a ■ b)$, which denotes the floating point result of the operation $a ■ b$, is normalized and nonzero. As long as $\mathrm{fl}(a \boxminus b)$ is the first floating point number greater than or equal to $a \backsim b$ or the first number less than or equal to $a ■ b$ (e.g. if the arithmetic truncates or rounds), then

$$
\varepsilon \equiv 2^{1-n}
$$

where $n$ is the number of bits used to represent $f$, is a bound on the rounding error. In other words, $\varepsilon$ is the difference between 1 and the next larger floating point number. Note that $\varepsilon$ is twice as big as the rounding error if $\mathrm{fl}(a \backsim b)$ is the nearest floating point number to the true result $a \llbracket b$.

The largest normalized number has $e=e_{\max }$ and $f=1.1 \cdots 1$ ( $n$ bits long); it is called the overflow threshold and denoted by

$$
\Lambda \equiv 2^{e_{\max }(2-\varepsilon) \approx 2^{e_{\max }+1} .}
$$

The smallest normalized number, which has $e=e_{\min }$ and $f=1$, is called the underflow threshold, and is denoted by

$$
\lambda \equiv 2^{e_{\min }}
$$

Even though $\lambda$ is called the underflow threshold, we will see that underflow might not always be signalled whenever a result is less than $\lambda$ in magnitude.

When $e=e_{\min }$ and $f<1$ we call the number denormalized. Denormalized numbers are also called subnormal [6], a name which is perhaps more descriptive than denormalized. The denormalized numbers, which are a subset of the unnormalized numbers, form an arithmetic progression between 0 and $\lambda$ with common separation $\lambda \varepsilon$. Not all floating point systems allow denormalized numbers, or any unnormalized numbers at all. If denormalized numbers are not allowed, we typically handle underflow using store zero (S.Z.). This means that if the rounded value of a computation $x$ would lie strictly between $\pm \lambda$ so that we could not represent it as a normalized nonzero number, we return zero. If denormalized numbers are allowed then we can use gradual underflow (G.U.), which means rounding such an $x$ to the nearest denormalized number and returning that instead of zero. Gradual underflow is also called graceful underflow [6].

Exponent wraparound [10] is another possibility which only makes sense on a system which does not trap on over/underflow but which increments/decrements a counter designated in advance by the user (cf. Kahan's Counting Mode [10]). When a result would underflow, the value returned has the normalized significand of the result stored in $f$ and the result's exponent biased upward by a constant (such as $-3 \cdot e_{\min } / 2$ ) stored in $e$. (The analogous technique applies to overflow). By examining the counter the user can keep track of the powers of two contributed by wraparound.

Finally, the system may return a nonnumeric symbol such as UN [4] or NAN (Not A Number) [8]. A NAN is encoded in the IEEE proposal by an exponent $e=e_{\max }+1$ and a nonzero significand $f$ that may contain or point to diagnostic information about where and when the underflow occurred. This technique allows the user to defer deciding what to do about an underflow until later when he has more information (this is discussed further below). For more detail on floating point formats and representing underflowed quantities see [1].

The architect also has many options for side effects. Side effects of underflow may be generated on two occasions: when an underflowed quantity is created, and later when it is used. First we describe creation time side effects and then use time side effects.

The creation time options are raising a flag/not raising one, trapping/not trapping, and doing nothing. Doing nothing is the most common response of systems today
because underflow is generally presumed to be harmless (were that true, this paper would not have been written).

One attribute a flag can have is "stickiness". An underflow flag is sticky if, once set, it remains set until explicitly reset by the user (as in the proposed standard); otherwise it is nonsticky, that is reset prior to each operation. A sticky flag is generally much more useful than a nonsticky one because it allows the user to ask if any underflows have occurred anywhere in a section of code (since the last time the flag was reset). This is the proper type of flag for debugging or when underflows are not anticipated. A nonsticky flag, which can always be simulated by a sticky one, is useful only when analysis has shown that underflow in only a certain few operations can matter. This is the case in certain expert codes (see $\S 8$ below) but is rare.

Another attribute a flag can possess is available only with G.U.: it can be set either by a threshold test or an accuracy test:

Threshold test. Signal underflow if the exact result would have been less than $\lambda$ in magnitude and not zero, and

Accuracy test. Signal underflow if, in addition to the computed result being no more than $\lambda$ in magnitude, it is different from what would have been the result had exponent range been unbounded.

The reason for the option is as follows. Just because a result of an operation must be represented as a denormalized number does not mean accuracy has been lost. It may be that the error incurred by denormalization is no worse than what roundoff would have caused had exponent range been unlimited. For example, $\lambda / 2$ is representable exactly as a denormalized number. In such cases, the architect may decide not to signal underflow, since the error is no worse than what roundoff alone would have caused. This more restrictive definition of underflow has the advantage of signalling underflow less frequently than the threshold test and therefore generates fewer false alarms. For example, the accuracy test will never signal underflow on copy (assigning $a:=b)$, negation $(a:=-b)$, addition, subtraction, multiplication where one factor is an integer, or remainder $(a \bmod b)$ [16]. On the other hand, a threshold test may be better for an application where any nonzero result less than $\lambda$ in magnitude causes problems later in the code. In the friendliest system, the user would be able to choose the definition depending on his application. For example, when debugging a new code in which underflow is not expected to occur, a threshold test with a smart trap handler/debugger would be useful, whereas a clever, robust code might exploit the more restrictive definition. We give examples of codes which use both types of flags below.

There are at least as many options available to the designer of a trap handler, because in principle a trap handler can contain any code of the system's or user's choice. For example, one may want a smart trap handler/debugger which lets the user examine his operands and code when underflow occurs, or one which keeps a record of where and when all underflows occur and lets the user examine them at the end of the program, or even one which attempts to perform the computation in a totally different way to avoid underflow. Actually, any given underflow mechanism can be implemented using a trap handler if a trap occurs on every underflow, although this may be slow. Obviously these possibilities involve compiler and operating system questions which would be difficult and interesting even without raising any numerical issues; we will not consider traps further in this paper.

Finally, the system (or user) can decide at the time of use what to do about underflow. This option is not available in an S.Z. system because there is nothing unusual about an underflowed S.Z. value (it is zero) that lets us detect when it is used;
with G.U., however, denormalized numbers mark themselves as underflowed quantities. By delaying a reaction until time of use, the user can defer judgement about the harmfulness or harmlessness of an underflow until he has more information available to help him decide. If a denormalized number is to be added to a much larger number, for example, little or nothing is lost. If it is to be multiplied by a large number, accuracy lost in denormalization might become significant later, especially if cancellation occurs. In general these decisions can better be made when the denormalized number is to be used rather than when it is created. Again, it is advantageous to give the user a choice in response. One approach considered by the IEEE committee was to have two modes: warning and normalizing. Warning mode caused a trap whenever
the uncertainty in a denormalized operand ( $\pm \lambda \varepsilon / 2$ ) would be magnified relative to the result by multiplication or division by a normalized operand, or dividing a finite nonzero dividend by a denormalized divisor, or taking the square root of a denormalized number.
Normalizing mode does not trap in these cases. As with the different definitions of underflow, warning mode may be useful for debugging new codes, and normalizing mode for writing clever, robust ones. We again give examples of such clever codes below. The committee chose not to include warning mode in the standard.

Given this bewildering array of options, how do we intend to compare G.U. and S.Z. systems? It is obviously possible to compute anything using S.Z. that can be computed with G.U. (and vice versa) by testing and scaling each pair of operands before use, but this is hardly a fair comparison since one code may be much harder to write or take much longer to run than the other. One fair comparison is to ask if for a given level of system support and given level of effort the code using G.U. has substantially different reliability than one using S.Z. For the comparisons in this paper, we chose the least effort possible, meaning that we want to compare codes written without regard to underflow at all if possible, or sight modifications of such codes. Furthermore, we chose the least possible system support short of doing nothing: providing a user testable underflow flag (and, of course, not trapping on underflow). We also consider the two ways to raise the G.U. flag described above: the threshold test and the accuracy test (in what follows we will often use the phrase "inaccurate underflows" to refer to both S.Z. underflows and G.U. underflows according to the accuracy test). Applications of nonsticky flags will be noted when they exist; unless a flag is explicitly called nonsticky it should be assumed sticky. In addition to these underflow options, we examine the utility of performing intermediate calculations with extra precision and range to avoid as many underflows as possible.

Finally, a writer of clever library routines may well be interested in how much reliability he can get for a fixed execution time, code size, etc., independent of development cost. We believe several of the codes discussed in this paper (and in more detail in [2]) will provide a basis for such a comparison.
3. A numerical analyst's view of underflow. In this section we show how to extend traditional floating point error analyses to take underflow into account. Let be one of the operations $\left\{+,-,{ }^{*}, /\right\}$ and let $\mathrm{fl}(a \backsim b)$ denote the floating point result of the indicated operation. Traditional error analyses use the formula [23]

$$
\begin{equation*}
\mathrm{fl}(a \backsim b)=(a \backsim b)(1+e) \quad \text { unless } a \backsim b \text { underflows or overflows, } \tag{1}
\end{equation*}
$$

where $|e| \leqq \varepsilon$. To take underflow into ccount, we write [13]

$$
\begin{equation*}
\mathrm{f}(a \backsim b)=(a \backsim b)(1+e)+\eta \quad \text { unless } a \backsim b \text { overflows. } \tag{2}
\end{equation*}
$$

In the case of G.U. there are the following constraints on $e$ and $\eta$ :

$$
\begin{gather*}
|e| \leqq \varepsilon \text { and }|\eta| \leqq \lambda \varepsilon,  \tag{3}\\
\eta \cdot e=0 \quad \text { (i.e. at most one of } \eta \text { and } e \text { is nonzero), and }  \tag{4}\\
\eta=0 \quad \text { if } \bullet \text { is either addition or subtraction. } \tag{5}
\end{gather*}
$$

In the case of S.Z. we have the following somewhat different constraints on $e$ and $\eta$ :

$$
|e| \leqq \varepsilon \quad \text { and } \quad|\eta| \leqq \lambda, \quad \text { and }
$$

$$
\eta \cdot e=0
$$

Let us examine the differences in constraints. The different bounds on $|\eta|$ in (3) and ( $3^{\prime}$ ) mean that the error contributed by underflow for S.Z. can be $1 / \varepsilon$ times as large as for G.U. (5) means that there can be no underflow error in addition or subtraction for G.U., whereas underflow can cause complete loss of relative accuracy for S.Z.

Formula (2) gives a combined relative/absolute error bound on the error in floating point. For G.U. we have a bound $\varepsilon$ on the relative error as long as the true result is bigger than a threshold $\lambda$, and an absolute error bound $\lambda \varepsilon$ for smaller results. The bounds match, in that for results at the underflow threshold $\lambda$, the absolute magnitude of the largest relative error ( $\varepsilon \cdot$ result) is equal to the largest absolute error $(\varepsilon \cdot \lambda)$ (see Fig. 1). This property of (2) means that when doing a G.U. error analysis, we are really doing both a floating point and fixed point analysis simultaneously, because

$$
\mathrm{fl}(a ■ b)=(a ■ b)+\eta
$$

is the error formula used in fixed point analyses.
For S.Z. on the other hand, the error jumps at $\lambda$. For results just bigger than $\lambda$, the largest possible error is $\lambda \varepsilon$ as with G.U., but for smaller results the error leaps up to nearly $\lambda$ (see Fig. 2). In order to analyze errors in S.Z. arithmetic as in G.U. (relative error above a threshold, absolute below, and at the threshold the errors match), we must raise the threshold to $\lambda / \varepsilon$ (see Fig. 3). Said another way, G.U. reduces underflow errors to the size of roundoff for all normalized results, but S.Z. underflow errors are roundoff size only for results greater than $\lambda / \varepsilon$ in magnitude. This explains why so many of the results to be presented later read as follows:

When using G.U., as long as the data is normalized ( $>\lambda$ ), the results are as good as can be expected just with roundoff, but when using S.Z. the data must be at least $\lambda / \varepsilon$ to expect the same performance. Furthermore, as the data decreases below the threshold ( $\lambda$ or $\lambda / \varepsilon$ ) G.U.'s results degrade smoothly rather than abruptly, as do S.Z.'s.
$\lambda$ is a much more natural threshold (and easier to test for, depending on the definition of underflow) than $\lambda / \varepsilon$ for the range of application of a code.

For some codes one can make a backwards error bound independent of input values if one measure backwards error in the way suggested in conclusion (2) of § 1. For G.U., this measure means every number is viewed as uncertain in the last few places stored, whether denormalized or not. For S.Z., it means some numbers near $\lambda$ are viewed as uncertain in nearly all their places. Gaussian elimination without inaccurate underflows in the solution components themselves, polynomial evaluation, and our algorithm for eigenvalues of symmetric tridiagonal matrices have backwards error bounds of this form. For these codes, G.U. more than extends the apparent exponent range by $-\log _{2} \varepsilon$ over S.Z.: it asserts the significance of nearly all bits in every number in the machine.

Horizontal axis: True result of operation $a \llbracket b$. (Tic marks represent floating point numbers.)
Vertical axis: ——Error in computed result $a \sqcap b-\mathrm{fl}(a \sqcap b)$. (Arithmetic is binary and chopped with $\varepsilon=\frac{1}{8}=$ maximum rounding error, $\lambda=$ underflow threshold)

- Error bound.


Fig. 1. Error with gradual underflow (see (2), (3), (4) for error bound).


Fig. 2. Error with store zero (see (2), (3'), (4') for error bound).


Fig. 3. Store zero error bounded in same way as gradual underflow error.
If all G.U. did were to extend the apparent exponent range of the system, then the argument for G.U. over S.Z. would become weaker as the actual exponent range grew larger. As we have just seen, however, there are certain mathematical relationships, preserved by G.U. but not S.Z. over the range of all floating point numbers, which make codes that are to work over the range of all inputs easier to write. Other useful relationships preserved by G.U. but occasionally violated by S.Z. include [1]:

$$
\begin{equation*}
x=y \quad \text { if and only if } \mathrm{fl}(x-y)=0 \tag{7}
\end{equation*}
$$

(8) $\mathrm{fl}((x-y)+y) \approx x$ (to within a rounding error in the larger of $x$ and $y$ ),
and assuming the exponent range $\left[e_{\min }, e_{\max }\right]$ is nearly symmetrical about 0 (as with the proposed IEEE standard), then if no overflow occurs

$$
\begin{equation*}
\mathrm{f}(1 /(1 / x)) \approx x \text { to within a few rounding errors in } x . \tag{9}
\end{equation*}
$$

Failure to satisfy statements like (7) to (9) can induce strange and elusive bugs in
codes (see § 4 and [10]). Their validity makes it much easier to write and maintain codes by eliminating the need for tests for the very rare cirumstances in which they fail.

The combined relative/absolute error measure given in (2) arises naturally in several ways. When solving linear equations with iterative refinement, we stop when the relative error in the solution vector is (hopefully) small. This means large components are known to high relative accuracy, and small components to an absolute accuracy of the same magnitude. In physical problems there is often a noise level which means that only measurements above it can be made relatively accurately, and below it only with absolute accuracy equal to the noise level.
4. Tests and comparisons. To analyze codes containing tests like

$$
\begin{align*}
& \text { if } x \neq y \quad \text { then } r:=\frac{f(x)-f(y)}{x-y}  \tag{10}\\
& \text { else if } 100 * x \neq 100 * y \text { then print why? }
\end{align*}
$$

or

$$
\begin{equation*}
\text { if } x \neq 0 \text { and }|x-y| \leqq .001|x| \text { then } z=\operatorname{SQRT}(1.5-y / x) \tag{11}
\end{equation*}
$$

the first of which can produce a divide by zero error and the second of which a square root of negative number error, we must not only know how underflow is handled, but how the compiler implements tests like " $x \neq y$ ?". There are two possibilities for this: a fixed point (bitwise) comparison of $x$ and $y$, and a comparison of $\mathrm{fl}(x-y)$ with 0 .

Let us first analyze (10) and (11) using S.Z. With the first (fixed point) implementation of " $x \neq y$ ?", any choice of $x$ and $y$ such that $0<|x-y|<\lambda$ (such as $x=1.25 \lambda$ and $y=2 \lambda$ ) will pass the test " $x \neq y$ ?" and cause a divide by zero error in the expression for $r$ in (10). In (11), the same choice of $x$ and $y$ passes both tests but causes $1.5-y / x$ to equal -.1 and gives a square root of negative number error. Using the second, floating point implementation of " $x \neq y$ ?" the same $x$ and $y$ causes why? to be printed by (10). Thus, both implementations and even the more robust looking test in (11) can cause strange results using S.Z.

With G.U., on the other hand, the two implementations of the test " $x \neq y$ ?" are equivalent (barring overflow of $\mathrm{ff}(x-y)$ ), and neither divide by zero nor why? nor square root of negative number messages are possible from (10) or (11). Any underflow flags raised by the threshold test should be ignored in these examples because if an addition or subtraction underflows in G.U. arithmetic, it must give the exact result (thus no underflow flag would be raised with the accuracy test).

The pitfalls of using extended range and precision in comparisons have been well documented in [15].
5. The accuracy test versus the threshold test for G.U. When an operation $a \backsim b$ underflows, the denormalized result need not have a different numerical value from the result that would have been returned had the exponent range been unbounded. For example, the results of $\lambda / 2, \lambda / 4, \cdots, \lambda /(1 / \varepsilon)$ are all denormalized yet representable without error. The accuracy test for G.U. will not raise the underflow flag for these operations, or for any others where the denormalized result is identical to the result that would have been returned had the exponent range been unbounded. In contrast, the threshold test raises an underflow flag whenever a nonzero result is less than $\lambda$ in magnitude (there are slight variations possible on this definition, but they do not effect the results of this analysis).

The accuracy test has the advantage over the threshold test, that if the only bad effect of underflow is its abnormally large loss of accuracy, then it avoids raising the
underflow flag unnecessarily, whereas the threshold test raises the flag whenever the result is small even if accurate. If, on the other hand, it is the size of an underflowed result that can cause difficulty later, the threshold test is more useful. We have found examples where both definitions of underflow are useful.

First we discuss examples where the threshold test appears advantageous. In conclusion (1) of the § 1 , we stated that for many algorithms as long as the inputs were normalized ( $>\lambda$ in magnitude), they would perform as well as expected with roundoff. This seems like an ideal use for the threshold test, but as described in the section on Gaussian elimination, for example, what we need to test is if any entry of the input matrix is normalized, a weaker condition on the matrix, but one requiring testing the underflow flag (and resetting it as well if it is a sticky flag) for each matrix entry. If testing, or more likely resetting, involves an expensive system call, we would not want to include it in such a tight loop. Similar input constraints apply to Cholesky, iterative refinement, inner product calculations and others: we would need to test and possibly reset the underflow flag in a tight loop. If these are expensive operations, the usefulness of the threshold test is undermined. Furthermore, some of these codes satisfy a combined relative/absolute error bound independent of the input values (see conclusion (2) of § 1).

Now we discuss the situations in which the accuracy test appears more useful. In Gaussian elimination, iterative refinement, and complex divide we may use the accuracy test to test intermediate and final results for underflows we know can be harmful only if they are inaccurate. There are also the simple assignment statement $a:=b$ and negation $a:=-b$. If $b$ is denormalized, and the compiler implements these statements as floating point operations, then the accuracy test will raise no flag, but the threshold test will. If they are implemented as fixed point operations, then of course no flags will be raised, but in the unhappily common situation where one designer designs the floating point and another the compiler, the floating point designer may have no control over the compiler design decisions. One may counter that one could just test and reset the underflow flag after assignments and negations, but if this incurs the overhead of a system call, it may not be a good solution. These examples of assignment and negation may well be the major contributor of false alarms on threshold underflow.
6. Complex arithmetic. In order to make error analysis in complex arithmetic as similar as possible to the analysis in real arithmetic, we would like to have formulas describing the error in complex addition, subtraction, multiplication and division that are nearly identical to (1) to (5) and ( $3^{\prime}$ ) and ( $4^{\prime}$ ) which describe the error in real arithmetic.
6.1. Complex addition and subtraction. Here the situation is most satisfying: formulas (1) to (5) and ( $3^{\prime}$ ) and ( $4^{\prime}$ ) all remain true as long as " $a ■ b$ overflows" is interpreted as "overflows in either component". We repeat these formulas for completeness. In the absence of overflow or underflow we have

$$
\begin{equation*}
\mathrm{fl}(a \pm b)=(a \pm b)(1+e) \quad \text { unless } a \pm b \text { underflows or overflows. } \tag{12}
\end{equation*}
$$

To take underflow into account, we write

$$
\begin{equation*}
\mathrm{fl}(a \pm b)=(a \pm b)(1+e)+\eta \quad \text { unless } a \pm b \text { overflows. } \tag{13}
\end{equation*}
$$

In the case of G.U. there are the following constraints on $e$ and $\eta$ :

$$
\begin{equation*}
|e| \leqq \varepsilon \quad \text { and } \quad \eta=0 \tag{14}
\end{equation*}
$$

In the case of S.Z. we have the following somewhat different constraints on $e$ and $\eta$ :

$$
\begin{equation*}
|e| \leqq \varepsilon \quad \text { and } \quad|\eta| \leqq \lambda . \tag{15}
\end{equation*}
$$

It is not true that at most one of $e$ and $\eta$ can be nonzero, as it was with real addition.
6.2. Complex multiplication. Multiplication is not quite so satisfactory as addition and subtraction because of the possibility of intermediate overflow in the obvious algorithm:

$$
\begin{equation*}
(a+i \cdot b) \cdot(c+i \cdot d)=(a c-b d)+i \cdot(a d+b c) \equiv p_{r}+i \cdot p_{i} \tag{16}
\end{equation*}
$$

even though the final product may be a representable number. Since this can only happen if one of $p_{r}$ or $p_{i}$ is within a factor of 2 of the overflow threshold $\Lambda$ anyway, we accept this slight loss of robustness since formula (16) is otherwise so satisfactory, as we now discuss.

In the absence of overflow or underflow (in the intermediate or final results)

$$
\begin{equation*}
\mathrm{fl}(a * b)=(a * b)(1+e) \tag{17}
\end{equation*}
$$

where $a, b$, and $e$ are all complex quantities, and $|e|<2 \sqrt{2} \varepsilon$. To take underflow into account we again write

$$
\begin{equation*}
\mathrm{fl}(a * b)=(a * b)(1+e)+\eta \quad \text { in the absence of overflow. } \tag{18}
\end{equation*}
$$

For G.U. we have the following constraints on $e$ and $\eta$ (to first order in $\varepsilon$ ):

$$
\begin{equation*}
|e| \leqq 2 \sqrt{2} \varepsilon \quad \text { and } \quad|\eta| \leqq 2 \sqrt{2} \lambda \varepsilon . \tag{19}
\end{equation*}
$$

For S.Z. we have the following slightly different constraints:

$$
\begin{equation*}
|e| \leqq 2 \sqrt{2} \varepsilon \quad \text { and } \quad|\eta| \leqq 2 \sqrt{2} \lambda . \tag{20}
\end{equation*}
$$

Thus, complex multiplication can be analyzed in the identical way as real multiplication but with slightly larger bounds on $e$ and $\eta$.

Hence, analyses of algorithms which use only,+- , and $*$ operations (such as inner product) and the error bounds in (2) extend immediately to the complex case.

It is no longer possible to test for underflow in multiplication with S.Z. by comparing the product to zero as in real multiplication. Indeed, it is possible for a nonzero product computed with S.Z. to be wrong in the second bit in both components due to underflow. For example, consider the product of $2 \sqrt{\lambda}+i \cdot 0.5 \sqrt{\lambda}$ and $\sqrt{\lambda}+i \cdot \sqrt{\lambda}$. The correct product, produced with G.U., is $1.5 \lambda+i \cdot 2.5 \lambda$, but S.Z. delivers $2 \lambda+i \cdot 2 \lambda$. The underflow flag, however, may also be raised spuriously, for S.Z. or G.U., accuracy test or threshold test, even though the product is exemplary.
6.3. Complex division. This case was originally analyzed by Hough [7]. The algorithm is due to Smith and can be found in Knuth [17, p. 195] and avoids almost all unnecessary intermediate overflows in the calculation. We want to compute the quotient $(a+i \cdot b) /(c+i \cdot d)=q_{r}+i \cdot q_{i}$ :

$$
\begin{align*}
\text { if }|d|<|c| \text { then compute } q_{r}+i \cdot q_{i} & =\frac{a+b(d / c)}{c+d(d / c)}+i \cdot \frac{b-a(d / c)}{c+d(d / c)} \\
\text { else compute } q_{r}+i \cdot q_{i} & =\frac{b+a(c / d)}{d+c(c / d)}+i \cdot \frac{-a+b(c / d)}{d+c(c / d)} . \tag{21}
\end{align*}
$$

As with complex multiplication, it is possible to have intermediate overflows even if $q_{r}$ and $q_{i}$ are exactly representable, but this can only happen if either the $a$ and $b$ or $c$ and $d$ are both within a factor of 2 of $\Lambda$ anyway.

If no overflows or underflows occur, then the relative error in the quotient is bounded by $7 \sqrt{2} \varepsilon$, where $\varepsilon$ is the error in the underlying arithmetic. In contrast to addition, subtraction and multiplication, however, it is not possible to bound the error in the presence of underflow simply in terms of a few units in the last place of the correct result plus a few underflow errors. If either the dividend $a+i \cdot b$ or divisor $c+i \cdot d$ is entirely denormalized, it is possible to get a normalized quotient that may be wrong in most of its places. If both dividend and divisor are normalized in at least one component, however, then with G.U. the computed quotient does indeed agree with the correct quotient to all but a few units in the last place of $\left|q_{r}+i \cdot q_{i}\right|$. With S.Z. both divisor and divided have to be at least $\lambda / \varepsilon$ to be assured of the same accuracy. We write these conclusions as follows:

$$
\begin{equation*}
\mathrm{fl}(a / b)=(a / b)^{*}(1+e)+\eta \quad \text { if both }|a| \text { and }|b| \text { are bigger than } \tau \tag{22}
\end{equation*}
$$

where

$$
\begin{equation*}
|e| \leqq 7 \sqrt{2} \varepsilon \quad \text { for both G.U. and S.Z. } \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau=\lambda \quad \text { and } \quad \eta=\sqrt{2} \lambda \varepsilon \quad \text { for G.U. } \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau=\lambda / \varepsilon \quad \text { and } \quad \eta=\sqrt{2} \lambda \quad \text { for S.Z. } \tag{25}
\end{equation*}
$$

Thus, when analyzing algorithms with complex division, more care must be taken than with real division to make sure the constraints given by $\tau$ above are satisfied.

Here are some examples to show what happens when the constraints given by $\tau$ are violated. We use 6 decimal arithmetic for ease of presentation. First, let $a+i \cdot b=$ $2 \lambda+i \cdot 1 \lambda$ and $c+i \cdot d=4 \lambda+i \cdot 2 \lambda$. The correct quotient $(a+i \cdot b) /(c+i \cdot d)=.5$, but in S.Z. the term $\lambda(1 / 2)$ underflows to 0 and we get the quotient .4 instead of .5 . With G.U. we get .5. If we now multiply both dividend and divisor by $\varepsilon$ so they are denormalized, G.U. suffers the same fate as S.Z. and delivers .4 instead of . 5 .

Unfortunately, an underflow flag may be raised even though the product is very accurate. This is true for S.Z. or G.U. with either accuracy test or threshold test.

With extended precision and range both the multiplication and division routines can underflow (or overflow) only when storing the final results, thus avoiding all false alarms.
7. Inner product calculations. Consider the two vectors $a=(\Lambda, \lambda, 1 / 2, \lambda, 0)$ and $b=(0,1 / 2, \lambda, 1, \Lambda)$. If we compute their inner product $\sum_{i=1,5} a_{i} b_{i}$ in the straightforward way
sum $:=0$
for $i:=1$ to 5 do sum:=sum $+a_{i} * b_{i}$
we get very different answers if we use G.U. than if we use S.Z. With G.U. we get the exact answers $2 \lambda$ whereas with S.Z. we get $\lambda$ because both $a_{2} b_{2}$ and $a_{3} b_{3}$ are less than $\lambda$ and so flush to zero in a S.Z. system. The difference is large in the forward sense ( $\lambda$ is relatively much different than $2 \lambda$ ) and the backward sense as well, because it cannot be explained by saying that the result obtained from S.Z. is the exact result of a different inner product whose vector components differ from the original ones by a few units in the last place. Note also that there are no scale factors $\alpha$ and $\beta$ such
that the inner product can be calculated as

$$
\frac{1}{\alpha \beta} \sum_{1=i}^{5}\left(\alpha a_{i}\right)(\beta b)_{i}
$$

without underflow or overflow.
We can state the following propositions about inner products which generalize the above example [2].

Proposition 1. Let $g^{\prime}$ be a bound on the partial sums and individual terms of the inner product $\sum_{i=1}^{n} a_{i} b_{i}$ :

$$
\begin{equation*}
g^{\prime}=\max _{1 \leqq i \leqq n}\left(\mathrm{fl}\left(\sum_{j=1}^{i} a_{j} b_{j}\right), a_{i} b_{i}\right) . \tag{26}
\end{equation*}
$$

We can bound the error in computing $\sum_{i=1}^{n} a_{i} b_{i}$ as follows: In the absence of underflow we have

$$
\begin{equation*}
\left|\mathrm{fl}\left(\sum_{i=1}^{n} a_{i} b_{i}\right)-\sum_{i=1}^{n} a_{i} b_{i}\right| \leqq(2 n-1) \varepsilon g \tag{27}
\end{equation*}
$$

where $g=g^{\prime} /(1-\varepsilon)$.
In the case of G.U. we have

$$
\begin{align*}
\left|\mathrm{fl}\left(\sum_{i=1}^{n} a_{i} b_{i}\right)-\sum_{i=1}^{n} a_{i} b_{i}\right| & \leqq(n-1) \varepsilon g+n \varepsilon \max (\lambda, g) \\
& \leqq(2 n-1) \varepsilon g \quad \text { if } g \geqq \lambda \tag{28}
\end{align*}
$$

where $g=g^{\prime} /(1-\varepsilon)$.
In the case of S.Z. we have

$$
\begin{align*}
\left|\mathrm{fl}\left(\sum_{i=1}^{n} a_{i} b_{i}\right)-\sum_{i=1}^{n} a_{i} b_{i}\right| & \leqq(2 n-1) \varepsilon \max \left(\frac{\lambda}{\varepsilon}, g\right)  \tag{29}\\
& \leqq(2 n-1) \varepsilon g \quad \text { if } g>\frac{\lambda}{\varepsilon}
\end{align*}
$$

where $g=\left(g^{\prime}+\lambda\right) /(1-\varepsilon)$. Note that the $g$ used in equation (28) may differ from the $g$ used in equation (29) because $g$ depends on the kind of arithmetic used (G.U. or S.Z.). Also, $g$ depends on the order of the terms $a_{i} b_{i}$.

The proof is a straightforward extension of the usual error analysis of inner products [23] using formula (2) of $\S 3$.

The significance of this proposition is the following: (27) states the well-known result that the error in an inner product subject only to roundoff errors can be as large as about $2 n$ rounding errors in the largest intermediate result $g^{\prime}$. The second line of (28) says that the same is true for G.U. as long as the largest intermediate results $g^{\prime}$ is normalized. In particular, if the final result is normalized, then underflow is no worse than roundoff. (If $g^{\prime}$ is not normalized, then we have effectively computed the inner product in fixed point and we get only an absolute error bound from the first line of (28) as expected.) If we use the accuracy test with G.U. and the underflow flag is not raised, then (27) holds independent of the size of $g$. For S.Z. on the other hand (29) says that $g^{\prime}$ must exceed $\lambda / \varepsilon$ for the same claim to hold. This is an example of statement (9) in § 3.

To analyze the backwards error in an inner product, we need another expression for the error.

Proposition 2. The floating point result of the inner product $\sum_{i=1}^{n} a_{i} b_{i}$ may be written

$$
\begin{equation*}
\mathrm{fl}\left(\sum_{i=1}^{n} a_{i} b_{i}\right)=\sum_{i=1}^{n} a_{i} b_{i}\left(1+E_{i}\right)+\eta . \tag{30}
\end{equation*}
$$

In the absence of underflow we have

$$
\begin{align*}
& \left|E_{1}\right| \leqq n \varepsilon,  \tag{31}\\
& \left|E_{j}\right| \leqq(n+2-j) \varepsilon \quad \text { if } j>1 .
\end{align*}
$$

In the case of G.U. we have the same bounds on the $\left|E_{i}\right|$, and

$$
\begin{equation*}
|\eta| \leqq n \lambda \varepsilon . \tag{32}
\end{equation*}
$$

In the case of S.Z. we have the same bounds on the $\left|E_{i}\right|$, and

$$
\begin{equation*}
|\eta| \leqq n \lambda . \tag{33}
\end{equation*}
$$

The proof is again a straightforward extension of the usual error analysis [23] using formula (2).
(31) means that in the absence of underflow, an inner product can be computed with small backwards error; in other words the computed result is the exact inner product of two vectors whose components differ by at most $n$ rounding errors from the components of the original vectors. (32) means that with G.U., as long as some intermediate result $\mathrm{fl}\left(a_{i} b_{i}\right)$ is normalized ( $>\lambda$ ), then the backwards error is also small, because $\eta$ can be absorbed into the $a_{i} b_{i}\left(1+E_{i}\right)$ term, increasing $E_{i}$ by at most $n \varepsilon$. In particular, if the final result is normalized, underflow is no worse than round off. (33) means that some intermediate term must be as large as $\lambda / \varepsilon$ for a similar claim to hold for S.Z.

Of course, if we are using the accuracy test with G.U. and no flag is raised, then $\eta=0$ and the roundoff only error bounds in (31) hold.

These two propositions may be used to extend the results of error analyses for many matrix computations to include underflow. The next three sections present the results of such analyses for Gaussian elimination, Cholesky decomposition, and iterative refinement.

## 8. Gaussian elimination.

8.1. Summary. The algorithm we analyze for solving the system of linear equations $A x=b$ is a standard form of Gaussian elimination:
(1) Decompose $A=L U=$ (lower triangular) (upper triangular) using pivoting, so that the diagonal of $L$ contains all 1's and no entries of $L$ exceed 1 in absolute value;
(2) Solve $L y=b$ for $y$ (forward substitution);
(3) Solve $U x=y$ for $x$ (back substitution).

What kind of reliability do we expect from this algorithm in the absence of underflow? It is well-known that even though we can not expect an accurate solution if the input matrix is ill-conditioned, we can expect to get a residual $A \hat{x}-b$ ( $\hat{x}$ is the computed solution) that is small in a sense made precise later. We also expect a small backwards error: $\hat{x}$ will be the exact solution of a problem slightly different from the original, again in a sense to be made precise later.

It turns out that as long as one component each of the matrix $A$ and right-hand side $b$ are normalized, then the only gradual underflows that can possibly contribute significantly to the residual or backwards error are inaccurate underflows in the final solution vector $\hat{x}$. Here we are using the accuracy test for underflow (see § 3), but our conclusions are also valid with the threshold test, though we get more false alarms.

This is a situation where the proper choice of underflow test depends on the application: if the output of the Gaussian elimination routine is input for another call to it, the user may choose the threshold test to see if he is passing normalized data to the second call as required for the conclusions above to apply. This may not be easy to do in practice, of course, but it shows that the accuracy test might not be best for all situations.

In contrast, unless one component each of the $A$ and $b$ is greater than $\lambda / \varepsilon$ in magnitude, intermediate underflows with S.Z. during any stage of solution can introduce significant errors, possibly producing reasonable looking results whose error greatly exceeds the uncertainty attributable to roundoff alone (see the examples).

The measure of backwards error on which these conclusions depend is the following: in trying to solve $A x=b$ we really compute $\hat{x}$ where $(A+\delta A) \hat{x}=b+\delta b$ and
$\|\delta A\|$ is comparable to $\varepsilon \cdot\|A\|$
and

$$
\begin{equation*}
\|\delta b\| \text { is comparable to } \varepsilon \cdot\|b\| . \tag{34b}
\end{equation*}
$$

$\|A\|$ is a measure of the size of $A$ (similarly for $\|b\|$ ), and "comparable to" means not larger by more than a factor $f(n)$ which is a low order polynomial in the dimension $n$ of $A$ (this will be made more explicit later). In other words, under the conditions stated above, Gaussian elimination has an error no larger than $f(n)$ rounding errors in the largest entry of $A$ or $b$.

If we weaken our measure of backwards error in (34) and ask how much larger $\|\delta A\|(\|\delta b\|)$ can be than $\varepsilon\|A\|+\varepsilon \lambda(\varepsilon\|b\|+\varepsilon \lambda)$ instead of $\varepsilon\|A\|(\varepsilon\|b\|)$, then as long as the solution $\hat{x}$ itself does not underflow inaccurately, we can prove that Gaussian elimination using G.U. always has a small backwards error no matter how big $\|A\|$ or $\|b\|$ is. In other words, $\delta A$ changes $A(\delta b$ changes $b)$ in the last few places of the largest entry, no matter if the largest entry is normalized or not. This robustness is not shared by S.Z.: almost all the bits in all the entries of $A$ or $b$ can be insignificant using S.Z. if the entries are too close to $\lambda$ in size.

Gaussian elimination using G.U. with a warning of (inaccurate) underflows in the solution $\hat{x}$ appears to be a robust enough program to deserve inclusion in a library. If we insist on the traditional measure of backwards error in (34a) and (34b) above, and if we are willing to include an explicit scaling test ("are the largest entries of $A$ and $b$ at least $\lambda$ in magnitude?") then G.U. offers no great advantage over S.Z. because changing the test threshold from $\lambda$ to $\lambda / \varepsilon$ makes an equally ironclad program in S.Z. with an only slightly smaller range of application, and eliminates the largest potential advantage of G.U.: making robust code faster to execute or easier to write. Note that we want to test whether any input component of $A$ and $b$ exceeds the threshold $\lambda$, and whether any output component of $\hat{x}$ underflows inaccurately. The most efficient test on the inputs would use a nonsticky flag based on the threshold test, since a sticky flag would have to be reset after each entry was tested. The most efficient test on the outputs would also use a nonsticky flag but be based on the accuracy test instead. Since each component $\hat{x}_{i}$ of $\hat{x}$ is computed in a loop with other computations, a sticky flag would have to be reset within the loop just before the last operation yielding $\hat{x}_{i}$.

It is very important to point out that use of extended range and precision for intermediate results does not invalidate the results just discussed. As long as the entries of $L$ and $\hat{x}$ must be stored in the basic format the conclusions remain valid, because it is possible underflows in these entries that undermine the code's reliability. Thus, the conclusions of this section are as relevant to a system with just one precision and range available as to one with extended precision and range.

Section 8.2 contains examples and § 8.3 presents the theorems and offers conclusions. This material has been published before [3].
8.2. Examples of Gaussian elimination. $\|A\|_{\infty}\left(\|b\|_{\infty}\right)$ denotes the infinity norm of the matrix $A$ (vector $b$ ):

$$
\|A\|_{\infty}=\max _{i} \sum_{j}\left|A_{i j}\right| \quad \text { and } \quad\|b\|_{\infty}=\max _{i}\left|b_{i}\right| .
$$

$|A|(|b|)$ denotes the matrix (vector) whose entries are the absolute values of the entries of $\boldsymbol{A}(b)$. Inequalities like $|\boldsymbol{A}|<|B|$ are meant componentwise.

We denote the usual condition number of the matrix $A$ by

$$
k(A)=\left\|A_{\infty}\right\| \cdot\left\|A^{-1}\right\|_{\infty}
$$

and a new set of condition numbers by

$$
\begin{aligned}
\operatorname{Cond}(A, x) & =\frac{\left\|\left|A^{-1}\right||A||x|\right\|_{\infty}}{\|x\|_{\infty}} \\
\operatorname{Cond}(A) & =\left\|\left|A^{-1}\|A \mid\|_{\infty}\right.\right.
\end{aligned}
$$

These new condition numbers, due to Skeel [20], will be discussed more fully below. Note Cond $(A) \geqq$ Cond $(A, x)$ for all $x$.

In this section we present four examples of the effects of underflow on performing Gaussian elimination. The first example shows how store zero can produce a reasonable looking but completely inaccurate decomposition of a well conditioned matrix, whereas gradual underflow either produces the correct decomposition or correctly decides the matrix is singular. (There are no rounding errors nor pivot growth in this example.) The second example shows that G.U. produces the correct decomposition of a well conditioned matrix which S.Z. incorrectly decides is singular. Third, we present an innocuous looking ordinary differential equation and show that the linear system arising from trying to solve it numerically leads to underflow which is handled correctly by G.U. and not by S.Z. Finally, we present an example which shows that regardless of whether we use G.U. or S.Z., Gaussian elimination can only guarantee small residuals, not an accurate answer, even when the matrix $A$ is well conditioned in the sense that Cond ( $A$ ) is small.
8.2.1. Example 1. Consider the family of matrices $A(x)$ where

$$
A(x)=\lambda \cdot\left[\begin{array}{llllll}
2 & & & & 1  \tag{35}\\
& 2 & & & 1 \\
& & 2 & & 1 \\
& & & 2 & 1 \\
1 & 1 & 1 & 1 & x
\end{array}\right]
$$

(blanks denote zero entries). The $L U$ decomposition obtained by G.U. is

$$
L^{\mathrm{G.U} .}(x) \cdot U^{\mathrm{G.U} .}(x)=\left[\begin{array}{cccccc}
1 & & & &  \tag{36}\\
& 1 & & & \\
& & 1 & & \\
& & & 1 & \\
.5 & .5 & .5 & .5 & 1
\end{array}\right] \cdot \lambda \cdot\left[\begin{array}{ccccc}
2 & & & & 1 \\
& 2 & & & 1 \\
& & 2 & & 1 \\
& & & 2 & 1 \\
& & & & x-2
\end{array}\right]=A(x)
$$

exactly, and by S.Z. is
(37) $L_{\mathrm{S} . \mathrm{Z} .}(x) \cdot U^{\mathrm{s} . \mathrm{Z.}}(x)=\left[\begin{array}{llllll}1 & & & & & \\ & 1 & & & \\ & & 1 & & \\ & & & 1 & \\ & .5 & .5 & .5 & .5 & 1\end{array}\right] \cdot \lambda \cdot\left[\begin{array}{lllll}2 & & & & 1 \\ & 2 & & & 1 \\ & & 2 & & 1 \\ & & & 2 & 1 \\ & & & & x\end{array}\right]=A(x)+E$,
where the error matrix $E$ equals

$$
E=\lambda \cdot\left[\begin{array}{ll} 
&  \tag{38}\\
& -2
\end{array}\right]
$$

We see S.Z. causes a relatively large error in the $U(x)_{55}$ entry, whereas G.U. gives the correct decomposition. When $x=2$, using S.Z. leads us to conclude that the matrix is far from singular, when in fact it is exactly singular. Note that the matrix $A(x)$ is well conditioned when $x$ is far from 2, and if $x$ is a smaller integer no rounding errors occur in either decomposition.
8.2.2. Example 2. Let

$$
A=\left[\begin{array}{cc}
2 \lambda & 3 \lambda  \tag{39}\\
\lambda & 2 \lambda
\end{array}\right]
$$

a well conditioned matrix. Using G.U. we obtain

$$
L^{\text {G.U. }} \cdot U^{\text {G.U. }}=\left[\begin{array}{cc}
1 &  \tag{40}\\
.5 & 1
\end{array}\right] \cdot\left[\begin{array}{cc}
2 \lambda & 3 \lambda \\
& \lambda / 2
\end{array}\right]=A,
$$

but by using S.Z. we obtain

$$
L^{\mathrm{s.z.}} \cdot U^{\mathrm{s.z.}}=\left[\begin{array}{cc}
1 &  \tag{41}\\
.5 & 1
\end{array}\right] \cdot\left[\begin{array}{cc}
2 \lambda & 3 \lambda \\
& 0
\end{array}\right] .
$$

Thus, G.U. correctly decomposes the matrix $A$, whereas S.Z. incorrectly makes the matrix look singular.
8.2.3. Example 3. Consider the ordinary differential equation

$$
\begin{equation*}
\dot{x}(t)=\frac{1-(t / T)^{M}}{T-t} x(t), \quad x\left(T_{0}\right)=c . \tag{42}
\end{equation*}
$$

We try to solve this equation numerically by replacing $x(t)$ by the truncated power series $\sum_{n=1}^{N} x_{n} t^{n}$, the function $\left(1-(t / T)^{N}\right) /(T-t)$ by its (finite) power series, and then equating coefficients of equal powers of $t$ on both sides of equation (42). After we scale the last row (which represents the initial condition) down to have the largest entry equal to 1 , we get the linear system $A x=b$, where

$$
A=\left[\begin{array}{cccccc}
N & -1 / T & -1 / T^{2} & \cdots & & -1 / T^{N}  \tag{43}\\
& N-1 & -1 / T & \cdots & & -1 / T^{N-1} \\
& & N-2 & \cdots & & -1 / T^{N-2} \\
& & & \ddots & & \vdots \\
1 & 1 / T_{0} & 1 / T_{0}^{2} & \cdots & 1 / T_{0}^{N-1} & 1 / T_{0}^{N}
\end{array}\right],
$$

$b^{T}=\left(0, \cdots, 0, c / T_{0}^{N}\right)$, and $x^{T}=\left(x_{N}, \cdots, x_{0}\right)$.
We chose $M=15, N=14, T=512 ., T_{0}=500$., and $c=100$. for this example. We used a single precision implementation of the IEEE Floating Point Standard [8] on a VAX $11 / 780^{1}$ for which $\varepsilon$ was $2^{-23} \approx 1.19_{10}-7$ and $\lambda$ was $2^{-126} \approx 1.18_{10}-38$. There was a switch on the compiler to enable/disable G.U., so we were able to obtain numerical results using both G.U. and S.Z.
$L$ and $U$ have a simple structure. $L$ will be zero below the diagonal, except for the last row, which is graded from $L_{15.1} \approx 7.14285_{10}-2$ down to $L_{15,14} \approx 5.34726_{10}-35$. $U$ is identical to $A$ in all but its last row.

$$
\begin{gather*}
L=\left[\begin{array}{ccccc}
1 & & & & \\
0 & 1 & & & \\
0 & 0 & & & \\
\vdots & \vdots & & & \\
0 & 0 & \cdots & 1 & \\
L_{15,1} & L_{15,2} & \cdots & L_{15,14} & 1
\end{array}\right]  \tag{44}\\
U=\left[\begin{array}{ccccc}
N & -1 / T & -1 / T^{2} & \cdots & . \\
\hline N-1 & -1 / T & \cdots & . & -1 / T^{N} \\
& N-2 & \cdots & . & -1 / T^{N-1} \\
& & \ddots & & \vdots \\
& & & 1 & -1 / T \\
& & & & U_{15,15}
\end{array}\right] \tag{45}
\end{gather*}
$$

A's columns are badly scaled, although this is not obvious bcause no row nor column is drastically smaller in norm than any other; nonetheless, bad scaling causes $A$ to appear very ill conditioned, and this ill conditioning shows up in the last row of $U$, making $U_{15,15}$ very small, barely above the underflow threshold. S.Z. and G.U. compute all elements of $L$ and $U$ identically except for $U_{15,15}$. In fact, all additions in the computation of $L$ add normalized numbers with like magnitudes and like signs, so no cancellation, loss of significance, nor underflows occur. If the exponent range were unbounded, so underflow never happened, the correct value $U_{15,15} \approx 2.09261_{10}-37$ would be computed. This is the value computed using G.U. But when S.Z. is used instead, the computed value is $U_{15,15}^{\text {S.Z }} \approx 1.72763_{10}-37$, a relative difference of .174 from the correct value. All additions in the computation of $U_{15,15}$ involve numbers of like magnitude and sign, so cancellation cannot be blamed for the discrepancy. This relative difference in the last entry of $U$ is very important, because one divides by $U_{15,15}$ in the course of solution. Thus, the computed solution $x^{\text {G.U. }}$ is very close to the true $x$, and the relative difference in solution vectors is

$$
\frac{\left\|x^{\text {G.U. }}-x^{\text {s.Z. }}\right\|_{\infty}}{\left\|x^{\text {G.U. }}\right\|_{\infty}} \approx .211
$$

Thus, G.U. obtains markedly better results than S.Z. This example is very interesting because there is nothing obviously wrong with the matrix. All its entries are unexceptional normalized numbers, and every row and every column contains at least one number no tinier than $1 / T \approx .00195$ and none larger than $N=14$, yet 11 out of 14 products $L_{15, j}{ }^{*} U_{j, 15}$ in the sum for $U_{15,15}$ underflow just slightly below the underflow

[^92]threshold. Since the true value of $U_{15,15}$ is itself not much larger than the underflow threshold, this makes for a large relative error.

This example was chosen to be simple and realistic; even though it can be solved analytically, it could be changed easily into a two-dimensional problem without an explicit solution, but with the same sensitivity to underflow.

We repeat that even though $A$ appears very ill conditioned, since $k(A) \approx 1 / \lambda$ (i.e. near the overflow threshold in most arithmetics), it is also well conditioned in the sense that $\operatorname{Cond}(A, x) \approx 5.5$. We will discuss the significance of this example later in § 8.4.
8.2.4. Example 4. Let

$$
A=\left[\begin{array}{cc}
G & G \\
g & 2 g
\end{array}\right], \quad A^{-1}=\left[\begin{array}{cc}
2 / G & -1 / g \\
-1 / G & 1 / g
\end{array}\right],
$$

where $g / G$ underflows to 0 using either S.Z. or G.U. The $L$ obtained is thus the identity matrix since $L_{2,1}=\mathrm{fl}(g / G)=0$, and so the $L$ and $U$ obtained are the exact factors of the matrix

$$
A+E=\left[\begin{array}{cc}
G & G \\
0 & 2 g
\end{array}\right]
$$

which is a very different matrix than $A$. If $b^{T}=(G, 0)$, then $x=A^{-1} b=(2,-1)^{T}$, whereas $\hat{x}=(A+E)^{-1} b=(1,0)^{T}$, so $\hat{x}$ does not resemble $x$ at all. The residual $r$ is however guaranteed to be small, in the sense that $\|r\|_{\infty} /\||A||\hat{x}|+|b|\|_{\infty}$ is small:

$$
\begin{aligned}
\frac{\|r\|_{\infty}}{\||A||\hat{x}|+|b|\|_{\infty}} & =\frac{\|E \hat{x}\|_{\infty}}{\||A||\hat{x}|+|b|\|_{\infty}} \\
& \leqq \frac{g\left|\hat{x}_{1}\right|}{G\left|\hat{x}_{1}\right|+G\left|\hat{x}_{2}\right|} \leqq \frac{g}{G} \leqq \lambda \varepsilon / 2 .
\end{aligned}
$$

Of course $A$ is an exceedingly ill conditioned matrix in the sense that $k(A) \approx 2 G / g$ is beyond the reciprocal of the underflow threshold, so we would be inclined not to trust our results anyway. However, Cond $(A)$ is only 7. This is true because Cond $(A)=$ Cond ( $D A$ ) for any nonsingular diagonal matrix $D$, so $A$ has the same condition number as the utterly tame matrix

$$
\left[\begin{array}{ll}
G^{-1} & \\
& g^{-1}
\end{array}\right] A=\left[\begin{array}{ll}
1 & 1 \\
1 & 2
\end{array}\right]
$$

Needless to say, in the absence of underflow we would compute a very accurate solution. We will return to this example later to explain why we can get inaccurate results from a matrix with a small condition number Cond ( $A$ ).

### 8.3. Results of error analysis.

8.3.1. Approach. As stated in the introduction, we use backward error analysis. Thus, when Gaussian elimination is used to solve

$$
\begin{equation*}
A x=b \tag{46}
\end{equation*}
$$

for $x$ it generates instead an approximation $\hat{x}=x+\delta x$ which satisfies some perturbed problem

$$
\begin{equation*}
(A+\delta A) \hat{x}=b+\delta b . \tag{47}
\end{equation*}
$$

The task of backwards error analysis is to infer bounds on $\delta A$ and $\delta b$ from the details of the arithmetic used to implement the elimination process. These bounds can be
used in turn to bound the residual

$$
\begin{equation*}
r=A \hat{x}-b=-\delta A \hat{x}+\delta b=A \delta x \tag{48}
\end{equation*}
$$

and then the error $\delta x$.
Wilkinson's approach [22] is to determine a bound $\omega_{w}$ on the errors

$$
\begin{equation*}
\|\delta A\|_{\infty} \leqq \omega_{w}\|A\|_{\infty} \quad \text { and } \quad\|\delta b\|_{\infty} \leqq \omega_{w}\|b\|_{\infty} \tag{49}
\end{equation*}
$$

whence

$$
\begin{equation*}
\|r\|_{\infty} \leqq \omega_{w}\left[\|A\|_{\infty}\|\hat{x}\|_{\infty}+\|b\|_{\infty}\right] \tag{50}
\end{equation*}
$$

and then it will follow that the error $\delta x$ is bounded:

$$
\begin{equation*}
\frac{\|\delta x\|_{\infty}}{\|x\|_{\infty}+\|\hat{x}\|_{\infty}} \leqq \omega_{w} k(A) . \tag{51}
\end{equation*}
$$

The detailed derivation of $\omega_{w}$ from the details of the arithmetic is given elsewhere [2]. Theorem 1 below states simple requirements on $A$ and $b$ that ensure $\omega_{w}$ will be scarcely worse if underflow occurs than if it does not.

Skeel's approach [20], modified slightly here, is to determine a bound $\omega_{s}$ on the relative error in each entry of $A$ and $b$ :

$$
\begin{equation*}
|\delta A| \leqq \omega_{s}|A| \quad \text { and } \quad|\delta b| \leqq \omega_{s}|b| . \tag{52}
\end{equation*}
$$

From these inequalities follows a bound upon the error $\delta x$ :

$$
\begin{equation*}
\frac{\|\delta x\|_{\infty}}{\|x\|_{\infty}} \leqq \omega_{s} \cdot \frac{\left\|\left|A^{-1}\right||A||x|+\left|A^{-1}\right||b|\right\|_{\infty}}{\left(1-\omega_{s}\left\|\left|A^{-1}\right||A|\right\|_{\infty}\right)\|x\|_{\infty}} \tag{53}
\end{equation*}
$$

(provided the denominator is positive). This motivates defining the following condition numbers:

$$
\begin{align*}
\operatorname{Cond}(A, x) & \equiv \frac{\left\|\left|A^{-1}\right||A||x|\right\|_{\infty}}{\|x\|_{\infty}}  \tag{54a}\\
\operatorname{Cond}(A) & \equiv\left\|\left|A^{-1}\right||A|\right\|_{\infty} \tag{54b}
\end{align*}
$$

Cond $(A)$ is an upper bound for $\operatorname{Cond}(A, x)$ for all $x$; the error bounds are useful only if $\omega_{s}$ Cond $(A)<1$.

Following Oettli and Prager [19] and Skeel [20] we use an expression for $\omega_{s}$ obtainable from (48) in terms of the residual $r$ :

$$
\begin{equation*}
\omega_{s}=\max _{i} \frac{\left|r_{i}\right|}{(|A||\hat{x}|+|b|)_{i}} \tag{55}
\end{equation*}
$$

where the max is over those $i$ for which the denominator is nonzero. Following Skeel, we overestimate $\omega_{s}$ by analyzing the elimination process to infer an inequality

$$
\begin{equation*}
\|r\|_{\infty} \leqq \omega_{s}^{\prime}\||A||\hat{x}|+|b|\|_{\infty} \tag{56}
\end{equation*}
$$

from which we compute the overestimate $\bar{\omega}_{s}$ as

$$
\begin{equation*}
\bar{\omega}_{s}=\frac{\max _{i}(|A||\hat{x}|+|b|)_{i}}{\min _{i}(|A||\hat{x}|+|b|)_{i}} \omega_{s}^{\prime} \tag{57}
\end{equation*}
$$

(where the min in the denominator is over the nonzero values of $(|A||\hat{x}|)_{i}$ only). Unfortunately $\bar{\omega}_{s}$ can be a gross overestimate of $\omega_{s}$, as we will see when we return to Example 3 later.

The detailed derivation of $\omega_{s}^{\prime}$ is given in [2]. Theorem 2 below states requirements on $A$ and $b$ that ensure $\omega_{s}^{\prime}$ will be scarcely worse if underflow occurs than if it does not. These requirements on $A$ and $b$ are nearly identical to the requirements in the Wilkinson style analysis.
8.3.2. Results.

Theorem 1. Wilkinson style error analysis of solving $A x=b$ with Gaussian elimination in the presence of underflow: Let $a_{\max }=\max _{i j}\left|A_{i j}\right|$, and $g=[$ largest intermediate result appearing in the decomposition]/ $a_{\text {max. }} g$ is the "pivot growth factor" and is $\leqq 22^{n-1}$.

Then a bound $\omega_{w}$ for which

$$
\begin{equation*}
\|r\|_{\infty} \leqq \omega_{w}\left[\|A\|_{\infty}\|\hat{x}\|_{\infty}+\|b\|_{\infty}\right] \tag{50}
\end{equation*}
$$

is given as follows. In the absence of underflow, we have

$$
\begin{equation*}
\omega_{w}=n^{3} \varepsilon g / 2 \tag{58}
\end{equation*}
$$

If underflow occurs then

$$
\begin{equation*}
\omega_{w}=3 n^{3} \varepsilon g / 2 \tag{59}
\end{equation*}
$$

provided certain conditions are met. For G.U. these conditions are:
$g a_{\max } \geqq \lambda \quad$ if there are any underflows during triangular decomposition,
(60) $\|b\|_{\infty} \geqq \frac{\lambda}{n} \quad$ if there are any intermediate underflows during
forward and back substitutions,
$\frac{\|b\|_{\infty}}{a_{\max }} \geqq \frac{2 \lambda}{n^{2}} \quad$ if the solution $\hat{x}$ itself underflows in some component.
For S.Z. the above conditions still apply but $\lambda$ must be increased to $\lambda / \varepsilon$.
Proof. See [2].
Theorem 2. Skeel style error analysis of solving $A x=b$ with Gaussian elimination in the presence of underflow: Let $a_{j}=\max _{i}\left|A_{i j}\right|$, and $g_{C}=\max _{j}$ ([largest intermediate result appearing in the decomposition in column $\left.j] / a_{j}\right) . g_{C}$ is the "columnwise pivot growth factor" and is $\leqq 2^{n-1}$.

Then a bound $\omega_{s}^{\prime}$ for which

$$
\begin{equation*}
\|r\|_{\infty} \leqq \omega_{s}^{\prime}\||A||\hat{x}|+|b|\|_{\infty} \tag{56}
\end{equation*}
$$

is given as follows. In the absence of underflow we have

$$
\begin{equation*}
\omega_{s}^{\prime}=n^{3} \varepsilon g_{C} \tag{61}
\end{equation*}
$$

If underflow occurs, then

$$
\begin{equation*}
\omega_{s}^{\prime}=3 n^{3} \varepsilon g_{C} / 2 \tag{62}
\end{equation*}
$$

provided certain conditions are met. For G.U. these conditions are:
$g_{C} a_{j} \geqq \lambda \quad$ for all $j$, if there are any underflows during triangular
decomposition,
(63) $\|b\|_{\infty} \geqq \frac{\lambda}{2 n} \quad \begin{aligned} & \text { if there are any intermediate underflows during } \\ & \text { forward and back substitutions, }\end{aligned}$
$\frac{\|b\|_{\infty}}{a_{\max }} \geqq \frac{\lambda}{n^{2}} \quad$ if the solution $\hat{x}$ itself underflows in some component.

For S.Z. the above conditions apply with except $\lambda$ must be increased to $\lambda / \varepsilon$.
Proof. See [2].
The theorems indicate how to write software that will solve $A x=b$ reliably despite underflow, and how the requirements for G.U. differ from those for S.Z. To keep the residual small in the sense of a Wilkinson style error analysis, we appeal to Theorem 1. With G.U., as long as one normalized number appears during the decomposition ( $g a_{\max } \geqq \lambda$ ), residual with underflow has a bound not much worse than residual without underflow. If there are intermediate underflows while solving the triangular systems, as long as some component of $b$ is normalized $\left(\|b\|_{\infty} \geqq \lambda\right)$, residual with underflow has a bound scarcely worse than without underflow. If the answer $\hat{x}$ itself underflows, we can either issue an error message (which would be very reasonable since the first goal of reliable software is only to compute an answer if it is representable) or test to see if $\|b\|_{\infty} / a_{\text {max }}$ is not too small.

All these requirements are natural ones to make, since they say that when a problem's inputs and its computed solution are normalized numbers, we should expect the residual to be scarcely worse with underflow than without. Thus, the only gradual underflows which can cause concern in a problem with normalized inputs are underflows in the solution itself. The scaling condition $\|b\|_{\infty} / a_{\max } \geqq \lambda / n^{2}$ arises naturally; consider solving the scalar equation $a x=b$ by the division $x=b / a$.

In contrast, the bounds for S.Z. are all higher by a factor of $1 / \varepsilon$. Thus, using S.Z. we can neither solve as many problems as the G.U., nor decide so easily which underflows matter. Thus, from the point of view of a Wilkinson style error analysis, G.U. makes writing reliable software easier.

Theorem 2 shows that Skeel style bounds for the residual are scarcely worse with underflow than without provided conditions are satisfied that are almost the same as in Theorem 1. Therefore the previous paragraphs' comments remain valid provided, when underflow is gradual, at least one normalized number appears in each column of $A$, rather than just somewhere is $A$, before or during the decomposition process.
8.4. Examples 3 and 4 revisited. We wish to emphasize that we have only derived conditions under which with underflow are about the same as without underflow. There is no way using this analysis to say how closely this bound will be approached with and without underflow, or how accurate the computed solution will be.

In Example 4 above, the matrix $A$ and vector $b$ satisfy all the conditions of Theorems 1 and 2 for G.U. as well as S.Z., so the residual is small, but the answer $\hat{x}$ is totally inaccurate. This inaccuracy can be explained either by the huge condition number $k(A) \approx$ overflow threshold, or the large backwards error in equation (55): $\omega_{s}=1$. In this case $\omega_{s}$ 's upper bound $\bar{\omega}_{s}$ in (57) is also 1 . Thus, having a small value of Cond $(A)$ is not sufficient to guarantee accuracy given a small residual $\omega_{s}^{\prime}((56))$, although a small value of $k(A)$ combined with a small residual $\omega_{w}$ is enough, as can be seen from (51).

Example 3 is another case where the conditions of Theorems 1 and 2 hold, but now G.U. successfully computes the last pivot $U_{15,15}$ and an accurate solution $\hat{x}$ while S.Z. does not. Again, we have a problem where $k(A)$ is huge and Cond $(A, x)$ is small. Now the $\omega_{s}$ of equation (55) is $\approx 5.23_{10}-8$, verifying the high accuracy of solution. Unfortunately the bad scaling of the matrix causes the upper bound $\bar{\omega}_{s}$ of equation (57) to be $2.0_{10} 20$. This example demonstrates the occasionally intense pessimism of Skeel's approach.

In summary, the significance of Examples 3 and 4 is to show that maintaining a small residual in the face of underflow does not guarantee an accurate solution $\hat{x}$,
although we conjecture that for not terribly ill conditioned matrices G.U. will provide answers at least as accurate as provided by S.Z.

We have proven something quite unremarkable: if underflows are gradual, then we continue to get what we have come to expect from Gaussian elimination. That is, we get a small residual as long as the inputs and outputs are all representable (normalized) numbers and there is no indication of singularity or excessive pivot growth. If, however, underflows are handled in the usual way and set to zero, then no such simple guarantee can be made, and some kind of testing on the scaling of the problem is necessary. These results demonstrate that gradual underflow makes it easier to write reliable linear equation solvers than "store zero."

## 9. Cholesky decomposition.

9.1. Summary. The algorithm we discuss is analogous to Gaussian elimination, but is applicable only to positive definite symmetric matrices $A$ :
(1) Decompose $A=L L^{T}$ where $L$ is lower triangular;
(2) Solve $L y=b$ for $y$ (forward substitution);
(3) Solve $L^{T} x=y$ for $x$ (backward substitution).

We expect the same kind of reliability from this algorithm in the absence of underflow as we do from Gaussian elimination: a small residual $A \hat{x}-b$ where $\hat{x}$ is the computed solution, and that $\hat{x}$ is the exact solution of a slightly different problem than the original.

With G.U., as long as one component each of the matrix $A$ and right-hand side $b$ are normalized the only harmful underflows are underflows in components of $x$ and $y$ (recall that with Gaussian elimination the only harmful underflows were in the solution $\boldsymbol{x}$ ). Intermediate gradual underflows contribute an error with a bound scarcely worse than the bound for the error contributed by roundoff alone. As with Gaussian elimination, the accuracy test for underflow (see § 3) leads to fewer false alarms than the threshold test, although the threshold test might make it easier to test the inputs to the Cholesky routine ("are the largest components of $A$ and $b$ at least $\lambda$ in magnitude?'") for the applicability of this analysis.

In contrast, with S.Z. intermediate underflows during any stage of solution can introduce significant errors, possibly producing reasonable looking results whose error greatly exceeds the uncertainty attributable to roundoff alone (see the examples). In fact, one can show that S.Z. can only produce a decomposition of a matrix when G.U. fails if the matrix is so ill conditioned that the computed solution cannot be trusted, or if it is not positive definite at all (see $\S 9.2 .2$ ).

As with Gaussian elimination, the results of this section remain true even if intermediate products are computed to extra range and precision, as long as the entries of $L, y$ and $\hat{x}$ are stored in the range and precision of $A$ and $b$.

Section 9.2 contains examples and $\S 9.3$ contains theorems and conclusions. Proofs of these results can be found in [2].

### 9.2. Examples.

9.2.1. Example 1. Let $m$ be the smallest floating point number $\geqq \sqrt{\lambda}$, so that $m^{2}$ does not underflow. Consider the family of symmetric matrices:

$$
A(x)=m^{2} \cdot\left[\begin{array}{lll}
4 & 2 & 1 \\
2 & 2 & 1 \\
1 & 1 & x
\end{array}\right]
$$

which has the exact lower triangular factor

$$
L(x)=m \cdot\left[\begin{array}{ccc}
2 & & \\
1 & 1 & \\
.5 & .5 & \sqrt{x-.5}
\end{array}\right]
$$

$L^{\text {G.U. }}(x)$, the factor provided by Cholesky using G.U., is the same as $L(x)$ except for the rounding error incurred by having to represent $(x-.5)^{1 / 2} . L^{\text {s.z. }}(x)$, the factor provided by S.Z., is

$$
L^{\text {s.z. }}(x)=m \cdot\left[\begin{array}{lll}
2 & & \\
1 & 1 & \\
.5 & 1 & L_{33}^{\text {s.Z. }}(x)
\end{array}\right]
$$

where

$$
L_{33}^{\text {S.Z. }}(x)= \begin{cases}\sqrt{x-1} & \text { if } x \geqq 2, \\ 0 & \text { if } 2>x \geqq 1\end{cases}
$$

so S.Z. computes a totally wrong value for $L_{33}(x)$, incorrectly labelling the matrix singular for $2>x \geqq 1$ when in fact it is well conditioned.
9.2.2. Example 2. Let $m$ be as before. Consider the family of matrices

$$
A(x)=m^{2} \cdot\left[\begin{array}{llllll}
4 & & & & & 1 \\
& 4 & & & 1 \\
& & 4 & & 1 \\
& & & 4 & 1 \\
1 & 1 & 1 & 1 & x
\end{array}\right]
$$

Its correct factor $L(x)$, if it exists, is

$$
L(x)=m \cdot\left[\begin{array}{cccccc}
2 & & & & \\
& 2 & & & \\
& & 2 & & \\
& & & 2 & \\
.5 & .5 & .5 & .5 & \sqrt{x-2}
\end{array}\right]
$$

This matrix is positive definite if $x>2$, positive semidefinite if $x=2$, and has both positive and negative eigenvalues if $x<2$. Both G.U. and S.Z. compute all entries of the factor $L(x)$ except the $(5,5)$ entry correctly (using Cholesky decomposition). G.U. obtains the correct value $(x-2) m^{2}$ for its value of $L_{55}^{2}$, whereas S.Z. computes $x m^{2}$. Thus, as $x$ decreases from 3 to 2 to 1 , G.U. correctly decides the matrix is positive definite when $x=3$, and becomes nonpositive definite when $x \leqq 2$. S.Z., on the other hand, produces an (incorrect) decomposition all the way down to $x=1$. Thus, S.Z. cannot only produce an inaccurate decomposition, but produces it after G.U. has correctly decided no such decomposition exists.
S.Z. can produce a decomposition of a matrix when G.U. fails only if the matrix is either 1) so ill conditioned that the decomposition cannot be trusted, or 2) not positive definite at all. Here is the reason. Assume $a_{\max } \geqq \lambda$, since otherwise the matrix is identically 0 in S.Z. arithmetic. G.U. fails when its computed value of $L_{i j}^{2}$ either rounds to 0 or is negative for some $j$. $L_{i j}^{2}$ rounds to 0 when $L_{i j}^{2}<\lambda \varepsilon$. It is easy to see
that $a_{\text {max }} \leqq \lambda_{\text {max }}(A)$ and $L_{i j}^{2} \geqq \lambda_{\text {min }}(A)$, because

$$
\frac{1}{\min _{j} L_{i j}^{2}}=\left(\lambda_{\max }\left(L^{-1}\right)\right)^{2} \leqq\left|L^{-1}\right|_{2}^{2}=\left|A^{-1}\right|_{2}=\frac{1}{\lambda_{\min }(A)} .
$$

Therefore

$$
k_{2}(A)=\frac{\lambda_{\max }}{\lambda_{\min }}>\frac{\mathrm{a}_{\max }}{L_{j j}^{2}}>\frac{1}{\varepsilon},
$$

which means that the matrix is so ill conditioned as to make it difficult to even recognize an accurate inverse, let alone compute one. If $L_{i j}^{2}$ is in fact negative, the matrix is not positive definite.

### 9.3. Results of error analysis.

9.3.1. Approach. Our approach is essentially identical to the one we used to analyze Gaussian elimination with the following additions. The Cholesky decomposition uses the square root operation which Gaussian elimination does not. We model the error in square root as follows:

$$
\begin{equation*}
\operatorname{SQRT}(x)=\sqrt{x} \cdot(1+e) \text { for all } x \tag{64}
\end{equation*}
$$

where $|e|<\varepsilon$. (SQRT denotes the floating point square root.) (64) holds because SQRT compresses the exponent range, making overflow and underflow impossible. We make an extra assumption about $\lambda$ and $\varepsilon$ we did not need before; it also arises from the use of square roots in the Cholesky decomposition. This relationship is satisfied by all single precision arithmetics known to the author (but not by a number of double precision arithmetics, such as $D$ format on the VAX, for example) and is only needed to analyze Cholesky decomposition using S.Z.: $\lambda<\varepsilon^{3}$.

### 9.4. Results.

Theorem 3. Wilkinson style error analysis of solving $A x=b$ with Cholesky Decomposition in the presence of underflow. Let $a_{\max }=\max _{i j}\left|A_{i j}\right|$. Then a bound $\omega_{w}$ for which

$$
\begin{equation*}
\|r\|_{\infty} \leqq \omega_{w}\left[\|A\|_{\infty}\|\hat{x}\|_{\infty}+\|b\|_{\infty}\right] \tag{50}
\end{equation*}
$$

is given as follows. In the absence of underflow, we have

$$
\begin{equation*}
\omega_{w}=n^{3} \varepsilon / 2 \tag{65}
\end{equation*}
$$

If underflow occurs then

$$
\begin{equation*}
\omega_{w}=4 n^{3} \varepsilon / 2 \tag{66}
\end{equation*}
$$

provided certain conditions are met. For G.U these conditions are:

$$
\begin{array}{ll}
a_{\max } \geqq \lambda \quad & \text { if there are any underflow during Cholesky } \\
\text { decomposition, }
\end{array}
$$

$\|b\|_{\infty} \geqq \frac{2 \lambda}{n^{2}} \quad \begin{aligned} & \text { if there are any intermediate underflow during } \\ & \text { forward substitution, }\end{aligned}$
$\frac{\|b\|_{\infty}}{\sqrt{a_{\max }}} \geqq \frac{\lambda}{n} \quad$ if some $y_{i}$ underflow or there are any $\begin{aligned} & \text { intermediate underflows during back substitution, }\end{aligned}$ $\frac{\|b\|_{\infty}}{a_{\max }} \geqq \frac{2 \lambda}{n^{2}} \quad$ if the solution $\hat{x}$ itself underflows in some component.

For S.Z. the above conditions still apply but $\lambda$ must be increased to $\lambda / \varepsilon$.
Proof. See [10].
The above theorem shows how to write software that will solve $A x=b$ with Cholesky reliably despite underflow just as Theorems 1 and 2 in § 8.3.2 did for Gaussian elimination. With G.U., as long as there is one normalized component in $A\left(a_{\max }>\lambda\right)$ residual with underflow has a bound scarcely worse than without underflow. If there are intermediate underflows during forward substitution, the residual bound is again scarcely worse than without underflow as long as some component of $b$ is normalized $\left(\|b\|_{\infty} \geqq \lambda\right)$. Intermediate underflows during back substitution or in $y$ require a scaling condition $\left(\|b\|_{\infty} / a_{\max } \geqq \lambda / n\right)$ to be satisfied, as do underflows in the final solution ( $\|b\|_{\infty} / a_{\max } \geqq 2 \lambda / n^{2}$ ). It is clear that some such scaling condition needs to be satisfied from considering the $n=1$ case (i.e. solving the scalar equation $a x=b$ by two divisions $x=(b / \sqrt{a}) / \sqrt{a})$. If there are underflows in the back substitution, $y$, or $x$, then we can either issue an error message or check the scaling.

For S.Z. all the bounds are higher than the ones for G.U. by a factor of $1 / \varepsilon$.
The situation with Cholesky is not as satisfactory as for Gaussian elimination, where only underflows in the final solution $x$ could matter for G.U.
10. Iterative refinement. We study the following algorithm for refining the solution of the linear system $A x=b$. The phrase "in precision $(\varepsilon, \lambda)$ " means that particular computation is to be done in arithmetic with rounding error $\varepsilon$ and underflow threshold $\lambda . x_{0}$ is an arbitrary starting vector.

```
\(i:=0\)
repeat
    \(r_{i}:=A x_{i}-b\) in precision \(\left(\varepsilon_{r}, \lambda_{r}\right)\)
    solve \(A d_{i}=r_{i}\) for \(d_{i}\) in precision \((\varepsilon, \lambda)\)
    \(x_{i+1}:=x_{i}-d_{i}\) in precision ( \(\varepsilon, \lambda\) )
    \(i:=i+1\)
until convergence.
```

Double precision computation of the residual (the traditional algorithm) corresponds to $\varepsilon_{r}=\varepsilon^{2}$, and single precision to $\varepsilon_{r}=\varepsilon$. We also assume $\lambda_{r} \leqq \lambda$.

In order to understand the effects of underflow on this algorithm, we need a theorem due to Skeel [21] which shows, contrary to popular belief, that computing $r_{i}$ in single precision ( $\varepsilon_{r}=\varepsilon$ ) does improve the solution in a significant way.

Theorem 4. Analysis of iterative refinement in the absence of underflow for both single and double precision computation of the residual: As long as the condition number Cond $(A)=\left\|\left|A^{-1}\right||A|\right\|_{\infty}$ is sufficiently less then $1 / \varepsilon$, then

1) If $\varepsilon_{r}=\varepsilon^{2}$ (double precision residual computation) then

$$
\begin{equation*}
\limsup _{i \rightarrow \infty}\left\|x-x_{i}\right\|_{\infty} \leqq 2 \varepsilon\|x\|_{\infty} \tag{68}
\end{equation*}
$$

where $x$ denotes the exact solution;
2) If $\varepsilon_{r}=\varepsilon$ (single precision residual computation) then

$$
\begin{equation*}
\limsup _{i \rightarrow \infty}\left|A x_{i}-b\right| \leqq 4 n \varepsilon|A|\left|x_{i}\right| . \tag{69}
\end{equation*}
$$

Furthermore, this inequality is almost always attained after just one application of iterative refinement.

Proof. See [21].
This last inequality means that for large enough $i, x_{i}$ is the solution of a slightly perturbed problem

$$
(A+\delta A) x_{i}=b
$$

where $\left|\delta A_{i j}\right|<4 n \varepsilon\left|A_{i j}\right|$. In other words, the perturbed problem agrees with the original problem up to a few rounding errors in each component [19]. This is a very strong notion of backwards error, and so Skeel's theorem shows that single precision iterative refinement does lead to a significantly more reliable code than no refinement at all.

How does underflow effect this reliability? For G.U., we can say the following:
If the inputs $A$ and $b$ and the output $x$ are normalized and if either double or single precision residuals are computed, then gradual underflows can degrade the algorithm's performance to the level of single precision residual computation but no worse. To guarantee double precision performance, both $b$ and $x$ need to exceed $\lambda / \varepsilon$. Specifically, it is underflow in $r_{i}=A x_{i}-b$ that contributes to the lower bound on $b$ and underflow in $d_{i}$ that contributes to the lower bound in $x$. Using this information, the accuracy test for G.U. could be used to decide when underflow might degrade the performance more precisely than the threshold test. For S.Z., all thresholds are increased by $1 / \varepsilon$.

The use of extended range and precision in intermediate computations does not change these conclusions. Assuming $r_{i}$ and $d_{i}$ are stored in the same format as $A, b$ and $x$, underflows in $r_{i}$ and $d_{i}$ have the same potential effects on performance as they did when they were not computed in extended range.

We have not yet considered underflow's effect on the rate of convergence of the iteration. There are matrices for which the iteration converges only if underflows do not occur, but the matrices are so ill conditioned as to make the computed solution untrustworthy anyway. It follows from the analysis of $\S 8$ that as long as some entry of $A$ is large enough ( $\lambda$ for G.U. and $\lambda / \varepsilon$ for S.Z.) then underflows will have an effect on the convergence rate comparable to round-off.

## 11. Polynomial evaluation and root finding.

11.1. Horner's rule for polynomial evaluation. We consider Horner's rule for evaluating the polynomial $\sum_{i=0}^{n} a_{i} x^{i}$ for real $a_{i}$ and $x$ :

$$
\begin{align*}
& \text { sum }:=a_{n} \\
& \text { for } i:=n-1 \text { to } 0 \text { do sum }:=\operatorname{sum}^{*} x+a_{i} . \tag{70}
\end{align*}
$$

We have the following very satisfying theorem.
Theorem 5 (Analysis of Horner's rule for polynomial evaluation). Let $P$ denote the result of applying Horner's rule to the polynomial $\sum a_{i} x^{i}$ above. Then in the absence of underflow and overflow we have

$$
\begin{equation*}
P=\sum_{i=0}^{n} a_{i}\left(1+E_{i}\right) x^{i} \tag{71}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|E_{n}\right| \leqq 2 n \varepsilon \quad \text { and } \quad\left|E_{i}\right| \leqq(2 i+1) \varepsilon \quad \text { if } i<n . \tag{72}
\end{equation*}
$$

In the presence of underflow we write

$$
\begin{equation*}
P=\sum_{i=0}^{n}\left(a_{i}+\eta_{i}\right)\left(1+E_{i}\right) x^{i} \tag{73}
\end{equation*}
$$

where $E_{i}$ has the same bound as in (72), $\eta_{n}=0$ for both G.U. and S.Z., and

$$
\begin{equation*}
\left|\eta_{i}\right| \leqq \lambda \varepsilon \text { for G.U. and }\left|\eta_{i}\right| \leqq 2 \lambda \text { for S.Z. } \tag{74}
\end{equation*}
$$

for $i<n$.
The proof is a straightforward extension of the usual error analysis of Horner's rule [23] using formula (2) of $\S 3$.

Thus, in the absence of underflow and overflow, Horner's rule delivers the exact value of a new polynomial each coefficient $a_{i}$ of which differs by a few rounding errors from the corresponding original $a_{i}$. This is a strong backwards error bound.

For G.U., we can make the same kind of statement providing we define backwards error as motivated by the last paragraph of § 3: a relative error no greater than $\varepsilon$ for values $>\lambda$ and an absolute error no greater than $\lambda \varepsilon$ for smaller values. Thus, for example, we treat the value 0 as indistinguishable from any value in the interval $[-\lambda \varepsilon / 2, \lambda \varepsilon / 2]$. By this definition of backwards error, Horner's rule with G.U. delivers the exact value of a new polynomial each of whose coefficients differs by a small relative/absolute error from the corresponding original coefficient. We can further guarantee each new coefficient has a small relative error with respect to the original if each $a_{i}$ is a nonzero normalized number.

For S.Z. all thresholds in the last paragraph increase by $1 / \varepsilon$ to be able to make corresponding statements.

Here, extended range and precision is extremely beneficial, eliminating most concerns about over/underflow. Indeed, any overflows in extended range would have occurred with the original range, and any underflows in extended range would contribute an uncertainty far less than a unit in the last place of even the smallest denormalized number to any $a_{i}$.
11.2. Polynomial root finding. Linnainmaa [18] has analyzed Newton's method for root finding and shown that it is much easier to write an underflow/overflow proof code if G.U. is available than if it is not. An essential feature of his code is evaluating $\sum a_{n-i} z^{i}$ at $z=1 / x$ instead of $\sum a_{i} x^{i}$ when $x>1$. This changes almost all potential overflow problems to underflow problems, which are handled by G.U. The advantage of evaluating polynomials at points $x<1$ is that any rounding or underflow errors made early in Horner's recurrence are multiplied down by factors of $x$. In particular, underflow errors, already at the level of roundoff in the smallest normalized number, only decrease in significance so that if the final value $P$ is normalized we know that any gradual underflows must be completely harmless.
12. Computing eigenvalues of symmetric tridiagonal matrices. Given the symmetric tridiagonal matrix:

$$
T=\left[\begin{array}{llllll}
a_{1} & b_{2} & & &  \tag{75}\\
b_{2} & a_{2} & b_{3} & & \\
& & & & \\
& & & b_{n} & a_{n}
\end{array}\right]
$$

how do we compute its eigenvalues? One way is to use the following program which, given a real value $z$, computes (in exact arithmetic) $v(z)=$ the number of eigenvalues
of $T$ that are $<z$ :

$$
\begin{align*}
& u:=1 \\
& v:=0 \\
& \text { for } j:=1 \text { to } n \text { do }  \tag{76}\\
& \quad u:=a_{j}-z-\left(b_{j} / u\right) b_{j} \\
& \\
& \quad \text { if } u<0 \text { then } v:=v+1,
\end{align*}
$$

where we define $b_{1} \equiv 0$. We assume $b_{i} \neq 0$ for $i>1$, since otherwise $T$ is block diagonal and its eigenvalues are those of its diagonal blocks. We also use the conventions $\pm 1 / 0= \pm \infty$ and $1 / \pm \infty=0$ (which are part of the proposed IEEE floating point standard). A proof that this algorithm computes what we claim is based on Sylvester's inertia theorem and can be found in [5]. It can be used to obtain eigenvalues to any desired accuracy by bisecting an interval in which $v(z)$ increases (which means the interval contains an eigenvalue) until the interval is narrow enough.

What does this algorithm compute when implemented in floating point? There are two interesting questions:

Is $v(z)$ a monotone increasing function of $z$ as it is in exact arithmetic?
Do we compute accurate eigenvalues either of our original matrix or a matrix very close to our original matrix?

In the absence of overflow and underflow, the answer to both questions is yes [11]:
The function $v(z)$ computed by algorithm (76) in the absence of overflow and underflow is an increasing function of $z$. Furthermore, the value of $v(z)$ computed is the exact value of $v(z)$ for a matrix $T^{\prime}$ whose diagonal entries $a_{i}^{\prime}$ are identical to the diagonal entries $a_{i}$ of $T$, and whose off diagonal entries $b_{i}^{\prime}$ satisfy $b_{i}^{\prime}=b_{i}\left(1+e_{i}\right)$ where $\left|e_{i}\right| \leqq 2 \varepsilon . T^{\prime}$ will in general depend on $z$.

This is a very strong backwards error bound. It says we can compute the exact number of eigenvalues less than $z$ of a matrix differing from the original by a small relative error in the off diagonal entries, and with no difference on the diagonal.

What can be said in the presence of underflow? Barring overflow, $v(z)$ remains monotonic using either S.Z. or G.U. The only property of the arithmetic needed to prove $v(z)$ monotonic is monotonicity of the arithmetic: if $a \geqq b$ are the exact results of two different arithmetic operations, then $\mathrm{fl}(a)$ must be $\geqq \mathrm{fl}(b)$ as well.

The monotonicity of $v(z)$ is an appealing property but not necessary for the correct functioning of a bisection algorithm for determining one eigenvalue [22]. Lack of monotonicity could lead to lower bounds exceeding upper bounds in codes for determining such bounds for all eigenvalues at once, but since $v(z)$ is monotonic, we will not discuss this possibility further.

Kahan [11] discusses an ironclad version of (76) which scales the problem and inserts tests against carefully chosen thresholds into the inner loop to guarantee that overflow and underflow (G.U. or S.Z.) cannot degrade the results appreciable more than roundoff. Here, we discuss the robustness of the unadorned code in (76) which differs from the most obvious algorithm only in using $\left(b_{i} / u\right) b_{i}$ in the inner loop instead of $b_{i}^{2} / u$. At the end we will say why this change is important. We assume we have a balanced exponent range, i.e. $\lambda \Lambda$ cannot be larger than a small integer $m$ ( $m=4$ in the proposed IEEE standard). The backwards error in (76) is given as follows:

The function $v(z)$ computed by algorithm (76) is the exact value of $v(z)$ for a matrix $T^{\prime}$ whose entries $a_{i}^{\prime}$ and $b_{i}^{\prime}$ satisfy:

$$
\begin{align*}
a_{i}^{\prime} & =a_{i}+\eta_{i} \quad \text { where }\left|\eta_{i}\right| \leqq(1+m) \lambda \varepsilon \\
b_{i}^{\prime} & =b_{i}\left(1+e_{i}\right) \quad \text { where }\left|e_{i}\right| \leqq 2 \varepsilon \tag{77}
\end{align*}
$$

when using G.U., and

$$
\begin{align*}
& a_{i}^{\prime}=a_{i}+\eta_{i} \quad \text { where }\left|\eta_{i}\right| \leqq(3+m) \lambda \\
& b_{i}^{\prime}=b_{i}\left(1+e_{i}\right) \quad \text { where }\left|e_{i}\right| \leqq 2 \varepsilon \tag{78}
\end{align*}
$$

when using S.Z.
Thus, in order to claim that we are computing the exact $v(z)$ for a matrix $T^{\prime}$ which differs from $T$ by at most a few rounding errors in each component, which is the case in the absence of underflow, we need to make the following constraints on $a_{i}$ :

$$
\left|a_{i}\right| \geqq \begin{cases}\lambda & \text { for G.U., } \\ \lambda / \varepsilon & \text { for S.Z. }\end{cases}
$$

If we adopt the relative/absolute error measure suggested in the last paragraph of § 3 and discussed further in $\S 11.1$ in connection with polynomial evaluation, then there is no constraint at all on the $a_{i}$ if we ue G.U. in order to claim that $a_{i}^{\prime}$ differs from $a_{i}$ by a small error.

These backwards error bounds are so strong that it does not seem the accuracy test for G.U. could be of much more use than the threshold test, if indeed it is of any use at all.

A weaker form of backwards error often used in analyses of matrix computations [22] is

$$
\begin{equation*}
\frac{\max _{i, j}\left|T_{i j}^{\prime}-T_{i j}\right|}{\max _{i, j}\left|T_{i j}\right|} . \tag{79}
\end{equation*}
$$

With respect to this definition, underflow is insignificant if

$$
\max _{i, j}\left|T_{i j}\right| \geqq \begin{cases}\lambda & \text { for G.U., } \\ \lambda / \varepsilon & \text { for S.Z. }\end{cases}
$$

What would happen if we used $b_{i}^{2} / u$ instead of $\left(b_{i} / u\right) b_{i}$ in the inner loop? In that case, any $\left|b_{i}\right|$ smaller than $\sqrt{\varepsilon \lambda} \gg \lambda$ would underflow to zero when squared whether we used G.U. or S.Z., and the resulting perturbation could not always be explained as a small change in either $b_{i}$ or $a_{i}$. Thus, a seemingly small change in the code effects the robustness a great deal.

If extended range and precision are available, then almost all concerns with over/underflow vanish, as with Horner's rule for polynomial evaluation.
13. Numerical quadrature. Quadrature, along with the matrix algorithms discussed earlier, benefits from the ability to compute inner products more robustly with G.U. than S.Z. This is because most quadrature codes, when asked to compute

$$
\begin{equation*}
\int_{a}^{a+h} w(x) f(x) d x \tag{80}
\end{equation*}
$$

evaluate an inner product

$$
\begin{equation*}
h \cdot \sum_{i=1}^{n} w_{n} f\left(x_{n}\right) \tag{81}
\end{equation*}
$$

From the analysis of inner products in § 6, we see that as long as the inner product in (81) is a normalized number, the effects of gradual underflows are no worse than roundoff, but that some intermediate result in the inner product must exceed $\lambda / \varepsilon$ to make the same claim about S.Z. All the benefits of extended range and precision to
inner products also accrue to numerical quadrature. A more detailed analysis can be found in [14].
14. Accelerating the convergence of sequences. Methods to accelerate convergence of sequences often do so by extrapolating an estimated error to zero. This requires taking the ratio of differences of successive elements in the sequence. If the sequence is converging to a value near the underflow threshold, these differences can underflow to zero using S.Z. but not G.U. We illustrate with Aitken's $\delta^{2}$ method.

Given a sequence $\left\{x_{n}\right\}$ which converges to a finite nonzero $x$, Aitken's $\delta^{2}$ method produces a new sequence $\left\{x_{n}^{\prime}\right\}$

$$
\begin{equation*}
x_{n}^{\prime}=x_{n}-\left(\frac{x_{n+1}-x_{n}}{\left(x_{n+2}-x_{n+1}\right)-\left(x_{n+1}-x_{n}\right)}\right)\left(x_{n+1}-x_{n}\right) \tag{82}
\end{equation*}
$$

which will converge to $x$ faster than $\left\{x_{n}\right\}$ under certain conditions [9]. We have written the term following $x$ in (82) (the correction term) as it appears instead of as in

$$
\begin{equation*}
x_{n}^{\prime}=x_{n}-\frac{\left(x_{n+1}-x_{n}\right)^{2}}{x_{n+2}-2 x_{n+1}+x_{n}} \tag{83}
\end{equation*}
$$

because of the latter's much greater susceptibility to over/underflow. (83) is likely to cause over/underflow if $|x|$ is much outside the range $[\sqrt{\lambda}, \sqrt{\Lambda}]$. (82) is much more robust. In fact, if $N$ is large enough so that

$$
\frac{1}{\sqrt{2}}<\frac{\left|x_{n}\right|}{|x|}<\sqrt{2}
$$

for $n>N$ and we use G.U., then the correction term in (82) will be computed to within 2 rounding errors in $x$ if $\lambda \leqq|x| \leqq \Lambda$ and to within $\pm \lambda \varepsilon$ if $|x|<\lambda$. In contrast, $|x|$ must exceed $\lambda / \varepsilon$ to make the same claim for S.Z. The use of extended range and precision would not make S.Z.'s disadvantages disappear, since if $|x|$ is very close to $\lambda$, the correction term, even if calculated to extra precision, may make $x_{n}^{\prime}$ underflow.

A more detailed analysis can be found in [14].
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# A COMPARISON OF SEVERAL FORMULAS ON LIGHTLY DAMPED, OSCILLATORY PROBLEMS* 

C. A. ADDISON $\dagger$


#### Abstract

We examine members of three different formula families in an attempt to find a set of formulas that could be the basis of a code suitable for lightly damped, oscillatory problems. We first obtain estimates for the number of arithmetic operations per integration step required by a member of each family and then use these estimates to help us compare the performance of several trial codes, which are based on certain members from each family.


Key words. ordinary differential equations, lightly damped, oscillatory

1. Introduction. Consider the first order linear ordinary differential equation (ODE)

$$
\begin{equation*}
y^{\prime}=A y+R(t), \quad y(a)=y_{0} \quad \text { for } t \in[a, b], \tag{1.1}
\end{equation*}
$$

where $A$ is a constant $n$ by $n$ matrix and $R(t)$ is a forcing term. We assume that (1.1) is a stable system, in the sense that the eigenvalues of $A$ have negative real part, but that some of the eigenvalues could have large imaginary parts. We further assume that such high frequency components are significant for only a small portion of the overall range of integration.

These assumptions present a difficulty similar to stiffness (see Lambert (1980)) when attempting to solve such a problem numerically. The ability of a numeric code to handle problems such as (1.1) depends largely upon certain properties possessed by its underlying formulas. We now define the properties that will be mentioned in our discussion.

Definition 1.1 (Dahlquist (1963)). The region of stability of a given formula is defined to be the set of all $h \lambda, \lambda$ complex, such that the formula, applied to the scalar problem $y^{\prime}=\lambda y$ with a constant step-size $h$, produces a sequence $\left\{y_{i}\right\}$ such that $\lim _{i \rightarrow \infty} y_{i}=0$.

Definition 1.2 (Dahlquist (1963)). A formula is said to be $A$-stable if its region of absolute stability contains the entire left half of the $h \lambda$-plane (i.e. $\operatorname{Re}(h \lambda) \leqq 0$ ).

Definition 1.3. The asymptotic damping rate of a formula is defined to be $\lim _{|h \lambda| \rightarrow \infty}\left|y_{i+1}\right| /\left|y_{i}\right|$. If this limit is zero, then we say that the formula is strongly stable at infinity. We refer to an $A$-stable formula that is strongly stable at infinity as being strongly $A$-stable (or equivalently, $L$-stable (see Lambert (1980))).

The particular solution to (1.1) has the form

$$
\begin{equation*}
y(t)=\sum_{j=1}^{n} \alpha_{j} e^{\lambda_{j} t} s_{j}+\psi(t) \tag{1.2}
\end{equation*}
$$

where $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}$ are the eigenvalues of $A, s_{1}, \cdots, s_{n}$ are its eigenvectors, $\alpha_{1}, \cdots, \alpha_{n}$ are scalars determined by the initial conditions and $\psi(t)$ is a particular integral. When the high frequency components, associated say with $\lambda_{l}, \cdots, \lambda_{m}$ are significant, then, in order to follow the solution accurately, the step-size, $h$, used in our numeric code would have to be sufficiently small so that $\left|h \lambda_{l}\right|, \cdots,\left|h \lambda_{m}\right|$ are all smaller than one.

[^93]As these components are damped, their contribution to the true solution, $y(t)$, will be sufficiently small that we would like $\left|h \lambda_{l}\right|, \cdots,\left|h \lambda_{m}\right|$ to all be much larger than one. That is, we do not want to follow these components accurately, but we only want such components to be damped. Thus both $A$-stability and an asymptotic damping rate less than one can be seen as desirable properties.

Unfortunately, many of the widely available ODE codes, such as LSODE (Hindmarsh (1980)) seem to be inappropriate when used on such problems. This is due in part to the fact that LSODE's higher order formulas are not absolutely stable on problems such as (1.1) unless the step-size either is very large, in which case the computed solution may be inaccurate, or is very small, in which case the time necessary to obtain the computed solution may be excessive.

We therefore examine members of three different formula families in an attempt to find formulas that may be the basis of a code suitable for problems such as (1.1). The three formula families which we consider are linear multistep formulas, second derivative formulas and singly implicit Runge-Kutta formulas. From the members of each family, we select a subset for a trial code. For each such code, we estimate the cost involved in performing one step of the integration and then use this estimate to help us assess the performance of the trial codes on a few test problems. In our analysis we do not consider the nontrivial issues involved in the iteration schemes for nonlinear problems. Instead, our trial codes are designed for the linear problem, (1.1) so that no iteration is required. For completeness therefore we also briefly consider the additional complications which would be involved in solving the general nonlinear problem $y^{\prime}=f(t, y)$ using extensions of the methods programmed in our trial codes.
2. Linear multistep formula. The general form of members of the family of linear multistep formulas is

$$
\sum_{j=0}^{m}\left(a_{j} y_{i-j}+h b_{j} y_{i-j}^{\prime}\right)=0 .
$$

Part of the appeal of formulas of this type is that they have a low amount of computational overhead associated with them and also that many of the discussions on how to implement the backward differentiation formulas, BDF's, (e.g. Byrne and Hindmarsh (1975)) can be adapted to this more general form. They are also easily modified to handle implicit problems such as $M y^{\prime}=f(t, y)$. The major difficulty, as far as our discussion is concerned, is that only the first and second order implicit formulas (that is with $b_{0} \neq 0$ ) can be $A$-stable (Dahlquist (1963)). As we will illustrate in our numerical testing, a code based on such lower order formulas is often not as cost effective in producing an answer to a given accuracy as a code that includes higher order formulas from the same family. We therefore need to consider the importance of the property of $A$-stability. We observe that if a formula is not $A$-stable then, for a given step-size, errors associated with certain solution components may grow. The way in which this instability manifests itself is illustrated by considering the problem $y^{\prime}=\lambda y$. For a given step-size, $h$, the stability properties associated with $\lambda$ are determined by the zeros of the characteristic polynomial

$$
p(h \lambda, w)=\sum_{j=0}^{m}\left(a_{j}+h \lambda b_{j}\right) w^{m-j}
$$

(see Hall and Watt (1976)). If the largest zero of $p(h \lambda, w)$ has a magnitude greater than one, then $h \lambda$ will lie in the region of instability and any errors made in previous steps will grow.

Note that as $h \lambda$ approaches infinity, $p(h \lambda, w) /(h \lambda)$ approaches $\sum_{j=0}^{m} b_{j} w^{m-j}$, so that the asymptotic damping rate of the formula is the magnitude of the largest zero of this polynomial called $b(w)$. The BDF's are obtained by defining $b(w)=b_{0} w^{m}$ for $m=1,2, \cdots$ so that all the BDF's have an asymptotic damping rate of zero.

The first and second order BDF's are $A$-stable but as mentioned earlier, the higher order formulas are not. Figure 2.1 shows the relevant portion of the instability region for the fourth order BDF, which is plotted in the complex $h \lambda$ plane. The instability region is symmetric about the real axis and the stability boundary is formed by finding those values of $h \lambda$ such that

$$
p\left(h \lambda, e^{i \theta t}\right)=0 \quad \text { for } 0 \leqq \theta<2 \pi .
$$

While the location of the stability boundary is important, so is the rate of error growth within the region of instability. One way to assess the error growth pattern of a formula is to plot boundaries of several growth rates. In order to do this for an error growth rate $x>0.0$, we plot the values of $h \lambda$ such that

$$
p\left(h \lambda,(1+x) e^{i \theta t}\right)=0 \quad \text { for } 0 \leqq \theta<2 \pi .
$$

The boundaries for the growth rates of $2,6,12$ and $20 \%$ have been computed in this fashion and are shown in Figs. 2.1, 2.2 and 2.3 to illustrate the difference among formulas.

As an illustration, consider the problem $y^{\prime}=A y$, where one of the solution components is related to the eigenvalues $-10 \pm 200 i$ so that it has the form

$$
\exp (-10 t) \times(u \times \cos (200 t)+v \times \sin (200 t))
$$

Suppose we try to solve this problem using the fourth order BDF with a step-size of $2 \times 10^{-2}$. The $h \lambda$ of interest is then $-.2+4 i$, which is marked on Fig. 2.1. At this point there will be about a $4 \%$ error growth. After a sufficiently large number of steps, the error growth associated with this component will be detected by the error control and the step will be rejected.

The standard approach in most codes, including LSODE, is to reduce the step-size with the extent of the reduction based only on accuracy considerations. Thus, the


FIG. 2.1. Fourth order BDF.


FIG. 2.2. Third order BDF.
change in step-size may increase rather than decrease the rate of error growth. In our example, any decrease in $h$ will result in a new $h \lambda$ value that lies along the line between $-.2+4 i$ and the origin. Therefore, if the step size is halved, the rate of error growth is increased to about $15 \%$, making the difficulty even worse. Indeed it would be necessary to reduce the step-size to about $7 \times 10^{-4}$ before there was no error growth associated with this component.

A better strategy in the presence of numerical instability, is to reduce the order of formula used, and perhaps to leave the step-size unchanged. From the stability region of the third order BDF, in Fig. 2.2, we can see why this might be advantageous even though the third order formula is not $A$-stable. Of course a reduction to second order would eliminate the instability problem altogether but then a much smaller step-size may be necessary to achieve the required accuracy.

As Skelboe (1977) has discussed, there are heuristics available for detecting a point at which instability is becoming a problem so that it is possible to know when decreasing the order is to be preferred to decreasing the step-size. These checks are inexpensive, expecially if the error estimate is based upon difference approximations to higher derivatives but, as we will see in a later section, they are not perfect and the presence of numerical instability may not always be detected.

The likelihood of instability being a difficulty is reduced if we use multistep formulas with regions of instability superior to those of the BDF's. By superior we mean that for a given formula, both the area of the region and the maximum error growth rate in the left half plane are smaller than they are for the corresponding BDF. Addison (1980) describes an attempt to derive a suitable set of formulas. In these new formulas, the zero asymptotic damping rate of the BDF's is traded-off to obtain better stability properties. The idea used there is to incorporate measures of several of the desirable properties in an objective function and then to use a minimization routine to find a suitable set of coefficients. There are two major difficulties with this approach. It is not clear what objective function is "best," in the sense of giving useful formulas, and for any chosen objective function it is difficult to show that the solution found yields a global minimum. Despite these disadvantages, formulas with superior regions of instability were obtained; the stability plot for the fourth order formula derived by Addison is shown in Fig. 2.3.


Fig. 2.3. Addison's fourth order formula.

Our trial code for linear multistep formulas, MSF14, is based on a set of formulas found by this technique. In selecting this particular set only formulas up to fourth order are used on the assumption that the modest accuracy obtainable will suffice. The leading error terms of the first through third order formulas are smaller than those of the corresponding BDF and that of the fourth order formula is a factor of about a third larger. The asymptotic damping factor for each formula is between . 6 and .9. The local error estimates are difference approximations to higher derivatives and the code is organized so that the order selection strategy incorporates stability checking.

We now consider nonlinear problems briefly. Each step of the integration involves predicting the trial value of $y$, obtaining the derivative associated with this predicted value and then iterating, using a modified Newton scheme. The system of equations that is solved on each iteration is shown below

$$
\begin{equation*}
\left(I-h b_{0} J\right)\left(y_{i}^{(l)}-y_{i}^{(l-1)}\right)=-y_{i}^{(l-1)}+\sum_{j=1}^{m}\left(a_{j} y_{i-j}+h b_{j} y_{i-j}^{\prime}\right)+h b_{0} y_{i}^{\prime(l-1)}, \tag{2.1}
\end{equation*}
$$

where the matrix $J$ is an approximation to the Jacobian, $\partial f / \partial y$ and where we assume that the matrix on the left-hand side of (2.1) is updated and refactored when the step-size, $h$, or the order, and hence the coefficient $b_{0}$, change. If the difference between successive iterates is sufficiently small and if the iteration is converging, then the last iterate may be taken as the trial $y$-value and its associated derivative is calculated so that the formula is satisfied exactly. If the iteration is not progressing satisfactorily, then the iteration matrix may be updated or the step may be rejected outright (for further details of the strategy that may be used, see Shampine (1980)). The cost per iteration is dominated by a function evaluation and a backsubstitution.

The additional issues involved in handling the general nonlinear problem $y^{\prime}=$ $f(t, y)$ are well detailed in the literature. In our implementation, we use a predictor based on past $y$-values (as suggested in Robertson and Williams (1975)) combined with an iteration scheme based on the suggestions of Shampine (1980). While not explicitly designed for solving regular stiff problems, we have found this code to be
competitive with LSODE for solving the STIFF DETEST problems (Enright, Hull and Lindberg (1975)) at the less stringent error tolerances.

On problems of the form $y^{\prime}=A y+R(t)$, only a single iteration is required and we can use zero for the predicted $y$-value as convergence is guaranteed for any initial guess. This saves a matrix-vector multiplication but might be more sensitive to rounding errors in the Gaussian elimination process than if we predict normally and carry out some sort of correction as a form of iterative refinement. If we assume that the forcing function, $R$, is available as a separate function call, then the cost per step is roughly $n^{2}$, the cost to solve the system of equations by backsubstitution. Step or order changes involve an additional matrix factorization, which requires about $n^{3} / 3$ operations. It should be noted that the cost per step of a code based on linear multistep formulas is the lowest of all the trial codes.
3. Second derivative formulas. The general form of the members that we consider from this family is

$$
\begin{equation*}
y_{i}=y_{i-1}+h \sum_{j=0}^{m} b_{j} y_{i-j}^{\prime}+h^{2}\left(c_{0} y_{i}^{\prime \prime}+c_{1} y_{i-1}^{\prime \prime}\right) \tag{3.1}
\end{equation*}
$$

The set of order $m+2$ formulas obtained by setting $c_{1}$ to zero has been studied in Enright (1972) and implementations are discussed in Addison (1979) and Sacks-Davis (1980). These formulas have many desirable properties. The third and fourth order formulas are $\boldsymbol{A}$-stable, all of them are strongly stable at infinity and all have good accuracy properties as the step-size, $h$, approaches zero. What then are the difficulties with them? Consider the problem $y^{\prime}=A y$. Equation (3.1) can be written as

$$
\begin{equation*}
\left(i-h b_{0} A-h^{2} c_{0} A^{2}\right) y_{i}=g, \tag{3.2}
\end{equation*}
$$

where $g$ contains the necessary information from past steps. Notice that this equation requires us to square $A$, but that this is an expensive operation and may destroy any special structure that $A$ possesses. Two ways of avoiding this operation are discussed in Enright (1974). The first approach is to factor the matrix on the left-hand side of (3.2). For Enright's set of formulas, these factors are complex, so that we obtain

$$
\begin{equation*}
-c_{0}(h A-r I)(h A-\bar{r} I) y_{i}=g, \tag{3.3}
\end{equation*}
$$

where

$$
r=-\frac{b_{0}}{2 c_{0}}+i \operatorname{SQRT}\left(-\left(\frac{b_{0}}{2 c_{0}}\right)^{2}-\frac{1}{c_{0}}\right)
$$

and $g$ is as before. By using complex arithmetic, we can solve the system of equations

$$
-c_{0}(h A-r I) z=g,
$$

and then, observing that $h A$ and $y$ are both real, we have

$$
y_{i}=\operatorname{imag}(z) / \operatorname{imag}(r),
$$

and

$$
h A y_{i}=\operatorname{real}(z)+\operatorname{real}(r) y_{i} .
$$

The additional cost of using complex arithmetic is highly machine dependent. The LINPACK Users' Guide (Dongarra et al. (1980)) suggests that complex arithmetic may be as much as eight times slower than real arithmetic on IBM equipment, but only 2.5 times slower on CDC equipment. On machines such as the IBM, it may be
preferable to use real arithmetic to carry out the complex arithmetic operations (see Duff (1981)). Four real multiplies are used for each complex multiplication and, in FORTRAN, the differences can be transparent to the user. Therefore the cost of solving a complex system of equations should be no worse than 4 times more than solving a comparable real system.

An alternative approach is to use formulas such that the matrix on the left hand side of (3.2) is a perfect square. This occurs when $c_{0}=-\left(b_{0}\right)^{2} / 4$ which allows us to write (3.2) as

$$
\begin{equation*}
\left(I-\frac{h b_{0}}{2} A\right)^{2} y=g \tag{3.4}
\end{equation*}
$$

This can be solved in about $2 n^{2}$ real operations once $\left(I-\left(h b_{0} / 2\right) A\right)$ has been factored. Unfortunately, by requiring our formulas to have such properties, we lose a great deal. There are one-step, third order formulas that have the above perfect square property and are $A$-stable but they are less accurate and are not strongly stable at infinity (see Lambert (1973), pp. 245-246). One-step, second order formulas that are both $A$-stable and strongly stable at infinity do exist, but their higher order analogues are not $A$-stable (see Enright (1974)). Therefore, if we want to use third and fourth order perfect square formulas, we must be content with formulas processing poorer asymptotic properties both in terms of the leading error coefficient and the asymptotic rate of damping, than Enright's original formulas.

One of our trial codes, SDFR34, is based upon the one-step, third order perfect square formula and a three-step fourth order formula which we have derived. The other code, SDFC34, employs complex arithmetic so that Enright's original formulas can be used. Our order changing strategy is extremely simple-we use the third order formula to start and then switch to the fourth order formula as quickly as possible.

For the problem $y^{\prime}=A y+R(t)$ matters become a little more complicated. Notice that $y^{\prime \prime}=A^{2} y+A R(t)+R^{\prime}(t)$. It turns out that $A R(t)$ need never be formed explicitly. If we let $g$ be as before for equation (3.2), then at each step we need to solve the equation

$$
\left(I-h b_{0} A-h^{2} c_{0} A^{2}\right) y_{i}=g+h^{2} c_{0}\left(A R\left(t_{i}\right)+R^{\prime}\left(t_{i}\right)\right)+h^{2} c_{1}\left(A R\left(t_{i-1}\right)+R^{\prime}\left(t_{i-1}\right)\right) .
$$

Using Enright's formulas, where $c_{1} \equiv 0$ and where complex arithmetic is used we need to solve

$$
-c_{0}(h A-r I) z=g+h^{2} c_{0}\left(A R\left(t_{i}\right)+R^{\prime}\left(t_{i}\right)\right)
$$

which can be written

$$
-c_{0}(h A-r I)\left(z+h R\left(t_{i}\right)\right)=g+h c_{0}\left(r R\left(t_{i}\right)+h R^{\prime}\left(t_{i}\right)\right) .
$$

Since $\quad h R\left(t_{i}\right) \quad$ is real, $\quad \operatorname{imag}(z)=\operatorname{imag}\left(z+h R\left(t_{i}\right)\right) \quad$ and hence $y_{i}=$ $\operatorname{imag}\left(z+h R\left(t_{i}\right)\right) / \operatorname{imag}(r)$. A similar rearrangement of terms can be used with the perfect square formulas.

The main issue involves computing $R^{\prime}(t)$. Asking the user to provide the analytic form of $R^{\prime}(t)$ may be too demanding. Alternatively, an approximation to it could be obtained, for example

$$
R^{\prime}\left(t_{i}\right) \cong\left(R\left(t_{i}+\sigma\right)-R\left(t_{i}\right)\right) / \sigma
$$

where $\sigma$ is the square root of the unit roundoff. This approximation does not give the correct order of accuracy and may not be appropriate for a production code. The most effective way of approximating $R^{\prime}(t)$ to obtain the correct order of accuracy in a general setting is an open question. Some alternatives are discussed in Addison and

Gladwell (1982). If we again assume that the evaluation of $R(t)$ and $R^{\prime}(t)$ take roughly $n$ operations, then the cost per step is dominated by the solution of one complex system of equations or two real systems of equations.

For the problem $y^{\prime}=A y$ there are several classes of formulas which can be written as second derivative formulas and so our earlier discussion can be applied to them. These formulas begin to differ from true second derivative formulas when considered for the problem $y^{\prime}=A y+R(t)$ since $R^{\prime}(t)$ is only approximated and not used explicitly. On nonlinear problems, $y^{\prime}=f(t, y)$, these formulas differ considerably from second derivative formulas; nevertheless, the ideas discussed earlier concerning the handling of the system of linear equations that arise on each iteration are still relevant.

As an illustration, consider the blended formulas of Skeel and Kong (1977). These can be given by

$$
\begin{equation*}
y_{i}-y_{i-1}-h \sum_{j=0}^{m} b_{j} y_{i-j}^{\prime}+h \gamma_{m} J\left(\sum_{j=0}^{m} c_{j} y_{i-j}+h y_{i}^{\prime}\right)=0, \tag{3.5}
\end{equation*}
$$

where the first half of the formula is an Adams-Moulton formula of order $m+1$, the portion in parenthesis is a backward differentiation formula of order $m$ and $J$ is an approximation to the Jacobian evaluated at $\left(t_{i}, y_{i}\right)$. On the problem $y^{\prime}=A y$, with $J=A$ and with an appropriate choice of $\gamma_{m}$, these formulas are the same as an $m-1$ step second derivative formula of Enright (Skeel and Kong (1977)). By varying $\gamma_{m}$, different $m$ step formulas of order $m+1$ with differing stability and accuracy properties can be obtained. If a forcing term, $R(t)$, is included, then the blended formulas are equivalent to a second derivative formula where $R^{\prime}\left(t_{i}\right)$ is approximated by the $m$ step AdamsMoulton formula.

On nonlinear problems, second derivative formulas can be difficult to implement and expensive to use if terms involving $t$ and $y$ are coupled. Existing second derivative codes (see for example Sacks-Davis (1980)) can really only be used if the problem is written in autonomous form (where an additional equation for $t$ is added to the system of equations) and if the analytic Jacobian is available. Blended formulas offer less restrictive possibilities and can be employed in much the same way as any multistep formula. The difficulty here is that the effects of using an approximation to the Jacobian on the properties of the blended formulas have not been analysed and they could be severe, particularly on problems with strong nonlinearities. This potential difficulty with blended formulas is not present in regular multistep formulas such as the BDF's. In the former case, $J$ is an intrinsic part of the formula itself. In the latter, $J$ is used only to form the iteration matrix and need only be updated if the rate of convergence of the iteration is not satisfactory.

Another alternative is to exploit the fact that on the autonomous problem $y^{\prime}=A y$, second derivative formulas are equivalent to certain Runge-Kutta or hybrid formulas (Norsett (1979)). (For example, the third order perfect square formula given in Lambert (1973) is equivalent to a third order semi-explicit formula (see Hall and Watt (1976, pp. 148-151).) These related formulas do no require the analytic Jacobian and could probably form the basis of a code suitable for the problem $y^{\prime}=f(t, y)$.
4. Singly implicit Runge-Kutta formulas. The standard form of implicit RungeKutta formulas is

$$
\begin{aligned}
& y_{i}=y_{i-1}+h \sum_{l=1}^{m} b_{l} f\left(t_{i-1}+c_{l} h, Y_{l}\right) \\
& Y_{l}=y_{i-1}+h \sum_{j=1}^{m} a_{l j} f\left(t_{i-1}+c_{j} h, Y_{j}\right)
\end{aligned}
$$

For our special first order problem, such a formula would require the solution of a system of equations of order mn per step. The singly-implicit Runge-Kutta formulas (see Burrage (1978)) are designed so that the coefficient matrix ( $a_{l j}$ ) is similar to a matrix having an $m$-fold eigenvalue $\theta$. Thus each step involves the solution of $m$ equations of the form

$$
\begin{equation*}
(I-h \theta A) d_{l}=a_{l} . \tag{4.1}
\end{equation*}
$$

This requires approximately $m n^{2}$ operations and the necessary similarity transformations require about $3 m^{2} n$ operations. Furthermore, $m$ evaluations of $R$ are required. As Burrage has shown, an error estimate can be obtained by adding one additional stage to the step. These formulas all possess good stability properties (there are $A$-stable formulas for orders one through six and for some higher orders as well) and all are strongly stable at infinity.

Our trial code, SRK45, is a modified version of STRIDE (Butcher, Burrage and Chipman (1979)), which is itself a preliminary implementation of these formulas. The modifications which we carried out were designed to make the code more efficient on linear constant coefficient problems. Rejected steps are expensive in STRIDE and great care was taken by the original authors to avoid wasted effort. Theoretically, at each order $m$, there are $m$ possible values of $\theta$, each with its associated formula, that can be used. Some of these $\theta$ values yield formulas with unacceptable regions of instability but there are at least two useful $\theta$ values for any of the second or higher order formulas. Thus, there are at least two step-sizes that can be used at each step for a given matrix ( $I-h \theta A$ ) in (4.1), and STRIDE checks each useful $\theta$ value, from smallest to largest, to find the largest step-size that yields an acceptable error estimate. (We refer to the formula associated with the smallest $\theta$ value as the principal formula.) If an acceptable step-size using the current order cannot be found, then step-sizes associated with lower order formulas are checked. A similar procedure is used to predict the step-size and $h \theta$ to be used on the next step.

To obtain SRK45, the step selection part of STRIDE is modified so that only step-sizes associated with the current order are considered. In addition, an order decrease is not allowed on a successful step and the step-size is only allowed to change on a successful step (after the selection process described above) if the increase to be made is greater than $20 \%$. As well, the matrix on the left-hand side of (4.1) is updated whenever $h \theta$ is changed, so that one iteration of Newton's method is sufficient for each stage and the initial guess is chosen so that the cost of the transformations needed is only $m^{2} n$ operations. Another point is that SRK45 uses only fourth and fifth order formulas. On our test problems, SRK45 was the fastest and most accurate modified version of STRIDE that we tested (we tried various combinations of starting and maximum orders using the first through sixth order formulas). Originally, we had planned to use the fourth order formulas alone, but the principal fourth order formula used in STRIDE is not $A$-stable and this caused difficulties on some problems. These difficulties were overcome by including the fifth order formulas, as the principal one of these is $A$-stable. While we have concentrated on this particular type of Runge-Kutta formula, there may be semi-explicit formulas (where $a_{i j}$ is zero if $i<j$ and $a_{i i}=\theta$, for $i, j=1$ to $m$ ) of the same order that are equally useful (see Norsett (1974)).

On nonlinear problems, where usually at least two iterations per step are needed, a production implementation of this formula family may not always be competitive with LSODE because of its high cost per step. As we will see, however, such a code has a great deal of potential on problems where the solution contains lightly damped oscillating components.
5. Testing. In the previous three sections, we have described formula families that could form the basis of a code for lightly damped systems. In Table 5.1 we summarize the cost per step associated with the four trial codes which we compare. We assume that the problem is linear with a constant $n$ by $n$ matrix $A$ and that an $m$ th order formula is used. The miscellaneous column includes estimates for the overhead associated with the error control as well as that associated with the transformations in the singly-implicit formulas. The " $c$ " in the costs column indicates the additional cost of complex arithmetic. Our estimates for the number of operations per step are not precise; they assume that $A$ is a full matrix and that $R$ is inexpensive to compute. We have also assumed that $n$ is large relative to $m$ and have therefore only considered the $O\left(n^{2}\right)$ terms. This assumption must be kept in mind in the pursuant discussion because the $O(n)$ terms in the operation counts can be significant on small problems. Nevertheless, these estimates do provide some guidance. For example, we see that the cost per step of using an $m$ th order singly implicit Runge-Kutta formula is about ( $m+1$ ) times the cost of a step using an $m$ th order multistep formula. A useful rule of thumb therefore is that a code that uses an $m$ th order Runge-Kutta formula is superior to one that uses an $m$ th order multistep formula only if it requires fewer than $1 /(m+1)$ times as many steps as the multistep code to achieve the same accuracy.

We present detailed test results for two problems. The results are representative of those obtained on a larger set of eight test problems, which consists of several variations on the two reported problems and some test problems contrived to test the influence of high frequency, low amplitude components with different forcing terms. All of this testing was carried out on a CDC-7600 computer using single precision. Identical results were obtained using an IBM 4341 and double precision. Both of the reported problems have appeared in the literature. For each problem we present two sets of results. The first set gives the results for a specific local error tolerance. The second set are normalized results which indicate the cost if the maximum global error permitted is a certain value. The normalized results for the first problem were obtained using STIFF DETEST (see Enright (1979)) and those for the second problem were obtained by piecewise linear interpolation (and not from STIFF DETEST, for reasons discussed below). For each set, we include the number of steps attempted, the number of backsubstitutions performed, the number of matrix factorizations performed, and an estimate of the normalized overall cost, based on Table 5.1 and an estimated cost of $n^{3} / 3+n^{2}$ operations for a matrix factorization. The normalized cost is obtained by dividing the actual cost by $n^{2}$. The cost associated with a matrix factorization is consistent with our stated assumptions that $A$ is full.

Our first problem is B5 from the STIFF DETEST set of test problems (Enright et al. (1975)).

## Problem 1.

$$
\left.y^{\prime}=A y, y(0)=y_{0} \quad \text { on the range } 0,20\right]
$$

where

$$
A=\left[\begin{array}{rrrrcc}
-10 & 100 & 0 & 0 & 0 & 0 \\
-100 & -10 & 0 & 0 & 0 & 0 \\
0 & 0 & -4 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & -.5 & 0 \\
0 & 0 & 0 & 0 & 0 & -.1
\end{array}\right]
$$

and

$$
y_{0}=\left[\begin{array}{llllll}
1 & 1 & 1 & 1 & 1 & 1
\end{array}\right]^{T} .
$$

This problem has received a great deal of discussion in the literature (see for example Gaffney (1981) or Skelboe (1977)) partly because it is one on which BDF based codes tend to have a great deal of difficulty in providing an accurate approximation to the solution in a reasonable number of steps. An important feature of this problem is that none of the components active outside of the transient region are oscillatory. Once the oscillatory components are sufficiently small, the step-size used by all of our trial codes increases rapidly.

TAble 5.1
Cost per step of mth order formulas from each family.

| Formula | Back-solves | Evals of $R$ | Misc. | Approx. cost |
| :--- | :---: | :---: | :---: | :---: |
| Linear multistep | 1 | 1 | $\frac{m^{2} n}{2}$ | $n^{2}$ |
| Second der. (complex) | 1 | 2 | $\frac{m^{2} n}{2}$ | $c^{2}$ |
| Second der. (perfect sq.) | 2 | 2 | $\frac{m^{2} n}{2}$ | $2 n^{2}$ |
| Singly im. Runge-Kutta | $m+1$ | $m+1$ | $m^{2} n$ | $(m+1) n^{2}$ |

The results for Problem 1 are shown in Tables 5.2 and 5.3. The results in Table 5.3 are the ones from which comparisons between codes will be made. We see that SRK45 and MSF14 have roughly the same cost- $(276+7 n)$ units, 43 steps, as opposed to $(293+12 n)$ units, 258 steps, while the second derivative codes are somewhat more expensive; SDFC34 requires $(99+6 n) c$ units, 80 steps, and SDFR34 $(472+7 n)$ units, 225 steps. (When $n$ is small, forming $A^{2}$ and using real arithmetic in SDFC34 would make it competitive in cost with the other two codes.) The formulas used in SDFR34 have leading error coefficients that are similar in magnitude to those of the formulas used in MSF14 and consistent with this, the two codes require about the same number of steps. At the larger tolerances, MSF14 uses the second order formula for a large part of the integration. Not surprisingly, the code MSF12, formed by restricting the maximum order in MSF14 to two, requires roughly the same number of operations as MSF14 to obtain a global error of $10^{-2}$. When the global error is $10^{-3}$, however, MSF12 requires over $(700+13 n)$ units, which compares poorly with the $(457+12 n)$ units required by MSF14.

As mentioned in § 2, MSF14 uses formulas that are not $A$-stable. On Problem 1 , this shortcoming leads to few difficulties but such is not always the case. Consider a modified version of this problem where the eigenvalues associated with the oscillating components are $-10 \pm 1000 i$. When used with a local error tolerance of $10^{-2}$, MSF14 has a maximum global error of .66. Even more sgnificant observations are that the code requires over $(2500+2 n)$ units to reach $t=1.0$ and at this point it is using a step-size of $3.5 * 10^{-4}$ and has a global error of .24 . The oscillatory components are not being damped. By way of a contrast, SRK45 with a local error tolerance of $10^{-2}$ requires about $(900+6 n)$ units, 141 steps, to complete the problem and has a maximum global error of .23. When the local error tolerance is decreased to $10^{-3}$, SRK45 requires about $(1920+8 n)$ units, 314 steps, with a maximum global error of $4.2 * 10^{-2}$.

TABLE 5.2
Unnormalized results for Problem 1.
Tolerance is $10^{-2}$

| Code | Steps | Back-solves | Matrix factors | Max. global error | Cost |
| :--- | ---: | :---: | :---: | :---: | :---: |
| MSF14 | 176 | 176 | 33 | $4.2 \times 10^{-2}$ | $209+11 n$ |
| SDFC34 | 81 | 81 | 19 | $9.3 \times 10^{-3}$ | $(100+6 n) c$ |
| SDFR34 | 172 | 344 | 22 | $1.9 \times 10^{-2}$ | $366+7 n$ |
| SRK45 | 34 | 200 | 19 | $2.4 \times 10^{-2}$ | $219+6 n$ |

Tolerance is $10^{-3}$

| Code | Steps | Back-solves | Matrix factors | Max. global error | Cost |
| :--- | :---: | :---: | :---: | :---: | :---: |
| MSF14 | 310 | 310 | 38 | $5.2 \times 10^{-3}$ | $348+13 n$ |
| SDFC34 | 124 | 124 | 23 | $1.4 \times 10^{-3}$ | $(147+8 n) c$ |
| SDFR34 | 256 | 512 | 23 | $4.7 \times 10^{-3}$ | $535+8 n$ |
| SRK45 | 54 | 320 | 23 | $4.2 \times 10^{-3}$ | $343+8 n$ |

Tolerance is $10^{-4}$

| Code | Steps | Back-solves | Matrix factors | Max. global error | Cost |
| :--- | :---: | :---: | :---: | :---: | :---: |
| MSF14 | 459 | 459 | 37 | $5.7 \times 10^{-4}$ | $496+12 n$ |
| SDFC34 | 221 | 221 | 24 | $1.4 \times 10^{-4}$ | $(245+8 n) c$ |
| SDFR34 | 441 | 828 | 26 | $9 \times 10^{-4}$ | $854+9 n$ |
| SRK45 | 86 | 511 | 27 | $6.2 \times 10^{-4}$ | $539+9 n$ |

These results call into question the use of formulas that are not $A$-stable for solving this type of problem, yet the second order linear multistep formulas are not wholly satisfactory either. Again, considering the modified problem, MSF12 requires about $(1215+10 n)$ units, 1197 steps, to obtain roughly the same global accuracy as SRK45 when used with a tolerance of $10^{-2}$. When MSF12 is modified to use the second order BDF it requires about ( $2040+12 n$ ) units, 2004 steps, at a specified error

Table 5.3
Normalized results for Problem 1.

| Max. global error is $10^{-2}$ |  |  |  |  |  |  |  |  |  |
| :--- | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Code | Steps | Back-solves | Matrix factor | Cost |  |  |  |  |  |
| MSF14 | 258 | 258 | 35 | $293+12 n$ |  |  |  |  |  |
| SDFC34 | 80 | 80 | 19 | $(99+6 n) c$ |  |  |  |  |  |
| SDFR34 | 225 | 450 | 22 | $472+7 n$ |  |  |  |  |  |
| SRK45 | 43 | 256 | 20 | $276+7 n$ |  |  |  |  |  |
| Max. global error is $10^{-3}$ |  |  |  |  |  |  |  |  |  |
| Code |  |  |  |  |  | Steps | Back-solves | Matrix factor | Cost |
| MSF14 | 420 | 420 | 37 | $457+12 n$ |  |  |  |  |  |
| SDFC34 | 155 | 155 | 23 | $(178+8 n) c$ |  |  |  |  |  |
| SDFR34 | 410 | 820 | 26 | $846+9 n$ |  |  |  |  |  |
| SRK45 | 78 | 465 | 25 | $490+8 n$ |  |  |  |  |  |

tolerance of $10^{-3}$ to match SRK45's results. LSODE, restricted to second order, performs similarly to MSF12 in this case. Thus, our implementation of these formulas for solving this particular problem is inferior to SRK45.

Our second problem is a model for the second order systems encountered in vibration studies and is taken from Trujillo (1977) (it has also been used by Enright (1980)). It is an inhomogeneous problem and its Jacobian has only pure imaginary eigenvalues. The high frequency components are not appreciably excited by the forcing term so that we would prefer a code that uses step-sizes which are essentially independent of these components.

Problem 2.

$$
y^{\prime}=\left[\begin{array}{cc}
0 & I \\
K & 0
\end{array}\right] y+R(t), \quad y(0)=y_{0} \quad \text { on the range }[0,40],
$$

where

$$
K=\left[\begin{array}{ccc}
k 1+k 2+k 3 & -k 2 & -k 5 \\
-k 2 & k 2+k 3+k 4 & -k 3 \\
-k 5 & -k 3 & k 3+k 5
\end{array}\right]
$$

and where

$$
k 1=-1, \quad k 2=-100, \quad k 3=-10000, \quad k 4=-2, \quad k 5=-200 .
$$

The forcing term is

$$
\begin{aligned}
& R(t)=\left[\begin{array}{llllll}
0 & 0 & 0 & 0 & 0 & f(t)
\end{array}\right]^{T}, \\
& f(t)= \begin{cases}2 t & \text { if } 0 \leqq t<5, \\
20-2 t & \text { if } 5 \leqq t<10, \\
0 & \text { if } 10 \leqq t \leqq 40,\end{cases}
\end{aligned}
$$

and the initial conditions are

$$
y(0)=\left[\begin{array}{llllll}
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]^{T} .
$$

The results for this problem are given in Table 5.4 and 5.5. The unnormalized results show that the cost of solving this problem rises sharply at some value of the local error tolerance for each of the codes. This sharp rise occurs when the error tolerance is sufficiently small that the step-size is appreciably influenced by the high frequency components in $y^{\prime}$. The precise tolerance at which these components become significant depends upon several factors. Amongst these factors are the accuracy properties of the underlying formulas, the rate at which high frequency components are numerically damped by the formula, the type of error control used (Enright (1980) illustrates the change in performance when the local error in $h y^{\prime}$ rather than $y^{\prime}$ is controlled) and the way in which the error estimate is computed.

Such dramatic changes in the computational effort needed for a code to solve a problem make it difficult to obtain meaningful normalized results from three widely spaced data points (error tolerances) as we used in problem 1. We had planned to use piecewise linear interpolation on the results in Table 5.4 to obtain those in Table 5.5. This was not sufficiently accurate to determine a normalization so we ran each code on a narrower range of tolerances and then used a piecewise linear fit to this more closely spaced data.

At a global accuracy of $10^{-2}$, MSF14 performs well, requiring about $(286+5 n)$ units, 272 steps, (versus $(386+7 n)$ units and 62 steps for SRK45). If the global

Table 5.4
Unnormalized results for Problem 2.

| Tolerance is $10^{-2}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Code | Steps | Back-solves | Matrix factor | Max. global error | Cost |
| MSF14 | 141 | 141 | 9 | . 33 | $150+3 n$ |
| SDFC34 | 74 | 74 | 15 | . 10 | $(89+5 n) c$ |
| SDFR34 | 143 | 286 | 19 | . 10 | $305+6 n$ |
| SRK45 | 30 | 175 | 10 | . 12 | $185+3 n$ |
| Tolerance is $10^{-3}$ |  |  |  |  |  |
| Code | Steps | Back-solves | Matrix factor | Max. global error | Cost |
| MSF14 | 277 | 277 | 14 | $9 \times 10^{-3}$ | $291+5 n$ |
| SDFC34 | 133 | 133 | 18 | $3.5 \times 10^{-3}$ | $(151+6 n) c$ |
| SDFR34 | 444 | 888 | 23 | $8 \times 10^{-3}$ | $1111+8 n$ |
| SRK45 | 50 | 293 | 16 | $1.6 \times 10^{-2}$ | $309+5 n$ |
| Tolerance is $10^{-4}$ |  |  |  |  |  |
| Code | Steps | Back-solves | Matrix factor | Max. Global error | Cost |
| MSF14 | 1445 | 1445 | 30 | $2.0 \times 10^{-3}$ | $1475+10 n$ |
| SDFC34 | 535 | 535 | 26 | $1.2 \times 10^{-4}$ | $(561+9 n) c$ |
| SDFR34 | 1502 | 3004 | 22 | $5.0 \times 10^{-4}$ | $3026+7 n$ |
| SRK45 | 149 | 880 | 35 | $1.6 \times 10^{-3}$ | $915+12 n$ |

Table 5.5
Normalized results for Problem 2.

| Max. global error is $10^{-2}$ |  |  |  |  |  |  |  |  |  |
| :--- | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Code | Steps | Back-solves | Matrix factor | Cost |  |  |  |  |  |
| MSF14 | 272 | 272 | 14 | $286+5 n$ |  |  |  |  |  |
| SDFC34 | 110 | 110 | 17 | $(127+6 n) c$ |  |  |  |  |  |
| SDFR34 | 383 | 766 | 22 | $788+7 n$ |  |  |  |  |  |
| SRK45 | 62 | 366 | 20 | $386+7 n$ |  |  |  |  |  |
| Max global error is $10^{-3}$ |  |  |  |  |  |  |  |  |  |
| Code |  |  |  |  |  | Steps | Back-solves | Matrix factor | Cost |
| MSF14 | 1932 | 1932 | 27 | $1959+9 n$ |  |  |  |  |  |
| SDFC34 | 164 | 164 | 21 | $(185+7 n) c$ |  |  |  |  |  |
| SDF34 | 1316 | 2632 | 16 | $2648+5 n$ |  |  |  |  |  |
| SRK45 | 179 | 1067 | 44 | $1111+15 n$ |  |  |  |  |  |

accuracy is required to be $10^{-3}$, MSF14 requires about $(1959+9 n)$ units, 1932 steps, while SRK45 requires about ( $1111+15 n$ ) units, 179 steps, so that MSF14 is the more expensive for moderate sized $n$. Again, if real arithmetic is used with Enright's strongly $A$-stable formulas (forming $A^{2}$ in the process), the resulting code is competitive as SDFC34 requires $(127+6 n) c$ units to obtain a global error of $10^{-2}$. Even with the additional expense of complex arithmetic, SDFC34 is very competitive at the more
stringent accuracy requirements. For example, it only takes about $(185+7 n) c$ units, 164 steps, to obtain a global accuracy of $10^{-3}$.
6. Conclusions. Of the four codes we have tested, the singly-implicit Runge-Kutta code, SRK45, has consistently been one of the most accurate and efficient for a variety of test problems and tolerances. Furthermore, we have seen that codes based on Runge-Kutta formulas can be almost as flexible as codes based on linear multistep formulas. A major exception to this flexibility concerns implicit problems of the form $M y^{\prime}=f(t, y)$. Most Runge-Kutta formulas would yield a system of the form

$$
\begin{aligned}
& M y_{i}=M y_{i-1}+h \sum_{l=1}^{m} b_{l} f\left(t_{i-1}+c_{l} h, Y_{l}\right), \\
& M Y_{l}=M y_{i-1}+h \sum_{j=1}^{m} a_{l j} f\left(t_{i-1}+c_{j} h, Y_{j}\right)
\end{aligned}
$$

Thus, the $Y_{l}$ values could be easily obtained (the associated system of equations would involve matrices of the form $(M-h \theta J)$, where $J$ is the Jacobian of $f$, rather than $(I-h \theta J)$ ). Obtaining $y_{i}$ at each step would be expensive unless one of the $Y_{l}$ 's corresponded to $y_{i}$. Our error control would therefore need to be in terms of My but we would still need to obtain an approximation to $y$ at output points. One way to do this would be to factor $M$ and solve the appropriate system of equations, which is expensive in terms of storage.

By contrast, when using linear multistep formulas, the cost per step for an implicit problem is greater than for a regular one, but the modifications needed are not complicated. To see this, consider the problem $y^{\prime}=M^{-1} f(t, y)$, form the associated system of equations that is needed on each iteration and then multiply each side of the system by $M$. Second derivative formulas can be similarly modified to solve $M y^{\prime}=A y+R(t)$, but difficulties arise for nonlinear problems, where $y^{\prime \prime}$ is expicitly computed (see Addison and Gladwell (1982)). On nonlinear problems a suitably modified code for the blended formulas should be used.

MSF14 has proved the most unreliable code. It performed well on some problems and at certain tolerances but poorly at other times. Part of the reason for this difficulty can be attributed to the heuristics used to detect the presence of instability as there were problems on which these heuristics failed. If it was possible to derive checks that could be proven to detect the presence of instability for a practical range of problems, then a reliable code based on linear multistep formulas could be written. Also, our testing has led us to believe that our code based on the second order linear multistep formulas is not sufficiently accurate to be competitive with codes such as SRK45.

The inadequacies of the lower order multistep formulas are compounded by the fact that, stability issues aside, we have found it more difficult to write a good variable-step, second order code than to write a variable-step code that also uses higher order formulas. For example, in most of our codes, a reduction in the tolerance by a factor of ten, say, led to a similar reduction in the global error. Such was not the case in MSF12, where reducing some values of the tolerance by a factor of ten only led to a small reduction in the global error. (Part of the reason for this is that the step control is designed to preserve efficiency rather than to maintain a smooth relationship between global and local error.) This is clearly undesirable behavior. It means that given an estimate of global accuracy obtained by runs at large tolerances, the user would have little to guide him on selecting the appropriate tolerance to obtain his desired global error.

The difference in performance between the two second derivative codes is pronounced. Part of the reason for this difference can be attributed to the difference in the formulas themselves. The formulas used in SDFC34 have very small leading error terms whilst those in SDFR34 are relatively large. This implies that SDFC34 will take fewer steps to solve a given problem than SDFR34, at the expense of using complex arithmetic, but it also suggests that SDFR34 will take roughly the same number of steps as a linear multistep code so that there is little compensation for the additional cost per step.

The above conclusions are based on tests involving linear, constant coefficient problems and experimental codes designed to exploit the special properties such a problem possesses. It is therefore prudent to consider some of the implications of solving nonlinear problems with an appropriate code. Rather than one iteration per step of a Newton-like scheme, there would probably be two or more iterations. A multistep method would require a function evaluation and a forward-back substitution per iteration. Methods based upon blended formulas would have a similar increase in cost per step while a code like STRIDE would require the solution of $m$ systems of equations and $m$ function evaluations per iteration for an $m$ th order formula. Additionally, for even moderate sized $n$, the cost of performing the transformations in STRIDE can be significant.

Our goal throughout has been to obtain a code, which can handle problems with lightly damped oscillatory components, that is suitable for inclusion in a library. An interesting discussion of some of the implications of this can be found in Hull (1980). As outlined there, we would like a code to be consistently accurate, in the sense that a reduction in the local error would produce a similar reduction in the global error. We would also like the code to be robust, so that it can solve problems with awkward forcing terms and extreme user requirements (such as large error tolerances). Because a code cannot possibly solve all of the problems that might be put to it, part of our robustness criterion would be that the code be able to identify situations when it is experiencing difficulty and pass this information onto the user. An implementation of any of the formulas discussed here could be made robust, but not all of the formulas could lead to a code that is simultaneously efficient and robust. On the basis of our testing, a part of which we have presented here, when solving linear constant coefficient problems, we feel that a code based on a small set of $A$-stable singly-implicit or semi-explicit Runge-Kutta formulas could meet these requirements and might in fact be superior to any other production code on many practical problems. The case is not as clear for nonlinear problems and for these the best choice in general may well be a code based on the blended formulas.
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# LEAST SQUARES ESTIMATION WITH QUANTIZED INTEGRATED SAMPLES* 

ARTHUR DAVID SNIDER $\dagger$


#### Abstract

A method for estimating the slope of a linear function from quantized, integrated samples of the function in noise is analyzed, together with error estimates.


Key words. least squares, discretization, approximation, stochastic estimation

1. Introduction. The customary theory of least squares estimation of linear data buried in random noise is premised on the knowledge of sampled functional values $\left\{f\left(t_{i}\right) ; i=1,2, \cdots, n\right\}$. However, for a large class of instrumentation devices, particularly systems designed to operate in a "nulling" mode, the random signal is analog-integrated before data processing is initiated. For example, a typical inertial accelerometer has a readout which indicates the time integral of acceleration, rather than acceleration itself [1]. The readout is canceled, or nulled, by feeding back and recording (in effect) known acceleration levels over certain periods; thus the net integral of the external acceleration over these periods is determined. The extension of the customary least squares estimation techniques to the case of integrated sample data is straightforward.

The present paper is concerned with the effects of quantization in the nulling process. Often the feedback mechanism does not possess the flexibility to provide arbitrary levels of nulling control, but instead delivers the nulling signal in quantized units. In other words, the integral of the input signal is not compensated until its intensity reaches a certain level, at which time a "quantum" of feedback signal is delivered (and recorded) to null the readout. The data available for least squares processing, then, constitutes a discrete time series of "quantized integrated samples." In the next section we illustrate this effect with a realistic model and demonstrate how this nonlinear discretization can play havoc with the determination of the slope or "drift rate" when the latter is small. The remainder of the paper is then devoted to the analysis and resolution of this problem in both stochastic and deterministic contexts.
2. The quantized integrated sample model. For concreteness, consider the simplified model of a pendulous accelerometer depicted in Fig. 1.


Fig. 1
Gravity or inertial forces tend to rotate the pendulum off of the "null" point, but the pellets fired by the pistol serve to maintain its position. In effect we can say that the external forces work on the pendulum over a period of time until it acquires enough momentum to cross the null point. This crossing is detected by a sensor which commands

[^94]the pistol to fire, imparting a fixed quantum of momentum to the pendulum and driving it back. Of course the pulse rate must be high enough to overcome the external force, while the individual pulse intensity must be low enough so as not to drive the pendulum too far beyond the null point. Thus the pendulum is essentially maintained fixed, and our assignment is to deduce the external force from the time series record of the pulse firings. (Here we are simplifying the mechanics of the process in an attempt to provide a concrete visualization.)

The mathematical generalization is this. We have an unknown function $f(t)$ and a known function $g(t)$ expressed as a sum of delta functions with constant amplitude

$$
\begin{equation*}
g(t)=\sum_{i} \eta_{i} \delta\left(t-t_{i}\right), \quad\left|\eta_{i}\right|=\eta . \tag{1}
\end{equation*}
$$

The supports $\left\{t_{i}\right\}$ of the delta functions are located so that

$$
\int_{t_{i-1}}^{t_{i}} f(t) d t=\eta_{i}
$$

while

$$
\left|\int_{\lambda}^{\mu} f(t) d t\right|<\eta \quad \text { for } t_{i-1}<\lambda<\mu<t_{i} .
$$

See Fig. 2.


Fig. 2

Thus the pulse function $g(t)$ "cancels" $f(t)$ in a "quantized integral" sense; i.e. for any interval $[\lambda, \mu]$,

$$
\begin{equation*}
\left|\int_{\lambda}^{\mu} f d t-\int_{\lambda}^{\mu} g d t\right| \leqq \eta . \tag{2}
\end{equation*}
$$

We want to estimate $f$ from a knowledge of $g$. In particular, we seek values for the intercept $a$ and slope $b$ so that the linear function $a+b t$ is the best approximation to $f$ in a least squares sense.

It is instructive to compare this problem with the usual situation where sampled data $\left\{f\left(t_{j}\right) ; j=1,2, \cdots, n\right\}$ are available. Expressions for the values $a$ and $b$ which minimize $\sum\left|f\left(t_{j}\right)-a-b t_{j}\right|^{2}$ (" $l_{2}$-norm") are easy to determine, and estimates of their accuracy have been derived. Naturally the accuracy improves as the number and density of sample points increase, and in the limit we would obtain highest accuracy if we could minimize

$$
\int|f(t)-a-b t|^{2} d t \quad\left(" L_{2}\right. \text {-norm") }
$$

In the present context we do not have sampled data of $f$ available, but we do have (approximate) data for integrals of $f$. Thus we anticipate that the extra accuracy afforded by the $L_{2}$ approach will work to our advantage.


Fig. 3
On the other hand, we can see the difficulties that confront us for the case of functions with low drift rates (b) in Fig. 3. In fact, if $f(t)=b t$ and the pulser $g(t)$ is synchronized with $f$ at $t=0$, then the support points $t_{i}$ are given by

$$
t_{i}=\left(2 \eta \frac{i}{b}\right)^{1 / 2} \quad\left(\text { because } \int_{0}^{t_{i}} b t d t=i \eta\right)
$$

For low values of $b / \eta$ these points are sparse and very nonuniform, and one must integrate $g$ over very long intervals to observe the linear trend in $f$. Indeed, note that the effect of doubling $f$ is to intersperse more support points in $g$, as indicated by the dashed arrows in Fig. 3; the mapping from $f$ to $g$ is extremely nonlinear, and unless $g$ is integrated over long intervals, one will misinfer the nature of $f$. Just how long the intervals must be will be determined in this paper.

In fact our main result will demonstrate that one can use $g(t)$ to construct approximations for unbiased estimators of the intercept and slope to within $O(\eta / T)$ and $O\left(\eta / T^{2}\right)$, respectively (for an interval of length $2 T$ ). The variances of these estimators will also be determined.

The fact that we shall be considering the linear least squares fit in the $L_{2}$ sense adds an interesting interpretation to our analysis. On the one hand, if we regard $f(t)$
as a sum of a linear function plus a stationary random process [2]

$$
\begin{equation*}
f(t)=\alpha+\beta t+e(t) \tag{3}
\end{equation*}
$$

then we are dealing with a statistical estimator of $\alpha$ and of $\beta$. On the other hand, if we regard $f(t)$ as deterministic, it has an expansion in terms of Legendre polynomials [3]

$$
\begin{equation*}
f=\sum_{j=0}^{\infty} A_{j} P_{j} . \tag{4}
\end{equation*}
$$

Since $\left\{P_{j}\right\}$ form an orthogonal basis for the Hilbert space $L_{2}$, and since $P_{0}(x)=1$ and $P_{1}(x)=x$, the theory implies that $A_{0} P_{0}+A_{1} P_{1}$ is the best linear fit to $f$ (in $L_{2}$ ). Thus our computations can also be interpreted as projecting $f$ into the subspace spanned by the first two Legendre polynomials. This effect will be included in the analysis.
3. Survey of sampled data theory. Our technique for constructing and analyzing estimators for the "linear part" $\alpha+\beta t$ of $f$ in terms of the quantized-integral approximation $g$ will be based on comparisons with the classical estimators. Thus it is convenient to consider a brief survey of the latter.

To keep the notation simple, we presume $f(t)$ is defined on $[-T, T]$, and we have sampled values at the $n$ equidistant points

$$
\begin{equation*}
t_{i}=-T+(2 i-1) \frac{T}{n}, \quad i=1,2, \cdots, n \tag{5}
\end{equation*}
$$

so that $t_{i+1}-t_{i}=\Delta t=2 T / n$. Then the formulas for $a$ and $b$ minimizing $\sum\left|f\left(t_{i}\right)-a-b t_{i}\right|^{2}$ are given by [4]

$$
\begin{equation*}
a=\left(\frac{1}{n}\right) \sum f\left(t_{i}\right), \quad b=\frac{3}{\left((n-1 / n) T^{2}\right)} \sum t_{i} f\left(t_{i}\right) \tag{6}
\end{equation*}
$$

(summation limits understood to be $i=1$ to $n$ ).
For the stochastic interpretation, if we assume that

$$
\begin{equation*}
f(t)=\alpha+\beta t+e(t) \tag{7}
\end{equation*}
$$

where $e(t)$ is a stationary random process with mean zero and autocorrelation $\rho$

$$
\overline{e(t)}=0, \quad \overline{e\left(t_{1}\right) e\left(t_{2}\right)}=\rho\left(t_{1}-t_{2}\right)=\rho\left(\left|t_{1}-t_{2}\right|\right),
$$

then $a$ and $b$ are unbiased estimators of $\alpha$ and $\beta$ :

$$
\begin{equation*}
\bar{a}=\alpha, \quad \bar{b}=\beta . \tag{8}
\end{equation*}
$$

(It follows that $a$ and $b$ are exact for linear functions.) The variances of $a$ and $b$ are computed to be

$$
\begin{align*}
\overline{(a-\alpha)^{2}} & =\frac{1}{n^{2}} \sum \sum \overline{e\left(t_{i}\right) e\left(t_{j}\right)} \\
& =\frac{1}{n} \rho(0)+\frac{2(n-1)}{n^{2}} \rho(\Delta t)+O(\rho(p \Delta t)), \quad p \geqq 2 \\
\overline{(b-\beta)^{2}} & =\frac{9}{(n-1 / n)^{2} T^{4}} \sum \sum t_{i} t_{j} \overline{e\left(t_{i}\right) e\left(t_{j}\right)}  \tag{9}\\
& =\frac{3 n}{\left(n^{2}-1\right) T^{2}} \rho(0)+\frac{6(n-3)}{\left(n^{2}-1\right) T^{2}} \rho(\Delta t)+O(\rho(p \Delta t)) .
\end{align*}
$$

On the other hand, if $f(t)$ is deterministic and has the Legendre polynomial expansion

$$
\begin{equation*}
f(t)=\sum_{m=0}^{\infty} A_{m} P_{m}\left(\frac{t}{T}\right)=A_{0}+A_{1} \frac{t}{T}+\sum_{m=2}^{\infty} A_{m} P_{m} \tag{10}
\end{equation*}
$$

then

$$
\begin{equation*}
A_{0}=\frac{1}{2 T} \int_{-T}^{T} f(t) d t, \quad A_{1}=\frac{3}{2 T^{2}} \int_{-T}^{T} t f(t) d t . \tag{11}
\end{equation*}
$$

The estimator $a$ in (6) is then a composite midpoint rule approximation to the integral for $A_{0}$ [5], and has accuracy

$$
\begin{equation*}
\left|A_{0}-a\right| \leqq \frac{1}{2 T} \frac{\Delta t^{3}}{24} n\left\|f^{\prime \prime}\right\|_{\infty}=\frac{T^{2}}{6 n^{2}}\left\|f^{\prime \prime}\right\|_{\infty} \tag{12}
\end{equation*}
$$

The estimator $b$ is not a midpoint rule approximation for $A_{1} / T$; in fact it has higher precision, since it integrates linear $f$ exactly (the midpoint rule's degree of precision is 1 , and ( $t f$ ) has degree 2 for linear $f$ ). A tedious computation, similar to one we sketch in the Appendix, shows that for large $n$

$$
\begin{equation*}
\left|\frac{A_{1}}{T}-b\right| \leqq \frac{4 T}{n^{2}}\left\|f^{\prime \prime}\right\|_{\infty} \tag{13}
\end{equation*}
$$

We summarize as follows.
Lemma 1. If $f(t)=\alpha+\beta t+e(t)$, where $e$ is a stationary random process, then a and $b$ in (6) are unbiased estimators for $\alpha$ and $\beta$ with variances given roughly by

$$
\begin{equation*}
\overline{(a-\alpha)^{2}} \approx \frac{[\rho(0)+2 \rho(\Delta t)]}{n}, \quad \overline{(b-\beta)^{2}} \approx \frac{3}{T^{2}} \overline{(a-\alpha)^{2}} . \tag{14}
\end{equation*}
$$

Lemma 2. If $f(t) \in C^{2}[-T, T]$ and $f=\sum_{m=0}^{\infty} A_{m} P_{m}(t / T)$ in $L_{2}$, then $a$ and $b$ in (6) are estimators of $A_{0}$ and $A_{1} / T$, with errors bounded roughly by

$$
\begin{equation*}
\left|A_{0}-a\right| \leqq\left\|f^{\prime \prime}\right\|_{\infty} \frac{T^{2}}{6 n^{2}}, \quad\left|\frac{A_{1}}{T}-b\right| \leqq\left\|f^{\prime \prime}\right\|_{\infty} \frac{4 T}{n^{2}} . \tag{15}
\end{equation*}
$$

4. Extension to integrated samples. Again for notational simplicity we take the domain to be $[-T, T]$, and we have $N$ integrated samples $F_{j}$,

$$
\begin{equation*}
F_{j}=\int_{\Delta j} f(t) d t, \quad j=1,2, \cdots, N \tag{16}
\end{equation*}
$$

with

$$
\begin{equation*}
\Delta_{j}=\left[\mathscr{T}_{j}-\frac{\Delta \mathscr{T}}{2}, \mathscr{T}_{j}+\frac{\Delta \mathscr{T}}{2}\right], \quad \mathscr{T}_{j}=-T+\frac{(2 j-1) T}{N}, \quad \Delta \mathscr{T}=\frac{2 T}{N} \tag{17}
\end{equation*}
$$

(We presume $N \neq n$ in $\S 2$, since we will be comparing the estimates.) The estimators we propose are constructed by analogy with (6):

$$
\begin{equation*}
A=\left(\frac{1}{N \Delta \mathscr{T}}\right) \sum F_{j}, \quad B=\frac{3}{(N-1 / N) \Delta \mathscr{T} T^{2}} \sum \mathscr{T}_{j} F_{j} \tag{18}
\end{equation*}
$$

(summation understood for $j=1$ to $N$ ).

For a stochastic $f$ as in (7) it is easy to show that these, too, are unbiased estimators for $\alpha$ and $\beta$ (and hence are exact for linear functions). Their variances are calculated analogously to (9), with $e\left(t_{i}\right)$ replaced by $E_{j}=\int_{\Delta_{j}} e(t) d t$ :

$$
\begin{align*}
\overline{(A-\alpha)^{2}} & =\frac{1}{N^{2} \Delta \mathscr{T}^{2}} \sum \sum \overline{E_{i} E_{j}} \\
& =\frac{1}{N \Delta \mathscr{T}^{2}} \overline{E_{0}^{2}}+\frac{2(N-1)}{N^{2} \Delta \mathscr{T}^{2}} \overline{E_{0} E_{1}}+O\left(\overline{E_{0} E_{p}}\right), \quad p \geqq 2,  \tag{19}\\
\overline{\left(B-\beta^{2}\right)} & =\frac{3 N E_{0}^{2}}{\left(N^{2}-1\right) T^{2} \Delta \mathscr{T}^{2}}+\frac{6(N-3)}{\left(N^{2}-1\right) \mathscr{T}^{2} \Delta \mathscr{T}^{2}} \overline{E_{0} E_{1}}+O\left(\overline{E_{0} E_{p}}\right) .
\end{align*}
$$

In terms of the autocorrelation function,

$$
\begin{align*}
\overline{E_{0}^{2}} & =\int_{\Delta_{j}} \int_{\Delta_{j}} \overline{e(t) e\left(t^{\prime}\right)} d t^{\prime} d t=\int_{\Delta_{j}} \int_{\Delta_{j}} \rho\left(t-t^{\prime}\right) d t^{\prime} d t  \tag{20}\\
& =\int_{0}^{\Delta \mathscr{T}} \int_{0}^{\Delta \mathscr{T}} \rho\left(t-t^{\prime}\right) d t^{\prime} d t=2 \int_{0}^{\Delta \mathscr{T}}(\Delta \mathscr{T}-t) \rho(t) d t .
\end{align*}
$$

Similarly,

$$
\begin{align*}
\overline{E_{0} E_{1}} & =\int_{\Delta_{j}} \int_{\Delta_{j+1}} \overline{e(t) e\left(t^{\prime}\right)} d t^{\prime} d t=\int_{0}^{\Delta \mathscr{T}} \int_{\Delta \mathscr{T}}^{2 \Delta \mathscr{T}} \rho\left(t-t^{\prime}\right) d t^{\prime} d t  \tag{21}\\
& =\int_{0}^{2 \Delta \mathscr{T}}[\Delta \mathscr{T}-|t-\Delta \mathscr{T}|] \rho(t) d t .
\end{align*}
$$

In the deterministic case, $A$ is precisely the first Legendre coefficient $A_{0}(11)$, since

$$
\begin{equation*}
\sum F_{j}=\int_{-T}^{T} f(t) d t . \tag{22}
\end{equation*}
$$

In the Appendix we sketch the tedious computation leading to the following accuracy estimate for $B$ :

$$
\begin{equation*}
\left.\left|\frac{A_{1}}{T}-B\right| \leqq \frac{11}{8} T\left\|f^{\prime \prime}\right\|_{\infty} \right\rvert\,\left(N^{2}-1\right) . \tag{23}
\end{equation*}
$$

To summarize:
Lemma 3. If $f(t)=\alpha+\beta t+e(t)$ as in Lemma 1, then A and B in (18) are unbiased estimators for $\alpha$ and $\beta$, with variances given roughly by

$$
\begin{equation*}
\overline{(A-\alpha)^{2}} \approx \frac{2}{N \Delta \mathscr{T}^{2}}\left\{\int_{0}^{\Delta \mathscr{T}}(\Delta \mathscr{T}-t) \rho(t) d t+\int_{0}^{2 \Delta \mathscr{T}}[\Delta \mathscr{T}-|t-\Delta \mathscr{T}|] \rho(t) d t\right\}, \tag{24}
\end{equation*}
$$

$$
\overline{(B-\beta)^{2}} \approx \frac{3}{T^{2}} \overline{(A-\alpha)^{2}} .
$$

Lemma 4. If $f(t) \in C^{2} \cap L_{2}$ as in Lemma 2, then $A$ in (18) equals $A_{0}$ precisely and $B$ approximates $A_{1} / T$ with an error bounded roughly by

$$
\begin{equation*}
\left|\frac{A_{1}}{T}-B\right| \leqq\left\|f^{\prime \prime}\right\|_{\infty} \frac{T}{N^{2}} . \tag{25}
\end{equation*}
$$

5. Comparison of point and integrated sample estimators. The superiority of the integrated sample estimators in the deterministic case is clearly expressed in Lemmas 2 and 4 , and we shall not dwell on this.

For the stochastic case the superiority may not be so clear; for example, if the autocorrelation function $\rho$ is constant, Lemmas 1 and 3 reveal no difference between the estimators (for $n=N$ ). Of course this is physically unreasonable, since we expect $\rho(t)$ to decrease with it. As a result, the integrals in Lemma 3 "soften" the factor $\rho(0)$ in Lemma 1 and demonstrate the superiority of the integrated sample estimators. For example, if $\rho(t)=\sigma^{2} e^{-\gamma t}(\gamma>0)$, then the variance of the point sample estimator (14) is

$$
\begin{equation*}
\overline{(a-\alpha)^{2}} \approx \frac{\left[1+2 e^{-2 \gamma T / n}\right] \sigma^{2}}{n}, \tag{26}
\end{equation*}
$$

while the integrated sample estimator (24) has a variance given by

$$
\begin{equation*}
\overline{(A-\alpha)^{2}} \approx \frac{2 \sigma^{2}}{N \Delta \mathscr{T}^{2}}\left\{\frac{\Delta \mathscr{T}}{\gamma}-\frac{e^{-2 \gamma T / N}}{\gamma^{2}}\left[1-e^{-2 \gamma T / N}\right]\right\} . \tag{27}
\end{equation*}
$$

For large $\gamma$ the difference is quite pronounced:

$$
\begin{equation*}
\overline{(a-\alpha)^{2}} \rightarrow \frac{\sigma^{2}}{n}, \quad \overline{(A-\alpha)^{2}} \approx \frac{\sigma^{2}}{T \gamma} \rightarrow 0 . \tag{28}
\end{equation*}
$$

For small $\gamma$ (and $n=N$ ) both variance estimates approach $3 \sigma^{2} / n$, but the justification for dropping terms in (9) and (19) is no longer valid.

Equations (28) indicate another advantage of the integrated sample approach. Since the asymptotic forms for the variances of the integrated sample estimators are independent of $N$, one can possibly achieve a given tolerance level for the variances with a value of $N$ much lower than the corresponding $n$ required by the point sample approach, when the noise autocorrelation is weak. This feature will surface in another context in the following section.
6. Accuracy of the quantized integrated sample estimators. Of course one would expect the integrated samples to yield superior estimates, since they contain so much more information about $f$. Note that the integrals must be performed exactly, e.g. by analog, for the estimates in $\S 4$ to hold; if Riemann sums or interpolatory quadrature are used we are back in the point-sample mode. The analysis of the quantized integrated sample data will be developed by comparison with the integrated sample approach.

Thus in accordance with the model of § 2 we are given intervals $\Delta_{j}$ and approximations $\phi_{j}$ to $F_{j}$ satisfying (recall (2), (16) and (17))

$$
\begin{equation*}
\phi_{j}=\int_{\Delta_{j}} g(t) d t, \quad\left|\phi_{j}-F_{j}\right| \leqq \eta . \tag{29}
\end{equation*}
$$

We approximate $A$ and $B$ of $\S 4$ with the formulas

$$
\begin{equation*}
A^{\prime}=\frac{1}{N \Delta \mathscr{T}} \sum \phi_{j}, \quad B^{\prime}=\frac{3}{(N-1 / N) \Delta \mathscr{T} T^{2}} \sum \mathscr{T}_{j} \phi_{j} \tag{30}
\end{equation*}
$$

The accuracy of $A^{\prime}$ is easy to assess. Although each $\phi_{j}$ can differ from $F_{j}$ by $\eta$, the sum of the $\phi_{j}$ equals the integral of $g$, and by (2),

$$
\begin{equation*}
\left|A-A^{\prime}\right|=\frac{1}{N \Delta \mathscr{T}}\left|\sum F_{j}-\sum \phi_{j}\right|=\frac{1}{N \Delta \mathscr{T}}\left|\int_{-T}^{T} f d t-\int_{-T}^{T} g d t\right| \leqq \frac{\eta}{N \Delta \mathscr{T}}=\frac{\eta}{2 T} . \tag{31}
\end{equation*}
$$

For $B^{\prime}$ we have

$$
\begin{equation*}
\left|B-B^{\prime}\right|=\frac{3}{(N-1 / N) \Delta \mathscr{T} T^{2}}\left|\sum \mathscr{T}_{j}\left(F_{j}-\phi_{j}\right)\right| . \tag{32}
\end{equation*}
$$

Acknowledging the constraints (derived from (2))

$$
\begin{equation*}
\left|\sum_{j_{1}}^{j_{2}}\left(F_{j}-\phi_{j}\right)\right| \leqq \eta, \quad 1 \leqq j_{1} \leqq j_{2} \leqq N, \tag{33}
\end{equation*}
$$

one can derive with a little combinatorics that the sum in (32) is maximal when $F_{1}-\phi_{1}= \pm \eta, F_{n}-\phi_{n}=\mp \eta, F_{j}-\phi_{j}=0$ otherwise. Thus

$$
\begin{equation*}
\left|B-B^{\prime}\right| \leqq \frac{3 N \eta}{\left(N^{2}-1\right) \Delta \mathscr{T} T^{2}}\left(\left|\mathscr{T}_{1}\right|+\left|\mathscr{T}_{n}\right|\right)=\frac{3 n}{(1+1 / N) T^{2}}<\frac{3 \eta}{T^{2}}, \tag{34}
\end{equation*}
$$

and we summarize the observations of this paper as follows.
Summary. If $f(t)=\alpha+\beta t+e(t)$, where $e(t)$ is a stationary random process with autocorrelation $\rho(t)$, then $A^{\prime}$ and $B^{\prime}$, as formed from quantized integrated samples via (30), are within $\eta / 2 T$ and $3 \eta / T^{2}$, respectively, of unbiased estimators for $\alpha$ and $\beta$ possessing variances governed by (24). If $f(t) \in C^{2} \cap \mathrm{~L}_{2}$ on $[-T, T]$, then $A^{\prime}$ approximates the zeroth Legendre coefficient of $f$ to within $\eta / 2 T$, and $\left(B^{\prime} T\right)$ approximates the first coefficient to within $3 \eta / T+T^{2}\left\|f^{\prime \prime}\right\|_{\infty} / N^{2}$.
7. Conclusion. The derivation of (34) vindicates an empirical observation made by the author in 1981 while analyzing accelerometer data for the Honeywell Corporation. The fact that the accuracy estimates (31) and (34) depend only on $T$ (and $\eta$ ) is fortunate. It shows that the quantizing effect depicted in Fig. 2 can be compensated by the proper choice of $T$ alone. $N$ can be chosen subsequently for noise control in accordance with (24) (keep in mind $\Delta \mathscr{T}=2 T / N$ ). Thus, for example, if one wishes to detect a very low drift rate $\beta$ to within $25 \%$ in low-noise data, one would choose

$$
T=\left(\frac{12 \eta}{\beta}\right)^{1 / 2}
$$

Similarly, if the data accumulation intervals $\Delta \mathscr{T}$ are fixed, the error equations (31) and (34) specify a lower bound on $T$, and hence on $N=2 T / \Delta \mathscr{T} . N$ (and $T$ ) can then be increased if necessary to reduce noise in (24).

The analysis herein can be modified to cover the situation where the $\Delta_{j}$ are uneven, and the $\left\|f^{\prime \prime}\right\|_{\infty}$ estimates can be replaced by $\left\|f^{\prime \prime}\right\|_{2}$ estimates, but the results are not particularly illuminating.

Appendix. Sketch of derivation of (23). From (11) and (18) we have

$$
\begin{equation*}
\left|\frac{A_{1}}{T}-B\right|=\frac{3}{2 T^{3}} \sum \int_{\Delta_{j}} t f(t) d t-\frac{3 N^{2}}{\left(N^{2}-1\right) 2 T^{3}} \sum \mathscr{T}_{j} \int_{\Delta_{j}} f(t) d t . \tag{35}
\end{equation*}
$$

Writing $f(t)=f(0)+t f^{\prime}(0)+\int_{0}^{t} f^{\prime \prime}(\xi)(t-\xi) d \xi=f(0)+t f^{\prime}(0)+G(t)$, we find that the constant and linear terms cancel in (35) (as they must for unbiased estimators!). Then by adding and subtracting the same term we find

$$
\begin{align*}
\left|\frac{A_{1}}{T}-B\right|= & \frac{3}{2 T^{3}}\left[1-\frac{N^{2}}{N^{2}-1}\right] \sum \int_{\Delta_{j}} G(t) t d t  \tag{36}\\
& +\frac{3}{2 T^{3}} \frac{N^{2}}{N^{2}-1} \sum \int_{\Delta_{j}} G(t)\left(t-\mathscr{T}_{j}\right) d t .
\end{align*}
$$

In the first term we estimate $|G(t)| \leqq\left\|f^{\prime \prime}\right\|_{\infty} t^{2} / 2$. In the second, using the Taylor form

$$
G(t)=G\left(\mathscr{T}_{j}\right)+G^{\prime}(\zeta)\left(t-\mathscr{T}_{j}\right),
$$

we estimate

$$
\left|\int_{\Delta_{j}} G(t)\left(t-\mathscr{T}_{j}\right) d t\right| \leqq \max _{\Delta_{j}}\left|G^{\prime}(t)\right| \frac{\Delta \mathscr{T}^{3}}{12} \leqq\left\|f^{\prime \prime}\right\|_{\infty} T \frac{\Delta \mathscr{T}^{3}}{12}
$$

Assembling these in (36) we derive (23).
(Q.E.D.)
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# NUMERICAL SOLUTIONS OF THE GOOD BOUSSINESQ EQUATION* 
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#### Abstract

The "good" Boussinesq equation is studied numerically using Galerkin methods and soliton solutions are shown to exist. An analytic formula for the two-soliton interaction is presented and verified by numerical experiment.
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1. Introduction. In recent years a remarkable development has taken place in the study of nonlinear evolutionary partial differential equations. It is the realization that many such equations possess special solutions in the form of pulses which retain their shapes and velocities after interaction amongst themselves. Such solutions are called solitons. The reader interested in the theory behind soliton solutions should consult texts such as Whitham [16], Lamb [9], Ablowitz and Segur [1], etc.

An example of a soliton producing equation is the Boussinesq equation

$$
\begin{equation*}
u_{t t}=u_{x x}+u_{x x x x}+\left(u^{2}\right)_{x x} \tag{1.1}
\end{equation*}
$$

which describes shallow water waves propagating in both directions. Unfortunately, due to the presence of exponentially growing Fourier components, (1.1) is linearly unstable and so numerical computations based on (1.1) are at best unreliable. If, however, we change the sign of the fourth order space derivative in (1.1), we obtain

$$
\begin{equation*}
u_{t t}=u_{x x}-(u)_{x x x x}+\left(u^{2}\right)_{x x} \tag{1.2}
\end{equation*}
$$

an equation which is linearly stable and computations are now possible. An alternative method of obtaining (1.2) is to transform (1.1) according to the formulae $x=i X, t=i T$ ( $i=\sqrt{-1}$ ), thus obtaining (1.2) with $x$ and $t$ replaced by $X$ and $T$ respectively.

It is the aim of this paper to show that numerical studies of the Cauchy problem based on (1.2) with certain initial conditions produce soliton solutions. In so doing the existence of "blow up" inherent in the problem is also demonstrated. So far theory involving (1.2) has been restricted to periodic boundary conditions on a circular region in space (McKean [10]), the Cauchy problem with specific initial data (Tomei [15]), the Cauchy problem with general initial data and a specific initial boundary value problem (Kalantarov and Ladyzhenskaya [8]). None of these authors offer soliton solutions for (1.2), with Tomei deriving nonreal solutions, and Kalantarov and Ladyzhenskaya predicting blow up in most cases unless possibly for short time solutions.

Equation (1.2) is the nonlinear string equation (Zakharov [17]) or the "good" Boussinesq (G.B.) equation (McKean [10]). In contrast, (1.1) is referred to as the "bad" Boussinesq (B.B.) equation. Closely related to (1.1) is the Korteweg-de Vries (K.d.V.) equation

$$
\begin{equation*}
u_{t}+\left(u^{2}\right)_{x}+u_{x x x}=0 . \tag{1.3}
\end{equation*}
$$

This equation models shallow water waves propagating in a single direction and has the same order of dispersion relation as (1.1) if the wave number is small. It has soliton

[^95]solutions but unlike (1.1) is linearly stable and so numerical calculations can be carried out (Mitchell and Schoombie [12] and references therein).

Before proceeding to numerical studies of (1.2), we show that the linear term $u_{x x}$ can be removed from (1.2) by putting

$$
\begin{equation*}
u=v-\frac{1}{2} \tag{1.4}
\end{equation*}
$$

resulting in the equation

$$
\begin{equation*}
v_{t t}=-v_{x x x x}+\left(v^{2}\right)_{x x .} \tag{1.2a}
\end{equation*}
$$

It is immaterial with numerical methods whether we use (1.2) or (1.2a), although in theoretical considerations, it may be simpler to use (1.2a).
2. Petrov-Galerkin method with linear "hat" trial functions. We now consider numerical schemes for the Cauchy problem consisting of (1.2) together with the initial conditions

$$
\begin{align*}
& u(x, 0)=f(x), \\
& u_{t}(x, 0)=g(x),
\end{align*}
$$

We approximate $u(x, t)$ by

$$
\begin{equation*}
U(x, t)=\sum_{i} U_{i}(t) \phi_{i}(x) \tag{2.2}
\end{equation*}
$$

where the trial functions $\left\{\phi_{i}(x)\right\}$ are the usual piecewise linear "hat" functions, and determine the unknown functions $U_{i}(t)$ from the system of ordinary differential equations

$$
\begin{equation*}
\left(U_{t t}-U_{x x}+U_{x x x x}-\left(U^{2}\right)_{x x}, \psi_{j}(x)\right)=0 \quad \forall j \tag{2.3}
\end{equation*}
$$

where $\left\{\psi_{j}(x)\right\}$ are suitably chosen test functions. As far as the continuity of the test functions is concerned, the important term in (2.3) is ( $U_{x x x x}, \psi_{j}(x)$ ) which after two integrations by parts and neglecting boundary terms gives $\left(U_{x x},\left(\psi_{j}\right)_{x x}\right)$. This suggests either $C^{2}$ cubic $B$-splines or shifted $C^{\prime}$ quadratic splines (Mitchell and Schoombie [12]), and for ease of application, we choose the former. With standard time discretization, we arrive at the following predictor-corrector (P.C.) numerical scheme based on (2.3).

$$
\begin{align*}
& P:\left(\frac{1}{k^{2}}\left(U^{n+1^{*}}-2 U^{n}+U^{n-1}\right), \psi_{j}\right)+\left(\frac{\partial}{\partial x}\left(\frac{U^{n+1^{*}}+U^{n-1}}{2}\right), \psi_{j}^{\prime}\right) \\
& +\left(\frac{\partial}{\partial x}\left(\left(U^{n}\right)^{2}\right), \psi_{j}^{\prime}\right)-\left(\frac{\partial}{\partial x}\left(\frac{U^{n+1^{*}}+U^{n-1}}{2}\right), \psi_{j}^{\prime \prime \prime}\right)=0, \\
& C:\left(\frac{1}{k^{2}}\left(U^{n+1}-2 U^{n}+U^{n-1}\right), \psi_{j}\right)+\left(\frac{\partial}{\partial x}\left(\frac{U^{n+1}+U^{n-1}}{2}\right), \psi_{j}^{\prime}\right)  \tag{2.4}\\
& +\left(\frac{\partial}{\partial x}\left(\left(\frac{U^{n+1^{*}}+U^{n}}{2}\right)^{2}\right), \psi_{j}^{\prime}\right)-\left(\frac{\partial}{\partial x}\left(\frac{U^{n+1}+U^{n-1}}{2}\right), \psi_{j}^{\prime \prime \prime}\right)=0,
\end{align*}
$$

where $t=n k, n=0,1,2, \cdots$. In arriving at (2.4), we have used product approximation on the nonlinear term i.e.

$$
\begin{equation*}
\{U(x, t)\}^{2}=\sum_{i}\left\{U_{i}(t)\right\}^{2} \phi_{i}(x) . \tag{2.5}
\end{equation*}
$$

Product approximation was first suggested by Swartz and Wendroff [14] and further details of it can be obtained in Chin et al. [2] and Christie et al. [3]. Once again we remind the reader that the trial functions $\left\{\phi_{i}(x)\right\}$ are linear "hat" functions and the test functions $\left\{\psi_{j}(x)\right\}$ are cubic $B$-splines.

Numerical calculations are carried out using (2.4) together with a selection of initial conditions $f(x)$ and $g(x)$. The aim is to obtain soliton solutions which so far have not been shown to exist from theoretical analysis of the "good" Boussinesq equation.
3. The single soliton solution. Direct verification shows that

$$
\begin{equation*}
u=A \operatorname{sech}^{2}\left\{\sqrt{A / 6}\left(x-c t+x_{0}\right)\right\}+\left(b-\frac{1}{2}\right), \quad c= \pm \sqrt{2(b+A / 3)} \tag{3.1}
\end{equation*}
$$

( $x_{0}$ gives the initial position of the pulse)
exactly satisfies the B.B. equation (1.1), where $b$ is an arbitrary parameter and $A$ is the amplitude of the pulse and that if $b>-\frac{1}{3} A$, (3.1) is a real soliton solution (cf. the case $b=\frac{1}{2}$ given by Scott, Chu and McLaughlin [13]). For the G.B. (1.2) an exact solution is

$$
\begin{equation*}
u=-A \operatorname{sech}^{2}\left\{\sqrt{A / 6}\left(x-c t+x_{0}\right)\right\}-\left(b+\frac{1}{2}\right), \quad c= \pm \sqrt{-2(b+A / 3)} \tag{3.2}
\end{equation*}
$$

which is real if $b<-\frac{1}{3} A$, where again $b$ is an arbitrary parameter and $A$ is the pulse amplitude. Tomei [15], whose analysis was based on (1.2a), chose (3.2) with $b=0$ leading to $c= \pm\left(-\frac{2}{3} A\right)^{1 / 2}$ and so showed the existence only of imaginary solutions. We choose for our numerical experiments $b=-\frac{1}{2}$ and so $c= \pm\left(1-\frac{2}{3} A\right)^{1 / 2}$, giving in theory real solutions for $A \leqq \frac{3}{2}$. The relevant theoretical solution becomes

$$
\begin{equation*}
u=-A \operatorname{sech}^{2}\left\{\sqrt{A / 6}\left(x \pm \sqrt{1-\frac{2}{3} A} t+x_{0}\right)\right\} \tag{3.3}
\end{equation*}
$$

We now solve the G.B. equation (1.2) by using the numerical scheme (2.4) together with the initial data (see (2.1)) $f(x)$ and $g(x)$ taken from (3.3) for the case $c=0$, viz.

$$
f(x)=-A \operatorname{sech}^{2}\left\{\sqrt{A / 6}\left(x+x_{0}\right)\right\}, \quad g(x)=0 .
$$

This is carried out for a range of values of $A$ mainly in the vicinity of $A=1.5$, the theoretical value of the amplitude for $c=0$ (see (3.3)), and a variety of mesh lengths $h$ and $k$ in the $x$ - and $t$-directions respectively. As time evolves the initial pulse either splits into two pulses moving in opposite directions or "blows up" according to $A \lessgtr A_{s}$. A typical set of values for $A_{s}$ is given in Table 3.1 where the extrapolated value of $A_{s}$ as $k \rightarrow 0$ is 1.5017 , which is approximately 1.5 , the value corresponding to the theoretical steady state solution. In Fig. 3.1, we show an initial stationary pulse of amplitude $1.5165(h=0.5, k=0.05)$ breaking up into two pulses moving in opposite directions and each having eventually a steady speed of 0.8639 and an amplitude of 0.3816 (note that $c=\left(1-\frac{2}{3} A\right)^{1 / 2}=0.8635 \sim 0.8639$ ). The shape and behaviour of each pulse agrees with the theoretical solution (3.3) of the single soliton.

TABLE 3.1

|  | $-100 \leqq x \leqq 100$, | $h=0.5$, | $x_{0}=0$ |
| :--- | :--- | :--- | :--- |
| $k$ | 0.100 | 0.050 | 0.025 |
| $A_{s}$ | 1.5169 | 1.5165 | 1.5109 |



Fig. 3.1. Break up of the pulse. $-100 \leqq x \leqq 100,0 \leqq t \leqq 40, h=0.5, k=0.05$, amplitude $=1.5165$. Initial position of the pulse is $x=0$. No radiation loss is observed.


Fig. 3.2. Interaction of two pulses. $-100 \leqq x \leqq 100,0 \leqq t \leqq 60, h=0.5, k=0.05, A=0.369$. Initial positions of the pulses are $x=0$ and $x=50$. "Blow up" is observed when $A>0.3691$.

As a second numerical experiment we allow two solitons of the same amplitude (of the form (3.3)) placed reasonably apart to move towards each other. After interaction the pulses emerge with their original shape and speed (see Fig. 3.2).

Finally we choose the initial data for the numerical scheme (2.4) from the single soliton solution of the B.B. equation ((3.1) with $\left.b=\frac{1}{2}\right)$. As time evolves the amplitude of the pulse drops while the breadth increases $\left(\int_{-\infty}^{+\infty} u d x\right.$ is conserved with time). Also small pulses of increasing amplitudes appear in front of the main pulse, and the complete picture (Fig. 3.3) is similar to the dispersive wave train that arises from the K.d.V. equation (1.3) subject to the initial condition $u(x, 0) \leqq 0$ for all $x$ (Hammack and Segur [5]). Another interesting aspect of this solution is that when two dispersive wave trains of the above form collide, the waves seem to emerge from the collision and propagate in their respective directions as if the collision had not taken place (Fig. 3.4).


Fig. 3.3. Dispersive wave trains of G.B. and K.d.V. equations. $-50 \leqq x \leqq 50, h=0.25, k=0.1, t=30$.


Fig. 3.4. Collision of two dispersive wave trains. $-100 \leqq x \leqq 100,0 \leqq t \leqq 40, h=0.5, k=0.2$, initial amplitude $=0.2$. Initial positions of the pulses are $x=0$ and $x=50$.
4. The two-soliton solution. Following Hirota [6] who obtained a multi-soliton solution for the B.B. equation, we obtain for the G.B. equation the two-soliton solution

$$
u=-6 \frac{\partial^{2}}{\partial x^{2}}\left\{\log _{e} f(x, t)\right\}
$$

where

$$
\begin{equation*}
f(x, t)=1+\exp \left(\eta_{1}\right)+\exp \left(\eta_{2}\right)+a \exp \left(\eta_{1}+\eta_{2}\right) \tag{4.1}
\end{equation*}
$$

with

$$
\begin{gather*}
\eta_{i}=P_{i}\left\{x-\varepsilon_{i}\left(1-P_{i}^{2}\right)^{1 / 2} t+\eta_{i}^{0}\right\} \quad\left(\varepsilon_{i}= \pm 1\right),  \tag{4.2}\\
a=\left\{\left(\varepsilon_{1} v_{1}-\varepsilon_{2} v_{2}\right)^{2}-3\left(P_{1}-P_{2}\right)^{2}\right\} /\left\{\left(\varepsilon_{1} v_{1}-\varepsilon_{2} v_{2}\right)^{2}-3\left(P_{1}+P_{2}\right)^{2}\right\}
\end{gather*}
$$

and

$$
v_{i}=\left(1-P_{i}^{2}\right)^{1 / 2} .
$$

In the above $i=1,2$ and we note that

$$
\begin{equation*}
u=-6\left(f f_{x x}-f_{x}^{2}\right) / f^{2} \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{i}^{2}=\frac{2}{3} A_{i} \tag{4.4}
\end{equation*}
$$

where $A_{i}$ is the amplitude of the $i$ th soliton. (See $\S 3$ for the single soliton.)
From now on we consider the case of two solitons travelling towards each other and so we put $\varepsilon_{1}=+1, \varepsilon_{2}=-1$. From (4.3), the solution $u$ will not "blow up" if $f$ retains the same sign for all $x$ and $t$. This will certainly be true if $a \geqq 0$ (see (4.1))
which from (4.2) leads to either

$$
\begin{equation*}
\text { (i) }\left(v_{1}+v_{2}\right)^{2}>3\left(P_{1}+P_{2}\right)^{2} \tag{4.5}
\end{equation*}
$$

or
(ii) $\left(v_{1}+v_{2}\right)^{2} \leqq 3\left(P_{1}-P_{2}\right)^{2}$.

Note that, when $\left(v_{1}+v_{2}\right)^{2}=3\left(P_{1}+P_{2}\right)^{2}$, the solution $u$ becomes undetermined. The inequality (4.5) gives

$$
\begin{equation*}
4\left(A_{1}+A_{2}\right)+3 \sqrt{A_{1} A_{2}}-3<\sqrt{\left(3-2 A_{1}\right)\left(3-2 A_{2}\right)} \tag{4.7}
\end{equation*}
$$

which covers the range $\frac{1}{4}<a<\infty$. For real solitons however, the values of $A_{1}$ and $A_{2}$ must lie in the shaded region in Fig. 4.1 in which $1 \leqq a<\infty$. The inequality (4.6) which is valid for $0 \leqq a<\frac{1}{4}$ does not lead to real solitons and so can be ignored. Finally, although it may not seem obvious from Fig. 4.1, it is easy to show that "blow-up" always occurs for $a<0$. Numerical experiments confirming the theoretical results for two solitons are now carried out using the numerical method outlined in (2.4) along with appropriate initial data.


Fig. 4.1

Let us choose the initial data $f(x)$ and $g(x)$ from (4.3) with

$$
\left.P_{1}=P_{2}=0.4 \quad \text { (i.e. } A_{1}=A_{2}=0.24\right), \quad \varepsilon_{1}=1, \quad \varepsilon_{2}=-1
$$

The constants $\eta_{i}^{0}(i=1,2)$ are chosen in such a way that the pulses are well separated initially. After the nonlinear interaction the waves emerge without any change in shape and with an eventual speed of $0.9156\left(\sim\left(1-\frac{2}{3} \times 0.24\right)^{1 / 2}=0.91652\right)$. Figure 4.2 illustrates this interaction, whilst Table 4.1 gives the $L_{2}$ and $L_{\infty}$ errors at different times for various mesh sizes $h$ and $k$. We observe that no significant improvement in the solution is obtained with the reduction of $h$. However, the reduction in $k$ increases the accuracy of the numerical solution even though the number of time steps increases.

For the rest of the numerical experiments in this section $f(x)$ is chosen to be the linear superposition of two solitary waves of the form (3.3) moving towards each other, but placed well apart initially, and $g(x)$ the corresponding derivative.

When the initial amplitudes of the waves are equal ( $A$, say) "blow up" of the solution is witnessed for $A$ greater than some value $A_{m}$. A typical set of values for $A_{m}$ is tabulated in Table 4.2 and the extrapolated value of $A_{m}$ as $k \rightarrow 0$ is obtained as


FIG. 4.2. Interaction of two pulses. Initial conditions chosen from the exact formula (4.3). $-100 \leqq x \leqq 100$, $0 \leqq t \leqq 60, h=0.5, k=0.1, A=0.24$. Initial positions of the pulses are $x=0$ and $x=50$. No difference is observed between this interaction and the two-soliton solution from (4.3) (cf. Table 4.1).

TABLE 4.1

| $\begin{aligned} -100 \leqq x \leqq 100, & 0 \leqq t \leqq 60, \quad \eta_{1}^{0}=0, \eta_{2}^{0}=-50, \\ A_{1} & =A_{2}=0.24 \end{aligned}$ |  |  |  |
| :---: | :---: | :---: | :---: |
| Error $\times 10^{2}$ |  |  |  |
|  | $t$ | $L_{2}$ | $L_{\infty}$ |
| $\begin{aligned} & h=0.5 \\ & k=0.2 \end{aligned}$ | 2 | 0.2586 | 0.0648 |
|  | 20 | 3.1664 | 0.8419 |
|  | 40 | 6.8686 | 1.4182 |
|  | 60 | 9.0379 | 1.8051 |
| $\begin{aligned} & h=0.5 \\ & k=0.1 \end{aligned}$ | 2 | 0.1359 | 0.0343 |
|  | 20 | 1.3447 | 0.3503 |
|  | 40 | 3.1411 | 0.6442 |
|  | 60 | 4.0386 | 0.7976 |
| $\begin{aligned} & h=0.5 \\ & k=0.05 \end{aligned}$ | 2 | 0.0747 | 0.0192 |
|  | 20 | 0.5635 | 0.1417 |
|  | 40 | 1.5595 | 0.3172 |
|  | 60 | 2.0550 | 0.3859 |

Table 4.2

|  | $-100 \leqq x \leqq 100$, | $h=0.5$, | $x_{01}=0, x_{02}=-50$ |
| :---: | :---: | :---: | :--- |
| $k$ | 0.05 | 0.10 | 0.25 |
| $A_{m}$ | 0.3691 | 0.3630 | 0.3425 |

0.37486 , which agrees with the "blow up" condition that can be obtained from (4.5), namely $A>\frac{3}{8}=0.375$. Unlimited growth of the amplitude for an initial sinusoidal disturbance for an equation related to (1.2) has been shown to exist by Kako and Watanabe [7] in the context of a beam-plasma system near the marginally stable state for periodic boundary conditions. This however is unrelated to the "blow up" mentioned above which is due to the singularity in the analytical expression and not due to any linear instability of the equation as was the case in Kako and Watanabe [7]. ( $x_{01}$ and $x_{02}$ give the initial locations of the solitary waves.) It is also observed during these numerical experiments that the joint amplitude ( $A_{J}$ ) of the interacting solitons when they collide and overlap is greater than twice the amplitude of the individual solitons which of course agrees with the analytical result; this is very different from the case of the B.B. equation where the joint amplitude is less than twice the amplitude of the individual solitons. Table 4.3 gives the values of $A_{J}$ for a set of values of $A$. Numerical interactions of solitary waves of unequal amplitudes which do not satisfy the "blow up" conditions are performed as well and Figs. 4.3 and 4.4 illustrate these.

TABLE 4.3

| $\begin{gathered} -100 \leqq x \leqq 100, \quad 0 \leqq t \leqq 60, \quad h=0.5 \\ k=0.1, \quad x_{01}=0, x_{02}=-50 \end{gathered}$ |  |  |
| :---: | :---: | :---: |
| A | $2 A$ | $A_{J}$ |
| 0.05 | 0.100 | 0.103 |
| 0.10 | 0.200 | 0.213 |
| 0.24 | 0.480 | 0.592 |
| 0.30 | 0.600 | 0.829 |
| 0.35 | 0.700 | 1.177 |



Fig. 4.3. Interaction of two pulses of unequal amplitudes. Both the amplitudes are less than 0.375 , (cf. §4) $-100 \leqq x \leqq 100,0 \leqq t \leqq 60, h=0.5, k=0.1$, amplitudes 0.24 and 0.135 . Respective initial positions are $x=0$ and $x=50$.
5. The "good" Boussinesq equation as a system. As an alternative, the Cauchy problem involving the good Boussinesq equation (1.2) can be written in the form of


Fig. 4.4. Interaction of two pulses of unequal amplitudes. One amplitude is greater than 0.375 , while the other is less than $0.375 .-100 \leqq x \leqq 100,0 \leqq t \leqq 60, h=0.5, k=0.05$, amplitudes 0.54 and 0.135 . Respective initial positions are $x=0$ and $x=50$.
a Schrödinger type system

$$
\begin{equation*}
w_{t}=u_{x x}-u^{2}, \quad u_{t}=-w_{x x}, \tag{5.1}
\end{equation*}
$$

with initial conditions

$$
\begin{equation*}
u(x, 0)=f(x), \quad w(x, 0)=-\iint g(x) d x d x \tag{5.2}
\end{equation*}
$$

In vector notation, (5.1) can be rewritten as the Schrödinger type system

$$
\begin{equation*}
\mathbf{u}_{t}+B \mathbf{u}_{x x}+\mathbf{F}(\mathbf{u})=\mathbf{0} \tag{5.3}
\end{equation*}
$$

where

$$
\mathbf{u}=[u, w]^{T}, \quad B=\left[\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right], \quad \mathbf{F}(\mathbf{u})=\left[0, u^{2}\right]^{T} .
$$

We discretize (5.3) in space using a Galerkin finite element procedure based on linear "hat" basis functions and obtain the system of ordinary differential equations

$$
\begin{equation*}
M \frac{d \mathbf{U}}{d t}+\frac{1}{h^{2}} S \mathbf{U}+M \mathbf{F}(\mathbf{U})=\mathbf{0} \tag{5.4}
\end{equation*}
$$

where

$$
M=\frac{1}{6}\left[\begin{array}{cccccc}
2 I & I & & & & 0 \\
I & 4 I & I & & & \\
& \ddots & \ddots & \ddots & & \\
& & & I & 4 I & I \\
0 & & & & I & 2 I
\end{array}\right], \quad S=\left[\begin{array}{ccccc}
-B & B & & & 0 \\
B & -2 B & B & & \\
& \ddots & \ddots & \ddots & \\
& & & B & -2 B
\end{array}\right]
$$

with $I$ the $2 \times 2$ unit matrix and $h$ the grid spacing in $x$. The lower order of the system (5.3) compared to the scalar equation (1.2) allows us to use piecewise linear trial and test functions for the space discretization. In order to solve (5.4) we introduce a uniform time step $k$ and use a two stage algorithm

$$
\begin{align*}
M U^{*} & =[M-\beta r S] U^{n}-\beta k M F\left(U^{n}\right), \\
{\left[M+\frac{r}{2} S\right] U^{n+1} } & =\left[M-\frac{r}{2} S\right] U^{n}-k M F\left(\frac{U^{*}+U^{n}}{2}\right) \quad n=0,1,2, \cdots,
\end{align*}
$$

where $U^{n}$ is an approximation to $U(n k), \beta$ is an arbitrary parameter and $r=k / h^{2}$ is the grid ratio. Complete details of the above numerical procedure for solving a system of the type (5.3) can be found in Griffiths, Mitchell and Morris [4].

When some of the numerical experiments carried out in $\S 4$ are repeated using the scheme (5.5), the solutions are found to behave similarly except for some minor differences. As in the scalar case reduction of $k$ gives more accurate results and for a single soliton, the value $A_{s}$, the bound on the amplitude, below which the pulse splits into two, is found to be 1.5150 for $h=0.5$ and $k=0.0625$ (compare with Table 3.1 where $A_{s}=1.5165$ for $h=0.5$ and $k=0.05$ ). The results for the dispersive wave trains are also similar. However, in the case of two solitons of equal amplitudes the "blow up" amplitude 0.375 is approached from above as $k$ is reduced, whereas in the scalar case it is approached from below (see Table 4.2). Figures 5.1, 5.2 and 5.3 illustrate some of these findings. In all these experiments $\beta=1$.


Fig. 5.1. Break up of the pulse. $-50 \leqq x \leqq 75,0 \leqq t \leqq 48.75, h=0.5, k=0.0625$, amplitude $=1.5150$, $\beta=1.0$. Initial position of the pulse is $x=0$. (Compare with Fig. 3.1.)


Fig. 5.2. Collision of two dispersive wave trains. $-50 \leqq x \leqq 75,0 \leqq t \leqq 48.75, \beta=1.0, h=0.625, k=0.25$, initial amplitude $=0.2$. Initial positions of the pulses are $x=-15$ and $x=30$. (Compare with Fig. 3.4.)


Fig. 5.3. Interaction of two pulses. $-50 \leqq x \leqq 75,0 \leqq t \leqq 48.75, \beta=1.0, h=0.5, k=0.0625, A=0.376$. Initial positions of the pulses are $x=-15$ and $x=30$. "Blow up" is observed when $A>0.380$. (Compare with Fig. 3.2.)
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# FINITE DIFFERENCE SOLUTIONS FOR INTERNAL WAVES IN ENCLOSURES* 
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#### Abstract

Finite difference approximations to the set of partial differential equations governing internal waves are investigated. Analytical solutions describing waves in an enclosure in two and three dimensions are obtained. The schemes considered are second order accurate in space and include first order explicit and second order time differencing. The solutions are used to investigate the temporal stability and long term accuracy of all schemes. The mode frequencies and wave shapes obtained from each difference scheme are compared with the solutions both to the corresponding partial differential equations and to equations obtained by discretizing in space only. The solutions have been used by the authors to help develop a finite difference code designed to compute nonlinear buoyancy driven flows of the type that arise in enclosure fires.
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1. Introduction. Development of finite difference solutions to nonlinear partial differential equations requires great care. Generally, assessment of the stability and accuracy of numerical solutions represents a major task, because no independent solutions are available against which to make comparisons. Solutions to linearized versions of the differential equations then become a major analytical tool for determining stability and accuracy. When analytical solutions of equations representing finite difference approximations to the linearized equations can be found, these solutions represent a very valuable tool with which to test computational procedures and programming.

In this paper solutions to finite difference approximations to the linear equations describing internal waves in a stratified fluid are given, and the properties of these solutions are discussed. In $\S 2$ the continuous problem, both the linear partial differential equations and their solutions, is presented. This problem and its solution is well known, dating back to the turn of the century; several excellent texts discuss internal waves [4], [6], [7], [11]-[13], and areas of application in which they arise. Discrete approximations to the linear equations are given in § 3, and the corresponding solutions are presented in §4. These schemes are dispersive but not dissipative; an interesting review of the features of dispersive schemes has recently been published [10]. In $\S 5$ the solutions to the discrete problems are discussed and compared with the solution of the continuous problem. These analytical results have been compared with results obtained by straight numerical solution of one set of discretized equations; in the concluding remarks, $\S 6$, this comparison is discussed.

The comparison represents one of the most valuable reasons for conducting such an analysis: it provides a basis for assessing both the stability and accuracy of several candidate difference schemes for the solution of time dependent nonlinear problems. In particular, it tests all the transient terms, the convection of density, and the buoyancy force. Moreover, it provides a test case for the computation of the pressure perturbation, which required the development of a nonseparable elliptic equation solver [5]. Finally, the interaction of all these terms is tested in the context of a physical phenomenon (internal wave motion) which is widely encountered in the study of buoyancy driven flows.

[^96]2. Formulation of continuous equations and continuous solution. The problem may be stated as follows: Consider a room of unit height $0 \leqq y \leqq 1$ and of rectangular planform $0 \leqq x \leqq l, 0 \leqq z \leqq d$. The gas in the room is stably stratified vertically with a known density $\rho_{0}(y)$, normalized to unity at the floor (see Fig. 1). If the height is not too large, the hydrostatic pressure variation associated with the density $\rho_{0}(y)$ is small compared with the ambient pressure. The low frequency fluid motion induced by a small disturbance may then be determined from the solution of the system [4]:
\[

$$
\begin{gather*}
\frac{\partial \rho}{\partial t}+v \frac{d \rho_{0}}{d y}=0, \quad \frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}=0  \tag{1}\\
\rho_{0} \frac{\partial u}{\partial t}+\frac{\partial p}{\partial x}=0, \quad \rho_{0} \frac{\partial v}{\partial t}+\frac{\partial p}{\partial y}+\rho=0, \quad \rho_{0} \frac{\partial w}{\partial t}+\frac{\partial p}{\partial z}=0
\end{gather*}
$$
\]

The first equation of (1) is a linearized statement of incompressibility, while the second ensures conservation of mass for an incompressible fluid. The last three equations are linearized momentum equations in the horizontal $(x-z)$ plane and in the vertical ( $y$ ) direction. Here, $u, v$, and $w$ are respectively the $x, y$, and $z$ components of the velocity perturbation, $\rho$ is the density perturbation, and $p$ the nonhydrostatic pressure perturbation. The time scale $t$ is set by the unit height and the requirement that the gravitational acceleration is unity in the scaled variables. The density perturbation is normalized so that it is a small fraction of the ambient floor density while the velocity perturbations are correspondingly scaled with respect to the ratio of length to time scales. The pressure perturbation is small compared with the product of the ambient floor density and the square of the velocity scale.

The boundary conditions appropriate to the system (1) are that the normal component of the perturbation velocity $\mathbf{u}$ vanishes at the enclosure walls. Two types of initial disturbances are of interest, vertical displacements and velocities. Let $\zeta(x, y, z, t)$ be the vertical displacement of a fluid element. Within the linear approxima-


Fig 1. An enclosure of unit height and rectangular planform $0 \leqq x \leqq l, 0 \leqq z \leqq d$. The fluid in the room is stably stratified vertically with density $\rho_{0}(y)$. The velocity components of the internal waves are $u$, $v$ and $w$; the modal wavenumbers are $r$, s and $q$; and the integer discretization variables are $i, j$ and $k$ where $1 \leqq i \leqq N$, $1 \leqq j \leqq M$ and $1 \leqq k \leqq L$ in the $x$-, $y$ - and $z$-directions respectively.
tion $\zeta$ is related to the vertical velocity by

$$
\begin{equation*}
\frac{\partial \zeta}{\partial t}=v \tag{2}
\end{equation*}
$$

From the first equation of (1),

$$
\begin{equation*}
\zeta \frac{d \rho_{0}}{d y}+\rho=0 . \tag{3}
\end{equation*}
$$

Thus, specifying the vertical displacement field initially is equivalent to prescribing the initial density perturbations. Alternatively, the velocity disturbance could be prescribed initially. This choice is not entirely arbitrary, however. The initial velocity field must be divergence free and satisfy the boundary conditions.

The pressure perturbation $p$ cannot be prescribed arbitrarily initially. An equation for $p$ can be obtained by dividing the momentum equations by $\rho_{0}$ and taking the divergence of the resulting system to obtain

$$
\begin{equation*}
\nabla \cdot\left(\frac{1}{\rho_{0}} \nabla p\right)=-\frac{\partial}{\partial y}\left(\frac{\rho}{\rho_{0}}\right) . \tag{4}
\end{equation*}
$$

Boundary conditions appropriate to (4) can be obtained from the momentum equations and the velocity boundary conditions. Let $\mathbf{n}$ be the unit outward normal to the enclosure and $\mathbf{j}$ the unit vector in the vertical direction. Then, at any point on the surface:

$$
\begin{equation*}
\frac{\partial p}{\partial n}+\mathbf{n} \cdot \mathbf{j} \rho=0 \tag{5}
\end{equation*}
$$

Equations (4) and (5) show that the pressure at any instant of time is determined by the density distribution at that instant. In particular, if $\rho$ is initially zero, so is the pressure.

The system of homogeneous equations and boundary conditions can be reduced to an eigenvalue problem. Since the solution to any initial value problem of interest can be represented as a sum of eigenmodes, the degree of accuracy to which any numerical method represents the continuous solution is determined by the ability of the method to compute individual eigenmodes. In the following sections of the paper, the eigenmodes of the continuous problem are first displayed and the chief features noted. Next, several candidate difference schemes are proposed and the corresponding solutions to the difference equations are obtained analytically. These solutions are then used to evaluate the stability and accuracy of the difference schemes.
3. The continuous solutions. Each eigenmode is constrained by (1) and the boundary conditions to have the form

$$
\begin{align*}
u & =\{a \cos (\sigma t)-b \sin (\sigma t)\} \sin (r \pi x / l) \cos (s \pi z / d) U(y), \\
v & =\{a \cos (\sigma t)-b \sin (\sigma t)\} \cos (r \pi x / l) \cos (s \pi z / d) V(y), \\
w & =\{a \cos (\sigma t)-b \sin (\sigma t)\} \cos (r \pi x / l) \sin (s \pi z / d) W(y),  \tag{6}\\
p & =\{a \sin (\sigma t)+b \cos (\sigma t)\} \cos (r \pi x / l) \cos (s \pi z / d) P(y), \\
\rho & =\{a \sin (\sigma t)+b \cos (\sigma t)\} \cos (r \pi x / l) \cos (s \pi z / d) R(y) .
\end{align*}
$$

Substitution of above forms into (1) yields a system of ordinary differential equations which can be manipulated into the following eigenvalue problem for $V(y)$.

$$
\begin{align*}
& \frac{d^{2} V}{d y^{2}}-N^{2}(y) \frac{d V}{d y}-\tilde{\lambda}^{2}\left[1-N^{2} / \sigma^{2}\right] V=0, \\
& N^{2}(y)=-\left(\rho_{0}\right)^{-1} \frac{d \rho_{0}}{d y}  \tag{7}\\
& \tilde{\lambda}^{2}=(r \pi / l)^{2}+(s \pi / d)^{2}, \\
& V(0)=V(1)=0 .
\end{align*}
$$

The eigenvalue to be determined in (7) is the angular frequency $\sigma$ of the mode under consideration. The coefficients $a$ and $b$ in (6) are the amplitudes of the initial velocity and displacement disturbances respectively. The quantity $N(y)$ is the buoyancy (BruntVaisala) frequency. The $y$ dependence of the mode shape is determined by the ambient stratification $\rho_{0}(y)$ :

$$
\begin{equation*}
\rho_{0}(y)=e^{-\alpha y} . \tag{8}
\end{equation*}
$$

The form yields the simplest solutions describing internal waves in an enclosure:

$$
\begin{align*}
& V(y)=\exp (\alpha y / 2) \sin (q \pi y),  \tag{9a}\\
& \sigma^{2}=\frac{\alpha \tilde{\lambda}^{2}}{\left(\alpha^{2} / 4\right)+(q \pi)^{2}+\tilde{\lambda}^{2}} \tag{9b}
\end{align*}
$$

The flow pattern generated by the solution given in (9) is illustrated in two dimensions by Prandtl [7]. The results are repeated in Turner [11], who gives numerous references to other studies of internal waves. There are two points worth noting for later reference. First, the motion is cellular, each mode containing cells with mode numbers srq. The "resolving power" of any finite difference grid can then be discussed in terms of the number of cells that the grid can approximate to a given accuracy. Second, the eigenvalue $\sigma$ represents the frequency of oscillation of the mode. Since the frequency is different for each mode, it is necessary to avoid computational procedures which introduce substantial phase shift. Such phase shifts will inevitably throw the modes out of synchronization, leading to meaningless results. This can occur even if the spatial resolution of each mode is calculated with great accuracy.

The solution given above represents the standard against which those produced by the finite difference computations must be tested. We now turn to the finite difference formulation of the problem.
4. Discrete equations. In this section several finite difference approximations are presented for linear equations (1) and boundary conditions of no outflow at the boundaries. The difference approximations are either first-order or second-order accurate in time and are second-order accurate in space. Two spatial discretizations are considered for the flux term in the first equation of (1), a central difference and a conservation form; all other spatial derivatives are approximated by their natural second-order differences. The difference equations are written on a "staggered mesh" in the style of [2].

For the finite difference scheme, the enclosure is overlaid with a uniform mesh: in general there are $N$ mesh cells in the $x$-direction, $M$ mesh cells and the $y$-direction and $L$ mesh cells in the $z$-direction. In Fig. 2 a typical mesh cell is shown, illustrating


Fig. 2. A typical mesh cell illustrating where all dependent variables in the finite difference scheme are defined.
where all of the dependent variables in the finite difference scheme are defined relative to the cell.

The following discretely evaluated functions will denote approximations to the corresponding analytical solutions to (1):

$$
\begin{aligned}
& u_{i j k}^{n} \cong u\left(i h_{x},(j-1 / 2) h_{y},(k-1 / 2) h_{z}, n \delta\right), \\
& v_{i j k}^{n} \cong v\left((i-1 / 2) h_{x}, j h_{y},(k-1 / 2) h_{z}, n \delta\right), \\
& w_{i j k}^{n} \cong w\left((i-1 / 2) h_{x},(j-1 / 2) h_{y}, k h_{z}, n \delta\right), \\
& p_{i j k}^{n} \cong p\left((i-1 / 2) h_{x},(j-1 / 2) h_{y},(k-1 / 2) h_{z}, n \delta\right), \\
& \rho_{i j k}^{n} \cong \rho\left((i-1 / 2) h_{x},(j-1 / 2) h_{y},(j-1 / 2) h_{z}, n \delta\right), \\
& \rho_{0, j} \cong \rho_{0}\left((j-1 / 2) h_{y}\right) \equiv \rho_{0}(j) .
\end{aligned}
$$

Furthermore,

$$
u_{i j k} \cong u\left(i h_{x},(j-1 / 2) h_{y},(k-1 / 2) h_{z}, t\right), \quad \text { etc. }
$$

represents approximating functions which are discretely evaluated in space but continuous in time.

Here $h_{x}=l / N, h_{y}=1 / M$ and $h_{z}=d / L$ are the mesh cell sizes in the $x$-, $y$ - and $z$-directions respectively and $\delta$ is the time-step size so that $n \delta=t$.

With this notation (1) are approximated in the following manner. At first we consider discretization in space, the approximations remaining continuous in time. As noted above, all spatial derivatives, except the flux term in the first of (1), are approximated by a difference that is second-order accurate. Therefore, for example $\partial u / \partial x$, which is to be evaluated at the center of a mesh cell, is approximated naturally as

$$
\left(\frac{\partial u}{\partial x}\right)_{i j k} \cong \frac{u_{i j k}-u_{i-1, j k}}{h_{x}}
$$

Then (1) are approximated by the discrete-continuous equations

$$
\begin{align*}
& \frac{\partial \rho_{i j k}}{\partial t}+\left(v \frac{d \rho_{0}}{d y}\right)_{i j k}=0, \\
& \frac{u_{i j k}-u_{i-1, j k}}{h_{x}}+\frac{v_{i j k}-v_{i, j-1, k}}{h_{y}}+\frac{w_{i j k}-w_{i j, k-1}}{h_{z}}=0, \\
& \rho_{0}(j) \frac{\partial u_{i j k}}{\partial t}+\frac{p_{i+1, j k}-p_{i j k}}{h_{x}}=0,  \tag{10}\\
& \frac{1}{2}\left[\rho_{0}(j)+\rho_{0}(j+1)\right] \frac{\partial v_{i j k}}{\partial t}+\frac{p_{i, j+1, k}-p_{i j k}}{h_{y}}+\frac{1}{2}\left(\rho_{i, j+1, k}+\rho_{i j k}\right)=0, \\
& \rho_{0}(j) \frac{\partial w_{i j k}}{\partial t}+\frac{p_{i j, k+1}-p_{i j k}}{h_{z}}=0 .
\end{align*}
$$

Boundary conditions are

$$
\begin{array}{rlrl}
u_{0, j k} & =u_{N j k}=0, & & 1 \leqq j \leqq M, 1 \leqq k \leqq L \\
v_{i, 0, k} & =v_{i, M, k}=0, & & 1 \leqq i \leqq N, 1 \leqq k \leqq L  \tag{11}\\
w_{i j, 0}=w_{i, L}=0, & & 1 \leqq i \leqq N, 1 \leqq j \leqq M .
\end{array}
$$

The flux term $\left(v d \rho_{0} / d y\right)_{i j k}$ is evaluated at the center of a cell, and two difference approximations are used.
(i) Central differences:

$$
\begin{equation*}
\left(v \frac{d \rho_{0}}{d y}\right)_{i j k} \cong \frac{1}{2}\left(v_{i j k}+v_{i, j-1, k}\right) \frac{\rho_{0}(j+1)-\rho_{0}(j-1)}{2 h_{y}} \tag{12}
\end{equation*}
$$

(ii) Conservative differences:

$$
\begin{equation*}
\left(v \frac{d \rho_{0}}{d y}\right)_{i j k} \cong \frac{1}{2}\left[v_{i j k} \frac{\rho_{0}(j+1)-\rho_{0}(j)}{h_{y}}+v_{i, j-1, k} \frac{\rho_{0}(j)-\rho_{0}(j-1)}{h_{y}}\right] . \tag{13}
\end{equation*}
$$

The last difference approximation is called a conservation form because it can be derived by subtracting the difference form of the zero-divergence relation for the velocity (incompressibility condition) from a difference form of the continuity equation in conservation form. In particular, this scheme conserves the total mass in the enclosure.

Solutions with three forms of behavior with time are found. First, solutions are found which depend on time as a continuous variable, namely solutions of (10) with either (12) or (13). Then solutions are found when the dependent variables are completely discretized using approximations to the time derivatives which are either first-order or second-order accurate. When first-order approximations are used, the time differences in (10) are replaced by differences in the following manner:

$$
\frac{d \rho_{i j k}}{d t} \rightarrow \frac{\rho_{i j k}^{n+1}-\rho_{i j k}^{n}}{\delta}
$$

and all other variables are evaluated at time level $n$ except for the buoyancy term (the last term) in the fourth of (10) which is evaluated at $n+1$ so that the difference approximation is stable (as will be shown in the next section). When second-order
approximations, leap-frog, are used, all time derivatives are approximated as follows:

$$
\left(\frac{\partial \rho_{i j k}}{\partial t}\right)^{n} \cong \frac{\rho_{i j k}^{n+1}-\rho_{i j k}^{n-1}}{2 \delta}
$$

and the buoyancy term is now evaluated at time level $n$.
For both first-order and second-order time differencing, the flux term is given by (12) or (13) with the vertical velocities evaluated at time level $n$. The boundary conditions are (11) approximated at time level $n$.
5. Solutions to the finite difference equations. In this section solutions will be derived to the difference equations presented in the last section. The combinations of spatial and temporal difference schemes considered are listed in Table 1. These equations are linear and separable. They have coefficients which depend only on $j$ so that the dependence of each solution on $i, k$ and $t$ (or $n$ ) is simple.

Table 1
Table of methods.
\(\left.$$
\begin{array}{lcc} & \begin{array}{c}\text { Spatial } \\
\text { difference }\end{array} & \begin{array}{c}\text { Second-order } \\
\text { conservative }\end{array}\end{array}
$$ \begin{array}{c}Second-order <br>

central\end{array}\right]\)| A |
| :---: | :---: | :---: |
| (38a) and (40) |$\quad$ (38a) and (39)

For (10) with either (12) or (13), the following form of solution can be assumed

$$
\begin{aligned}
& u_{i j k}=\sin \left(\frac{r \pi i}{N}\right) \cos \left[\frac{s \pi}{L}(k-1 / 2)\right] U_{j} f(t) \\
& v_{i j k}=\cos \left[\frac{r \pi}{N}(i-1 / 2)\right] \cos \left[\frac{s \pi}{L}(k-1 / 2)\right] V_{j} f(t), \\
& w_{i j k}=\cos \left[\frac{r \pi}{N}(i-1 / 2)\right] \sin \left(\frac{s \pi k}{L}\right) W_{j} f(t) \\
& p_{i j k}=\cos \left[\frac{r \pi}{N}(i-1 / 2)\right] \cos \left[\frac{s \pi}{L}(k-1 / 2)\right] P_{j} g_{p}(t), \\
& \rho_{i j k}=\cos \left[\frac{r \pi}{N}(i-1 / 2)\right] \cos \left[\frac{s \pi}{L}(k-1 / 2)\right] R_{j} g_{\rho}(t)
\end{aligned}
$$

This solution form has been assumed because it satisfies the first and last boundary conditions (11) on $u_{i j k}$ and $w_{i j k}$. The form of the dependence upon $i$ and $k$ of the remaining variables follows from the equations. As in the case of the continuous
problem, the solution represents a (discretized approximation to a) wave mode which is an eigenmode with $r$ half-wavelengths in the $i$-direction and $s$ half-wavelengths in the $k$-direction of the problem. The frequency of oscillation $\sigma$ will appear as the eigenvalue.

Substitution of (14) into (10) yields the following reduced equations:

$$
\begin{aligned}
& R_{j} \frac{d g_{\rho}}{d t}+F_{j} f(t)=0 \\
& \frac{2}{h_{x}} \sin \left(\frac{r \pi}{2 N}\right) U_{j}+\frac{1}{h_{y}}\left(V_{j}-V_{j-1}\right)+\frac{2}{h_{z}} \sin \left(\frac{s \pi}{2 L}\right) W_{j}=0 \\
& \rho_{0}(j) U_{j} \frac{d f}{d t}-\frac{2}{h_{x}} \sin \left(\frac{r \pi}{2 N}\right) P_{j} g_{p}(t)=0 \\
& \frac{1}{2}\left[\rho_{0}(j)+\rho_{0}(j+1)\right] V_{j} \frac{d f}{d t}+\frac{1}{h_{y}}\left(P_{j+1}-P_{j}\right) g_{p}(t)+(1 / 2)\left(R_{j+1}+R_{j}\right) g_{\rho}(t)=0 \\
& \rho_{0}(j) W_{j} \frac{d f}{d t}-\frac{2}{h_{z}} \sin \left(\frac{s \pi}{2 L}\right) P_{j} g_{p}(t)=0
\end{aligned}
$$

where the flux term $F_{j}$
(i) for the centered difference scheme is

$$
\begin{equation*}
F_{j}=\frac{1}{2}\left[V_{j}+V_{j-1}\right]\left[\frac{\rho_{0}(j+1)-\rho_{0}(j-1)}{2 h_{y}}\right] \tag{16a}
\end{equation*}
$$

(ii) for the conservative difference scheme is

$$
\begin{equation*}
F_{j}=\frac{1}{2 h_{y}}\left\{V_{j}\left[\rho_{0}(j+1)-\rho_{0}(j)\right]+V_{j-1}\left[\rho_{0}(j)-\rho_{0}(j-1)\right]\right\} . \tag{16b}
\end{equation*}
$$

Now consider the time dependence $f(t)$ and $g(t)$ and note that these two functions will be related exactly as in the continuous solution, (6). Hence, take

$$
\begin{align*}
f(t) & =A_{r q s} \cos \left(\sigma_{\alpha} t\right)-B_{r q s} \sin \left(\sigma_{\alpha} t\right), \\
g_{\rho}(t) & =g_{p}(t)=A_{r q s} \sin \left(\sigma_{\alpha} t\right)+B_{r q s} \cos \left(\sigma_{\alpha} t\right) \tag{17}
\end{align*}
$$

where $A_{r q s}$ and $B_{r q s}$ are two arbitrary constants representing the internal-wave mode amplitude for the mode $(r, q, s) . \sigma_{\alpha}$ represents either $\sigma_{A}$ or $\sigma_{B}$, the eigenfrequency for the mode ( $r, q, s$ ) (see Table 1). The frequency $\sigma_{A}$ corresponds to the choice of the centered difference scheme used for the flux equation (16a), and $\sigma_{B}$ is this frequency when the conservative difference scheme is used, (16b). When equations (17) are substituted into (15), these equations become:

$$
\begin{align*}
& R_{j} \sigma_{\alpha}+F_{j}=0, \\
& \frac{2}{h_{x}} \sin \left(\frac{r \pi}{2 N}\right) U_{j}+\frac{2}{h_{z}} \sin \left(\frac{s \pi}{2 L}\right) W_{j}+\frac{1}{h_{y}}\left(V_{j}-V_{j-1}\right)=0, \\
& -\rho_{0}(j) U_{j} \sigma_{\alpha}-\frac{2}{h_{x}} \sin \left(\frac{r \pi}{2 N}\right) P_{j}=0,  \tag{18}\\
& -\frac{1}{2}\left[\rho_{0}(j)+\rho_{0}(j+1)\right] V_{j} \sigma_{\alpha}+\frac{1}{h_{y}}\left(P_{j+1}-P_{j}\right)+\frac{1}{2}\left(R_{j+1}+R_{j}\right)=0, \\
& -\rho_{0}(j) W_{j} \sigma_{\alpha}-\frac{2}{h_{z}} \sin \left(\frac{s \pi}{2 L}\right) P_{j}=0 .
\end{align*}
$$

At this point, we note that the time dependences for the totally discretized systems can be obtained simply by the following observations. When the system of equations is totally discretized, the solution has the same form as (14) with $f(t)$ replaced by $f^{n}$, $g_{\rho}(t)$ replaced by $g_{p}^{n}$ and $g_{p}(t)$ replaced by $g_{p}^{n}$. When this form is substituted into (10) with the time derivatives replaced by the first-order differences, a semi-implicit system of equations arises. The semi-implicit nature of these equations shows up because of the buoyancy term in the vertical momentum equation where $g_{\rho}^{n+1}$ is found. If this term were taken to be $g_{\rho}^{n}$ rather than $g_{\rho}^{n+1}$, so that the scheme is completely explicit, then, as will be seen below, the difference scheme is unstable. Similarly, if assumed forms (14) with $f(t) \rightarrow f^{n}, g_{\rho}(t) \rightarrow g_{\rho}^{n}$ and $g_{p}(t) \rightarrow g_{p}^{n}$, are substituted into the leap-frog scheme, the equations which result are the same as (15), but all time derivatives are replaced by leap-frog time differences, namely

$$
\frac{d g_{\rho}}{d t} \rightarrow \frac{g_{\rho}^{n+1}-g_{\rho}^{n-1}}{2 \delta}, \quad \text { etc. }
$$

and in the last term of the fourth equation in (15), $g_{\rho} \rightarrow g_{\rho}^{n}$.
With these identifications, the first-order, semi-implicit method has the following dependences upon discretized time $n \delta$ :

$$
\begin{align*}
& f^{n}=A_{r q s} \cos \left[\sigma_{\alpha} \delta(n-1 / 2)\right]-B_{r q s} \sin \left(\sigma_{\alpha} \delta n\right), \\
& g_{\rho}^{n}=A_{r q s} \sin \left[\sigma_{\alpha} \delta(n-1)\right]+B_{r q s} \cos \left[\sigma_{\alpha} \delta(n-1 / 2)\right],  \tag{19}\\
& g_{p}^{n}=A_{r q s} \sin \left(\sigma_{\alpha} \delta n\right)+B_{r q s} \cos \left[\sigma_{\alpha} \delta(n+1 / 2)\right] .
\end{align*}
$$

As before, $A_{r q s}$ and $B_{r q s}$ are arbitrary constants and $\sigma_{\alpha}$ represents either $\sigma_{C}$, the eigenfrequency for the conservative difference form for the flux term or $\sigma_{D}$, the central difference form for the flux.

Similarly for the leap-frog, the dependences upon discretized time can be shown to be

$$
f^{n}=A_{r q s} \cos \left(n \sigma_{\alpha} \delta\right)-B_{r q s} \sin \left(n \sigma_{\alpha} \delta\right)+(-1)^{n} C_{r q s} \cos \left(n \sigma_{\alpha} \delta\right)-(-1)^{n} D_{r q s} \sin \left(n \sigma_{\alpha} \delta\right)
$$

$$
\begin{align*}
g_{p}^{n}= & g_{\rho}^{n}=A_{r q s} \sin \left(n \sigma_{\alpha} \delta\right)+B_{r q s} \cos \left(n \sigma_{\alpha} \delta\right)+(-1)^{n+1} C_{r q s} \sin \left(n \sigma_{\alpha} \delta\right)  \tag{20}\\
& +(-1)^{n+1} D_{r q s} \cos \left(n \sigma_{\alpha} \delta\right) .
\end{align*}
$$

Here $A_{r q s}, B_{r q s}, C_{r q s}$ and $D_{r q s}$ are all arbitrary constants. Since the leap-frog is a three level scheme, there are four independent solutions to the homogeneous equations and hence four arbitrary constants. The two solutions multiplied by $(-1)^{n}$ are parasitic solutions to the difference equations which do not approximate the solutions to the differential equations. They are solely due to the fact that the leap-frog difference scheme is of higher order than the original continuous system. In choosing initial conditions, we desire to make $C_{r q s}$ and $D_{r q s}$ small to suppress these parasitic solutions. As before $\sigma_{\alpha}$ represents either $\sigma_{E}$ (the conservative scheme) or $\sigma_{F}$ (the central difference scheme).

Substitution of (19) into the first-order discretized equations in time yields (18) with $\sigma_{\alpha}$ replaced by $(2 / \delta) \sin \left(\sigma_{\alpha} \delta / 2\right)$. Similarly, substitution of the time dependences given in (20) into the version of (15) corresponding to a leap-frog discretization in time also yields (18) with $\sigma_{\alpha}$ now replaced by $(1 / \delta) \sin \left(\sigma_{\alpha} \delta\right)$. Therefore, the eigenfrequency $\sigma_{\alpha}$ in (18) will be determined when $\alpha=A$ or $B$ and all other eigenvalues, for $\alpha=C, D, E$ and $F$, can be determined from these values by simple operations.

Determination of the $j$ dependence of the dependent variables and of the eigenfrequencies $\sigma_{\alpha}$ depends upon the form considered for $F_{j}$. Therefore, the two solutions will be treated separately; but first, note that for either form, the continuity equation and the two horizontal momentum equations (the second, third and fifth of (18)) can be used to eliminate $U_{j}$ and $V_{j}$, yielding

$$
\begin{equation*}
-\frac{\lambda^{2}}{\rho_{0}(j) \sigma_{\alpha}} P_{j}+\frac{1}{h_{y}}\left(V_{j}-V_{j-1}\right)=0 \tag{21}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda^{2}=4\left[\left(\frac{1}{h_{x}} \sin \frac{r \pi}{2 N}\right)^{2}+\left(\frac{1}{h_{z}} \sin \frac{s \pi}{2 L}\right)^{2}\right] . \tag{22}
\end{equation*}
$$

First, the central difference approximation for the flux, (16a), is considered. Then, the first and fourth equations of (18) and (21) are three relations for $V_{j}, P_{j}$ and $R_{j}$ :

$$
\begin{align*}
& R_{j} \sigma_{\alpha}+\frac{1}{2}\left(V_{j}+V_{j-1}\right) \frac{1}{2 h_{y}}\left[\rho_{0}(j+1)-\rho_{0}(j-1)\right]=0, \\
& \frac{1}{2}\left[\rho_{0}(j)+\rho_{0}(j+1)\right] V_{j} \sigma_{\alpha}+\frac{1}{h_{y}}\left(P_{j+1}-P_{j}\right)+\frac{1}{2}\left(R_{j+1}+R_{j}\right)=0,  \tag{23}\\
& \lambda^{2} P_{j}-\frac{\rho_{0}(j) \sigma_{\alpha}}{h_{y}}\left(V_{j}-V_{j-1}\right)=0
\end{align*}
$$

Both $R_{j}$ and $P_{j}$ can be eliminated using these relations to obtain a single equation for $V_{j}$.

For a simple, exponential ambient stratification

$$
\begin{equation*}
\rho_{0}(j)=\exp \left\{-\alpha h_{y}\left(j-\frac{1}{2}\right)\right\} \tag{24}
\end{equation*}
$$

and a change of variables

$$
\begin{equation*}
V_{j}=\exp \left(\frac{\alpha h_{y} j}{2}\right) \tilde{V}_{j} \tag{25}
\end{equation*}
$$

this equation becomes

$$
\begin{align*}
& \tilde{V}_{j} \cosh \left(\frac{\alpha h_{y}}{2}\right)\left[\frac{h_{y}^{2} \lambda^{2}}{2 \sigma_{\alpha}^{2}} \sinh \left(\alpha h_{y}\right)-\left(2+h_{y}^{2} \lambda^{2}\right)\right] \\
& \quad+\left(\tilde{V}_{j+1}+\tilde{V}_{j-1}\right) \times\left[1+\frac{h_{y} \lambda^{2}}{4 \sigma_{\alpha}^{2}} \sinh \left(\alpha h_{y}\right)\right]=0 \tag{26}
\end{align*}
$$

The nonvanishing solution to this equation which satisfies the boundary conditions that $V_{j}=0$ for $j=0, M$ is

$$
\begin{equation*}
\tilde{V}_{j}=\sin \left(\frac{j q \pi}{M}\right) \tag{27}
\end{equation*}
$$

where $q$ is an integer, the mode number or number of half wave-lengths that fit between the bottom and top of the enclosure. The relationship that remains when (25) and (27) are substituted into (26) is a quadratic equation for the eigenvalue $\sigma_{\alpha}$.

Hence

$$
\begin{equation*}
\sigma_{\alpha}^{2}=\frac{\lambda^{2}}{2} \frac{h_{y} \sinh \left(\alpha h_{y}\right)\left[\cos (q \pi / M)+\cosh \left(\alpha h_{y} / 2\right)\right]}{\left(2+h_{y}^{2} \lambda^{2}\right) \cosh \left(\alpha h_{y} / 2\right)-2 \cos (q \pi / M)} \tag{28}
\end{equation*}
$$

When $h_{y} \rightarrow 0, \sigma_{\alpha}^{2}$ becomes equal to $\sigma^{2}$, the eigenfrequency in the continuous case, which is given in (9).

A similar procedure is used when the conservative difference approximation for the flux, (16b), is considered. The simple exponential stratification, (24), for $\rho_{0}(j)$ again, is used. The equation for the vertical velocity $V_{j}$, is such that we can change variables as follows:

$$
\begin{equation*}
V_{j}=\exp \left(\beta h_{y} j\right) \tilde{V}_{j} \tag{29}
\end{equation*}
$$

and choose $\beta$ so that the coefficients of $\tilde{V}_{j+1}$ and $\tilde{V}_{j-1}$ are equal. Then

$$
\begin{equation*}
\exp \left(\beta h_{y}\right)=\exp \left(\frac{\alpha h_{y}}{2}\right)\left\{\frac{1+\left(h_{y}^{2} / \sigma_{\alpha}\right)^{2}\left[\exp \left(\alpha h_{y}\right)-1\right] / 4 h_{y}}{1+\left(h_{y}^{2} / \sigma_{\alpha}\right)^{2}\left[1-\exp \left(-\alpha h_{y}\right)\right] / 4 h_{y}}\right\}^{1 / 2} \tag{30}
\end{equation*}
$$

and the equation for $\tilde{V}_{j}$ becomes

$$
\begin{align*}
& \left(\tilde{V}_{j+1}+\tilde{V}_{j-1}\right)\left[\left(\frac{\sigma_{\alpha}}{h_{y} \lambda}\right)^{2}+\frac{1}{4 h_{y}}\left(1-\exp \left(-\alpha h_{y}\right)\right)\right]^{1 / 2}\left[\left(\frac{\sigma_{\alpha}}{h_{y} \lambda}\right)^{2}+\frac{1}{4 h_{y}}\left(\exp \left(\alpha h_{y}\right)-1\right)\right]^{1 / 2} \\
& \quad-\tilde{V}_{j}\left\{\sigma_{\alpha}^{2}\left[\frac{1}{2}+\frac{1}{\left(h_{y} \lambda\right)^{2}}\right] 2 \cosh \left(\frac{\alpha h_{y}}{2}\right)-\frac{1}{h_{y}} \sinh \left(\frac{\alpha h_{y}}{2}\right)\right\}=0 . \tag{31}
\end{align*}
$$

Again, the solution of (31) satisfying boundary conditions $V_{j}=0$ at $j=0, M$ is

$$
\begin{equation*}
\tilde{V}_{j}=\sin \left(\frac{j q \pi}{M}\right) \tag{32}
\end{equation*}
$$

and the eigenvalue relationship, (31), is

$$
\begin{align*}
& 2 \cos \left(\frac{q \pi}{M}\right)\left[\left(\frac{\sigma_{\alpha}}{h_{y} \lambda}\right)^{2}+\frac{1}{4 h_{y}}\left(1-\exp \left(-\alpha h_{y}\right)\right)\right]^{1 / 2}\left[\left(\frac{\sigma_{\alpha}}{h_{y} \lambda}\right)^{2}+\frac{1}{4 h_{y}}\left(\exp \left(\alpha h_{y}\right)-1\right)\right]^{1 / 2}  \tag{33}\\
& \quad=\sigma_{\alpha}^{2}\left[1+\frac{2}{\left(h_{y} \lambda\right)^{2}}\right] \cosh \left(\frac{\alpha h_{y}}{2}\right)-\frac{1}{h_{y}} \sinh \left(\frac{\alpha h_{y}}{2}\right)
\end{align*}
$$

Real solutions to this equation require $\sigma_{\alpha}^{2}>0$. Squaring and rearranging gives a quadratic equation for $\sigma_{\alpha}^{2}$, and this equation has the solution

$$
\begin{equation*}
\sigma_{\alpha}^{2}=\frac{1}{2 a}\left\{b+\sqrt{b^{2}-4 a c}\right\} \tag{34}
\end{equation*}
$$

where

$$
\begin{align*}
& a=\left[2+\left(h_{y} \lambda\right)^{2}\right]^{2} \cosh ^{2}\left(\frac{\alpha h_{y}}{2}\right)-4 \cos ^{2}\left(\frac{q \pi}{M}\right), \\
& b=\frac{\sinh \left(\alpha h_{y}\right)}{h_{y}}\left(h_{y} \lambda\right)^{2}\left[2+\left(h_{y} \lambda\right)^{2}+2 \cos ^{2}\left(\frac{q \pi}{M}\right)\right],  \tag{35}\\
& c=\left(h_{y} \lambda\right)^{4} \frac{\sinh ^{2}\left(\alpha h_{y} / 2\right)}{h_{y}^{2}} \sin ^{2}\left(\frac{q \pi}{M}\right),
\end{align*}
$$

and where the + sign has been chosen by noting that the continuous limit is recovered when $h_{y}, h_{x}, h_{z} \rightarrow 0$.

The results for all six cases, $A-F$, can be summarized as follows. In (14) the solutions for all dependent variables are given with the dependences on $i$ and $k$ given
explicitly. The $j$ dependences are

$$
\begin{aligned}
& U_{j}=-\frac{2}{h_{x}} \sin \left(\frac{r \pi}{2 N}\right) \frac{1}{\lambda^{2}} \frac{V_{j}-V_{j-1}}{h_{y}}, \\
& W_{j}=-\frac{2}{h_{z}} \sin \left(\frac{s \pi}{2 L}\right) \frac{1}{\lambda^{2}} \frac{V_{j}-V_{j-1}}{h_{y}}, \\
& V_{j}=\exp \left(j \beta h_{y}\right) \sin \left(\frac{q \pi j}{M}\right) \\
& P_{j}=\frac{\Gamma}{\lambda^{2}} \rho_{0}(j) \frac{V_{j}-V_{j-1}}{h_{y}}
\end{aligned}
$$

For cases $A, C$ and $E$

$$
\begin{equation*}
R_{j}=-\frac{1}{2 h_{y} \Gamma}\left\{V_{j}\left[\rho_{0}(j+1)-\rho_{0}(j)\right]+V_{j-1}\left[\rho_{0}(j)-\rho_{0}(j-1)\right]\right\} \tag{37a}
\end{equation*}
$$

and for cases $B, D$ and $F$

$$
\begin{equation*}
R_{j}=-\frac{1}{4 \Gamma h_{y}}\left(V_{j}+V_{j-1}\right)\left[\rho_{0}(j+1)-\rho_{0}(j-1)\right] \tag{37b}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda^{2}=4\left[\left(\frac{1}{h_{x}} \sin \frac{r \pi}{2 N}\right)^{2}+\left(\frac{1}{h_{z}} \sin \frac{s \pi}{2 L}\right)^{2}\right] . \tag{37c}
\end{equation*}
$$

For cases $A$ and $B$,

$$
\begin{equation*}
\Gamma^{2}=\sigma^{2} \tag{38a}
\end{equation*}
$$

for cases $C$ and $D$,

$$
\begin{equation*}
\Gamma^{2}=\frac{4}{\delta^{2}} \sin ^{2}\left(\frac{\sigma_{\alpha} \delta}{2}\right) \tag{38b}
\end{equation*}
$$

and for cases $E$ and $F$

$$
\begin{equation*}
\Gamma^{2}=\frac{\sin ^{2}\left(\sigma_{\alpha} \delta\right)}{\delta^{2}} \tag{38c}
\end{equation*}
$$

The expressions for $\Gamma$ and $\beta$ are for cases $B, D$ and $F$

$$
\begin{equation*}
\Gamma^{2}=\frac{\lambda^{2}}{2} \frac{h_{y} \sinh \left(\alpha h_{y}\right)\left\{\cos (q \pi / M)+\cosh \left(\alpha h_{y} / 2\right)\right\}}{\left(2+h_{y}^{2} \lambda^{2}\right) \cosh \left(\alpha h_{y} / 2\right)-2 \cos (q \pi / M)}, \tag{39a}
\end{equation*}
$$

$$
\begin{equation*}
\beta=\alpha / 2, \tag{39b}
\end{equation*}
$$

and for cases $A, C$ and $E$

$$
\begin{align*}
& \Gamma^{2}=\frac{1}{2 a}\left(b+\sqrt{b^{2}-4 a c}\right), \\
& a=\left[2+\left(h_{y} \lambda\right)^{2}\right]^{2} \cosh ^{2}\left(\frac{\alpha h_{y}}{2}\right)-4 \cos ^{2}\left(\frac{q \pi}{M}\right), \\
& b=\frac{\left(h_{y} \lambda\right)^{2}}{h_{y}} \sinh \left(\alpha h_{y}\right)\left[2+2 \cos ^{2}\left(\frac{q \pi}{M}\right)+\left(h_{y} \lambda\right)^{2}\right],  \tag{40a}\\
& c=\left(h_{y} \lambda\right)^{4} \frac{\sinh ^{2}\left(\alpha h_{y} / 2\right)}{h_{y}^{2}} \sin ^{2}\left(\frac{q \pi}{M}\right),
\end{align*}
$$

$$
\begin{equation*}
\beta=\frac{\alpha}{2}+\frac{1}{2} \log \left\{\frac{1+\left(h_{y} \lambda\right)^{2}\left[\exp \left(\alpha h_{y}\right)-1\right] /\left(4 h_{y} \Gamma^{2}\right]}{1+\left(h_{y} \lambda\right)^{2}\left[1-\exp \left(-\alpha h_{y}\right)\right] /\left(4 h_{y} \Gamma^{2}\right)}\right\} . \tag{40b}
\end{equation*}
$$

6. Discussion. The set of partial differential equations (1) and associated initial and boundary conditions represent a mixed hyperbolic and elliptic system. Such mixed initial, boundary value problems are of general interest, and linear systems such as this are often used as models to analyze the properties of difference approximations for numerical integration of the systems [3], [10]. The exact solutions presented in the previous section provide the opportunity to examine the stability and accuracy of several difference schemes for approximating linearized differential equations representing a physical problem of interest, internal waves in an enclosure. The solutions also provide an excellent comparison for results obtained using direct numerical integration using one of these difference schemes [1], [8], [9].

Difference approximations to (1) introduce spatial and temporal discretization errors into the description of the solution, and these will generally be of two types, dissipative and dispersive. The difference schemes discussed here are not dissipative, but are dispersive [10]. The solutions found in the last section allow us to determine the magnitude of the dispersion introduced by the difference approximation as a function of the parameters of the continuous problem and the number of discretization points.

As noted above, for internal waves in an enclosure, there are four parameters which specify completely these waves: $\sqrt{\alpha}$, the Brunt-Vaisala frequency; $r \pi / l$, the $x$-direction wavenumber; $s \pi / d$; the $z$-direction wavenumber; and $\pi q$, the wavenumber in the vertical direction. The solutions for the difference equations approximating these internal waves become more complicated because there are additional parameters required to describe the solution in the discretized problem: $h_{x}, h_{y}$, and $h_{z}$, the mesh cell dimensions in the $x$-, $y$ - and $z$-directions respectively; and, when the equations are also discretized with respect to time, $\delta$, the time step size.

The solutions presented in $\S 4$ show that the parameters are found in certain groupings which can easily be interpreted. For example, the spatial dependences in the horizontal directions are determined by two parameters $N / r \pi$ and $L / s \pi$, which represent respectively the number of mesh points per half-wavelength in the $x$ - and $z$-directions. Noting the $h_{x}=l / N$ and $h_{z}=d / L$, the reciprocals of these parameters can also be written $r \pi h_{x} / l$ and $s \pi h_{z} / d$, and can be interpreted, therefore, as the ratios of the mesh size to the half-wavelengths in the $x$ - and $z$-directions. As is expected, the accuracy with which the discretized solutions represent the solution to the partial differential equation depends upon $r \pi / N=r \pi h_{x} / l$ and $s \pi / L=s \pi h_{z} / d$ being small. It
should be noted, however, that these two parameters do not appear independently, but only in the combination $\lambda$ defined in (22), which represents the horizontal wavenumber in the discretized scheme.

In the vertical direction there are two length scales which are relevant: as in the horizontal direction, there is the internal-wave modal half-wavelength $1 / q \pi$, but also, because the density decreases exponentially, there is the stratification length scale $1 / \alpha$. Therefore, there are two parameters $q \pi h_{y}=q \pi / M$ and $\alpha h_{y}=\alpha / M$ which represent the ratio of the mesh size to the vertical half-wavelength and the ratio of the mesh size to the statification length respectively. Again, for accuracy, these ratios must be small.

Finally, there are the ratios of the mesh sizes in the various directions $h_{x} / h_{y}$ and $h_{z} / h_{y}$. The solutions presented in the last section to the equations discretized in space depend upon these six parameters, $r \pi / N, s \pi / L, q \pi / M, \alpha h_{y}, h_{x} / h_{y}$ and $h_{z} / h_{y}$. When the equations are discretized also with respect to time, they also depend upon a seventh parameter $\delta \sqrt{\alpha}$, the ratio of the time step size $\delta$ to the natural period of oscillation $1 / N=1 / \sqrt{\alpha}$. The stability and accuracy of the solutions to the discretized equations are determined by the values of these parameters.

Stability. Once the forms of the solutions are known, it is instructive to derive the differential equations for the time dependences $f(t), g_{p}(t)$ and $g_{\rho}(t)$ in (14). This is accomplished by substituting the known dependences on all discrete variables, $i, k$ and $j$ into (10) and determining the relations for these functions of time. The determination of the stability of the temporal discretization schemes becomes trivial then. In this subsection we determine the stability characteristics of the difference schemes by this means.

To determine the time dependences either for the central difference scheme or for the conservative scheme, we substitute assumed forms (14) into (10) with either (12) or (13) just as was done in §4. Substitution of assumed forms (36) and (37) for the $j$ dependences then results in the following equations for $f(t), g_{\rho}(t)$ and $g_{p}(t)$.

From either the third or fifth of equation (15), we obtain

$$
\begin{equation*}
\frac{1}{\sigma_{\alpha}} \frac{d f}{d t}+g_{p}(t)=0 \tag{41a}
\end{equation*}
$$

where $\sigma_{\alpha}$ has been used to denote the frequency in the continuous case. Because of the assumed forms, the second of (15) is identically satisfied. From the first of (15) and either the central difference or conservative difference scheme (and the corresponding solution form), we obtain

$$
\begin{equation*}
\frac{1}{\sigma_{\alpha}} \frac{d g_{\rho}}{d t}-f(t)=0 \tag{41b}
\end{equation*}
$$

Finally, from the fourth of (15) and the assumed $j$ dependences, we obtain, for either central or conservative differences, a linear relationship between $d f / d t, g_{\rho}(t)$ and $g_{p}(t)$. When this latter relationship is combined with (41a) and the assumed solutions (36) are used, it can be shown that

$$
\begin{equation*}
g_{p}(t)=g_{\rho}(t) \tag{41c}
\end{equation*}
$$

(if $\sigma_{\alpha}$ is to be the oscillation frequency of the system).
Equations (41) are three equations for the time dependences $f(t), g_{p}(t)$ and $g_{\rho}(t)$. Combining these equations, we find

$$
\begin{equation*}
\frac{d^{2} f}{d t^{2}}+\sigma_{\alpha}^{2} f=0 \tag{42}
\end{equation*}
$$

representing simple harmonic motion, as expected and as assumed in (17) of the previous section.

The interesting feature of the exercise outlined above is that the stability properties of the first-order and second-order time differencing schemes now become simple to understand. Replacing the time derivatives by a first-order explicit Euler method leads to a situation in which the solutions for the amplification factors in a stability analysis have magnitudes greater than one; hence the scheme is unstable:

$$
\begin{gather*}
\frac{d f}{d t} \rightarrow \frac{f^{n+1}-f^{n}}{\delta}=-\sigma_{\alpha} g_{p}^{n}, \\
\frac{d g_{\rho}}{d t} \rightarrow \frac{g_{\rho}^{n+1}-g_{\rho}^{n}}{\delta}=\sigma_{\alpha} f^{n} \tag{43}
\end{gather*}
$$

in (41a) and (41b) and $g_{p}^{n}=g_{\rho}^{n}$ in (41c); we find solutions

$$
f^{n}=f_{0} \beta^{n}, \quad g_{\rho}^{n}=g_{0} \beta^{n}, \quad g_{\rho}^{n}=\tilde{g}_{0} \beta^{n},
$$

where $\beta=-1 \pm i \sigma_{\alpha} \delta$ so that both values of $\beta$ have $|\beta|>1$.
Choosing a first-order Euler method for the time derivatives, but making the scheme semi-implicit, as discussed in the last section, will remove this instability and make the difference scheme nondissipative. In this case, the equations (43) are still used to approximate (41a) and (41b), but now the semi-implicit scheme requires that $g_{p}^{n}=g_{\rho}^{n+1}$, and the corresponding amplification factors $\beta$ are given by solutions to the equation

$$
\beta^{2}-\beta\left(2-\sigma_{\alpha}^{2} \delta^{2}\right)+1=0 .
$$

Hence, for both values of $\beta,|\beta|=1$, provided only that $\sigma_{\alpha} \delta<2$. Therefore, stability is guaranteed for this first-order, semi-implicit method when

$$
\begin{equation*}
\sigma_{\alpha} \delta<2 \tag{44}
\end{equation*}
$$

where $\sigma_{\alpha}$ is given by (28) for the central difference scheme and by (34) for the conservative scheme.

When the leap-frog method is used for the time differencing,

$$
\begin{align*}
& \frac{d f}{d t} \rightarrow \frac{f^{n+1}-f^{n-1}}{2 \delta}=-\sigma_{\alpha} g_{p}^{n}, \\
& \frac{d g_{\rho}}{d t} \rightarrow \frac{g_{\rho}^{n+1}-g_{\rho}^{n-1}}{2 \delta}=\sigma_{\alpha} f^{n},  \tag{45}\\
& g_{p}^{n}=g_{\rho}^{n} .
\end{align*}
$$

The scheme is stable provided only that

$$
\begin{equation*}
\sigma_{\alpha} \delta<2 \tag{46}
\end{equation*}
$$

The analyses outlined above have determined the same conditions for stability which are not very restrictive for representing the internal waves; accuracy of the finite difference solutions is much more restrictive.

Accuracy. A convenient dependent variable with which to make comparisons between the solutions to the continous problem and the discretized problem is the vertical displacement $\zeta$ of a fluid element at any specified point; $\zeta$ is determined in terms of the density perturbation and the background density gradient in (3):

$$
\zeta=-\rho /\left(\frac{d \rho_{0}}{d y}\right)
$$

where the density perturbation for the continuous solution or for any of the discretized solutions can be evaluated using expressions given in $\S 3$ and 5 . As with all dependent variables, the vertical displacement undergoes sinusoidal oscillations with respect to time, and the accuracy with which these oscillations will be reproduced depends upon the parameters discussed earlier, namely the Brunt-Vaisala frequency and the wavenumbers in the horizontal and vertical directions plus the parameters required to define the discretization, the mesh cell dimensions and the time step size.

A sample calculation comparing the time dependences of the vertical displacement in the continuous and two discretized cases has been performed. The sample calculation is for a two-dimensional case: there is no dependence of any variables upon $z$ and the $z$-component of velocity, $w$, is zero (formally, $d, L \rightarrow \infty$ with $h_{z}$ held fixed). The two-dimensional rectangular enclosure is one unit high and one unit wide ( $l=1$ ) and is covered by a mesh composed of 31 increments in the horizontal or $x$-direction and 30 in the vertical or $y$-direction ( $h_{x}=\frac{1}{31}, h_{y}=\frac{1}{30}$ ). The stratification parameter $\alpha=1$ so that the Brunt-Vaisala frequency is unity and the integers $r$ and $q$ defining the horizontal and vertical wavenumbers are 5 and 2 respectively. Finally, the centered difference, (16a) is used for the flux term and the time step size $\delta=0.5$.

In Fig. 3 the variation with time in the vertical displacement at a fixed location $x=0.21$ and $y=0.15$ is shown. The solid line is the solution to the continuous problem. The circled points represent results obtained by the first-order method, and the points enclosed in triangles results obtained by the second-order method. The discrepancy between the continuous solution and that obtained by the first-order method is a result of a small phase shift introduced at the start of the calculation. The phase shift is proportional to the time step size and can therefore be reduced by taking smaller time steps in the computation. Ignoring this phase shift, the solution follows rather faithfully the exact solution. For the time step selected, the second-order solution reproduced


Fig. 3. Comparison of the time dependences of the vertical displacement in the continuous and two discretized cases. The sample calculation is for a two-dimensional configuration in which the Brunt-Vaisala frequency is unity. (See the text for other conditions defining the calculations.)
the exact one very well. Again, smaller time steps would produce still better agreement. The values of $\sigma$ listed on this figure are the eigenvalues for the mode, in the continuous and each discrete case, and represent the frequency of each oscillation. Similar results are found when the conservative difference approximation is used for the flux term.

The magnitude of the dispersion introduced by a difference scheme for a particular mode is determined by the variation of the eigenvalue for the scheme from the eigenvalue $\sigma$ for the continuous problem: the closer the eigenvalues are, the less numerical dispersion for a particular mode and the more faithful the representation of the true solution by the difference approximation.

In Figs. 4 through 6 plots are given of the eigenfrequencies for the continuous problem, as given by (9b), and for two completely discretized problems, one with conservative differences for the flux term and leap-frog in time ( $\sigma_{E}$ as given by (38c) and (40)), and the other with central differences for the flux term and leap-frog in time ( $\sigma_{F}$ as given by (38c) and (39)). For all three plots, $\sigma$ is shown as a solid line while the approximation for $\sigma_{E}$ is given by a dotted line and $\sigma_{F}$ is given by a dashed line. In each of these plots a parameter increases along the abscissa while all other parameters are fixed. The parameters chosen for the figures are inversely proportional to a length scale in each case and have been selected to demonstrate the magnitude of the dispersion introduced by the difference approximations as the number of mesh points relative to a length scale is decreased.

In any computation the "resolving power" of the numerical scheme will be limited for practical purposes by the maximum number of mesh points which can be utilized:

EIGENFREQUENCIES


Fig. 4. Eigenfrequencies for the continuous internal wave solution and for two completely discretized solutions, one with conservative differences for the flux term and leap-frog in time ( $\sigma_{E}$ as given by (38c) and (40)) and the other with central differences for the flux term and leap-frog ( $\sigma_{F}$ as given by (38c) and (39)). (See text for other conditions defining the calculations.) Eigenfrequencies plotted as functions of horizontal mode number.
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FIG. 5. Eigenfrequencies for continuous and two discretized internal wave solutions (same as in Fig. 4) as functions of the stratification parameter.

EIGENFREQUENCIES


Fig 6. Eigenfrequencies for the continuous and two discretized internal wave solutions (same as in Fig. 4) as functions of the vertical mode number.
the length scales which can be resolved by the computation will be those described by at least a few mesh points. The number of mesh points in each direction is 30 for the sample calculations shown. In all three figures, the dispersion is expected to be better for small values of the parameters (large values of the corresponding length scales) and to exhibit increased dispersion due to the difference approximations for larger values of the parameters.

In Fig. 4 the eigenfrequencies are plotted as functions of the mode number, $\tilde{\lambda}$ in (9) or $\lambda$ in (37c) in the horizontal direction. Clearly, both approximations behave qualitatively the same as the eigenfrequency for the continuous problem, that for the conservative difference scheme being indistinguishable from this frequency while that for the central difference scheme is only a few percent below.

In Fig. 5 the eigenfrequencies are plotted as functions of the stratification parameter $\alpha$. The-greater the stratification, the smaller the length scale over which the density decreases by a factor $l^{-1}$. The two difference approximations determine eigenfrequencies which behave qualitatively the same as the exact eigenfrequency; however, the conservative scheme is quantitatively better over the range of the stratification parameter shown.

In Fig. 6 the eigenfrequencies are plotted as functions of the vertical mode number $q$. Both approximated eigenfrequencies are indistinguishable from each other until $q=15$, which is a mode number equal to half the number of mesh points. These approximations diverge from the correct value with increasing vertical mode number until they are about twenty percent below the continuous eigenfrequency at $q=15$. Beyond this value of the vertical mode number the central difference scheme is qualitatively correct but quite inaccurate whereas the conservative scheme is not qualitatively correct.
7. Concluding remarks. The analysis of difference equations describing linear internal waves presented in this paper has been used as a guide in the selection of a finite difference scheme to numerically integrate nonlinear partial differential equations describing buoyant convection [1], [8] and [9]. This analysis has provided a basis for estimating the stability and accuracy for such a scheme. In the two-dimensional case, it has also been used to provide a detailed check on the numerical method of solution of the linearized finite difference equations and the implementation of the solution.

The numerical method of solving the linear difference equations is composed of a time marching portion and a linear algebraic (or elliptic) portion. The time marching difference equations represented by the temporally and spatially differenced versions of (10) (the first, third, fourth and fifth equations) are solved by explicit calculation of the dependent variable (density and the three components of velocity) at a new time level, given the dependent variables at the preceding two time levels. The pressure must be determined from a matrix equation obtained by applying the second of (10) to the remaining time marching equations. This matrix equation arises as a discretization of an elliptic equation for the pressure and must be solved iteratively in the nonlinear case [5]. Details of the algorithm to solve the linear, inhomogeneous problem in two dimensions are presented in [8] and to solve the nonlinear, inhomogeneous problem are presented in [1].

In two dimensions, the homogeneous, initial value problem for an arbitrary eigenmode, the internal waves, was solved for one discretization by direct numerical integration using the algorithm described above. The results of this computation for a few of the lower eigenmodes (Fig. 3 is a plot prepared from these computations)
were compared with the analytical results determined in this paper. The agreement between the numerical and analytical results was exceedingly good, this agreement being limited only by the accuracy specified by the iterative solution to the matrix equation for the pressure. We have specified regularly a tolerance of $10^{-6}$ (limited by the computer word length) for the tolerance of the solution to the matrix equation on a UNIVAC 1108 or $1100 / 82$ and obtained agreement after a few time steps between the analytical and the numerical solution to the difference equations of a few parts in the sixth significant figure. This agreement is to be contrasted with that obtained between the solution to the discretized equations and the solution to the continuous problem which, as shown earlier, is a few percent for a mesh of 30 grid points in each direction.
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# INCOMPLETE METHODS FOR SOLVING $\boldsymbol{A}^{\boldsymbol{T}} \boldsymbol{A x}=\boldsymbol{b}^{*}$ 

A. JENNINGS $\dagger$ AND M. A. AJIZ $\ddagger$


#### Abstract

Incomplete methods are considered for the solution of $A^{T} A x=b$. One possibility is to construct the product $A^{T} A$ and proceed with an ICCG solution. However, it is also possible to utilize incomplete orthogonal decompositions of $\boldsymbol{A}$ obtained by modifying either the Gram-Schmidt or the Givens rotation method. These three methods are applied to four small structural analyses and the numerical efficiencies are compared.
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1. Introduction. Equations of the form

$$
\begin{equation*}
A^{T} A x=b \tag{1.1}
\end{equation*}
$$

where $A$ is of order $m \times n(m \geqq n)$ may be obtained in the analysis of any conservative system although in many formulations the coefficient matrix $A^{T} A$ is constructed directly. For instance, in the solution of linear elastic structural problems [1], [2], [3] the stiffness method gives equations which can be written in the form

$$
\begin{equation*}
\bar{A}^{T} \bar{K} \bar{A} x=b . \tag{1.2}
\end{equation*}
$$

Here $\bar{K}$ is a block diagonal matrix of the member stiffnesses expressed in terms of member coordinates, $\bar{A}$ is a transformation matrix which defines these member coordinates in terms of the global displacement coordinates $x$ (normally joint displacements). The vector $b$ represents the forces applied at the nodes. If $\bar{K}$ is nonsingular, it may be factorized into the form

$$
\begin{equation*}
\bar{K}=\bar{L} \bar{L}^{T} \tag{1.3}
\end{equation*}
$$

where $\bar{L}$ is a Choleski matrix of diagonal block form. If $\bar{K}$ is singular, rows of $\bar{L}^{T}$ which would otherwise be null may be omitted yielding a rectangular matrix. In either case equations of the form of (1.1) may be obtained by multiplying

$$
\begin{equation*}
A=\bar{L}^{T} \bar{A} \tag{1.4}
\end{equation*}
$$

It is also possible to obtain finite element and some finite difference formulations of conservative systems in the form of (1.1). If an overdetermined set of linear equations is written in the form

$$
\begin{equation*}
\tilde{A} x=\tilde{b}+e \tag{1.5}
\end{equation*}
$$

where $\tilde{A}$ is of order $m \times n(m \geqq n), \tilde{b}$ is of order $m$ and $e$ is an error vector, the normal equations for a least squares fit is given by the solution of

$$
\begin{equation*}
\tilde{A}^{T} W \tilde{A} x=\tilde{A}^{T} W \tilde{b} \tag{1.6}
\end{equation*}
$$

where $W$ is a diagonal matrix of weighting factors. This also reduces to the form of (1.1) with

$$
\begin{equation*}
A=W^{1 / 2} \tilde{A} \tag{1.7a}
\end{equation*}
$$

[^97]and
\[

$$
\begin{equation*}
b=\tilde{A}^{T} W \tilde{b} . \tag{1.7b}
\end{equation*}
$$

\]

Hence it is not only possible, but in many cases may be more convenient to express an analysis in the form of (1.1).

In cases where the resulting simultaneous equations have a sparse coefficient matrix, the matrix $A$ will have an even lower density of nonzero elements. For instance a set of five-point Laplacean finite difference equations for a rectangular mesh with rectangular boundaries may be generated using an $\boldsymbol{A}$ matrix containing no more than two nonzero elements/row and the analysis of a plane pin-jointed structural frame may be formulated by using an $A$ matrix containing no more than four nonzero elements/row. The work reported here is part of an investigation directed towards finding efficient methods of solving large order structural analyses where the equations are generally of such large bandwidth that factorization techniques require a prohibitive amount of store and computing time and yet where classical iterative techniques converge too slowly to provide a satisfactory alternative.
2. Preconditioning. Most of the classical iterative methods for the solution of simultaneous equations have convergence rates which are linked in some way or other to the eigenvalue spectrum of the coefficient matrix [4]. In particular the $P$-condition number is important, being the ratio of the largest to the smallest eigenvalue. In general, the greater the $P$-condition number, the slower will be the convergence rate. Preconditioning is a process of transforming the equations so that their eigenvalue spectrum is improved. Equations (1.1) can be preconditioned by introducing a transformation matrix $L$ giving

$$
\begin{equation*}
\left(L^{-1} A^{T} A L^{-T}\right)\left(L^{T} x\right)=\left(L^{-1} b\right) \tag{2.1}
\end{equation*}
$$

Because of the need to carry out forward and back substitutions with $L$ and its transpose, this matrix is usually triangular. An iterative solution of these equations to determine the transformed variables ( $L^{T} x$ ) has ( $L^{-1} A^{T} A L^{-T}$ ) as coeficient matrix and hence the rate of convergence is related to the eigenvalue spectrum of this matrix. Early methods for which $A^{T} A$ needs to be constructed were block relaxation, SSOR [5] and Evans' preconditioning method [6], the latter two having been shown to be equivalent to each other.

The solutions of sparse linear least squares equations without forming $A^{T} A$ have received considerable attention in recent years [7], [8]. Two methods of preconditioning which have been developed are the SSOR method of Björck [9] and the $L U$ factorization method by Saunders [10]. Of these Saunders claims the $L U$ factorization to be more effective for equations which are badly conditioned.
3. ICCG methods. From the standpoint of convergence rate, the ideal choice of transformation matrix $L$ is the Choleski factor of $A^{T} A$, for then

$$
\begin{equation*}
L^{-1} A^{T} A L^{-T}=I \tag{3.1}
\end{equation*}
$$

giving a $P$-condition number of 1 and convergence in one iteration whichever iteration method is used. The objective of incomplete Choleski methods is to obtain a transformed coefficient matrix which is as close to $I$ as possible without invoking the large amounts of fill-in within $L$ that would be obtained from accurate Choleski factorization. The conjugate gradient method is the most appropriate iterative method to use with incomplete Choleski preconditioning because it can be implemented without the transformed coefficient matrix (which is likely to be fully populated) being fully formed.

Instead it can be implemented with $A^{T} A$ and $L$ (or $A$ and $L$ ) stored in sparse form [11]. Furthermore the conjugate gradient method is universally convergent for any symmetric positive definite coefficient matrix and has a rate of convergence which is generally superior to other classical iterative methods. In particular, when significant gaps in the eigenvalue spectrum exist, the conjugate gradient method will accelerate as iteration proceeds [12].

Variations in IGCG methods arise through:
(a) Rejection criteria for omitting off-diagonal elements from the factorization. In some methods [13] all elements which fill-in are automatically rejected, thus the storage pattern of $L^{T}$ and the upper triangle of $A^{T} A$ will be the same. In other methods elements are rejected if they are weak according to some prescribed criterion.
(b) Diagonal correction. In some methods no modifications of the diagonal elements are made during incomplete factorization. This is justifiable when the coefficient matrix is an $M$-matrix [14]. In other methods diagonal modifications are made to ensure that the reduced matrix remains positive definite throughout the incomplete factorization [15].

The method adopted in these tests is that given by Jennings and Malik [16] in which a rejection criterion based on element size is used and the magnitudes of diagonal elements are increased when rejections occur. The modifications to the diagonal elements are made sufficiently large to ensure that the eigenvalues of $L L^{T}$ are at least as large as the corresponding eigenvalues of $A^{T} A$. This has the effect of guaranteeing that the incomplete factorization will not break down due to negative or zero pivots.

Unfortunately there is no known way of predicting the influence of any particular element in the factorization on the eigenvalue spectrum of the resulting coefficient matrix without employing extensive computations. Hence elements are rejected if their magnitude relative to the geometric mean of the relevant current values of the two diagonal elements is lower than a rejection parameter. Furthermore the diagonal modifications can be proved to be unnecessary in certain special cases, such as when the coefficients form an $M$ matrix. Hence it is possible that alternative incomplete methods could yield more efficient convergence rates. However variation in the rejection parameter gives more control over the process than is possible with either SSOR or $L U$ methods in which variations in performance are only possible by conducting row interchanges.
4. Orthogonal decomposition. Consider the decomposition

$$
\begin{equation*}
A=Q R \tag{4.1}
\end{equation*}
$$

where $Q$ is an $m \times n$ matrix comprising orthogonal vectors and $R$ is an upper triangular matrix with positive diagonal elements. The orthonormal condition

$$
\begin{equation*}
Q^{T} Q=I \tag{4.2}
\end{equation*}
$$

gives

$$
\begin{equation*}
A^{T} A=R^{T} R \tag{4.3}
\end{equation*}
$$

Hence $R$ is the upper triangular Choleski matrix associated with $A^{T} A$, and the orthogonal decomposition gives an alternative way of obtaining it. It is well-known that this technique will normally involve more computation than will the standard use of Choleski factorization. However the process is less subject to rounding error effects.

Normal implementation of the above ICCG method generally entails much less time being spent in the incomplete factorization phase of the algorithm than in the
iteration phase. It is therefore possible that generation of an incomplete Choleski matrix by modifying methods of orthogonal decomposition could be advantageous if the eigenvalue spectrum of the resulting transformed matrix yields a faster convergence rate for the iteration phase of the solution which more than offsets any possible extra time taken for the decomposition. Therefore incomplete orthogonal decomposition is not adopted in order to reduce the effects of rounding error. Whether there would be any benefits in this respect have not been investigated.
5. Incomplete Gram-Schmidt. In the Gram-Schmidt method matrix $\boldsymbol{A}$ is converted to $Q$ by a series of vector orthonormalizations. The matrix $R$ represents the coefficients of the orthonormalization process. A possible algorithm for implementation is

```
for \(i=1\) to \(n\) do \(a_{i}^{(1)}=a_{i}\);
for \(i=1\) to \(n\) do
begin \(r_{i i}=\left\|a_{i}^{(i)}\right\|_{E}\);
    \(q_{i}=a_{i}^{(i)} / r_{i i} ;\)
    for \(j=i+1\) to \(n\) do
    begin \(r_{i j}=q_{i}^{T} a_{j}^{(i)}\);
        \(a_{j}^{(i+1)}=a_{j}^{(i)}-r_{i j} q_{i}\)
    end;
end;
```

This may be converted into an incomplete Gram-Schmidt by including immediately after the formation of $r_{i j}$ and within the inner loop the rejection test

$$
\text { if } r_{i j}<\psi /\left\|a_{i}^{(1)}\right\|_{E} \text { then } r_{i j}=0 ;
$$

where $\psi$ is a rejection parameter similar to that used by Jennings and Malik for incomplete Choleski factorization [17]. If $\psi=0$, all nonzero off-diagonal elements in $R$ are retained, $Q$ is orthogonal and the Gram-Schmidt process is "complete." If $\psi=1$ all nonzero off-diagonal elements in $R$ are rejected, thus making $R$ diagonal. Normal use of the algorithm is therefore with $0<\psi<1$.

It is possible to prove that $a^{(i)}$ cannot be null (and hence incomplete Gram-Schmidt decomposition cannot break down) as follows:

Consider that $r_{11}$ and $r_{22}$ are nonzero permitting the vector $a_{3}^{(3)}$ to be computed for a case where $n=4$. It is possible to link vectors available at the time when $a_{3}^{(3)}$ is formed by the matrix equation

$$
A=\left[\begin{array}{llll}
q_{1} & q_{2} & a_{3}^{(3)} & a_{4}
\end{array}\right]\left[\begin{array}{cccc}
r_{11} & r_{12} & r_{13} &  \tag{5.1}\\
& r_{22} & r_{23} & \\
& & 1 & \\
& & & 1
\end{array}\right]=\bar{Q} \bar{R} \quad \text { (say) }
$$

where $\bar{R}$ is nonsingular.
Let

$$
\begin{equation*}
y=\bar{R}^{-1} e_{3} \tag{5.2}
\end{equation*}
$$

where $e_{3}$ is the third column of the unit matrix. Since $y$ must be nonnull and $A^{T} A$ is positive definite,

$$
\begin{equation*}
\left(a_{3}^{(3)}\right)^{T} a_{3}^{(3)}=e_{3}^{T} \bar{Q}^{T} \bar{Q}_{3}=y^{T} A^{T} A y>0 . \tag{5.3}
\end{equation*}
$$

Similar results hold for $j \neq 3$, thus permitting the proof to be completed by induction.

In the case where $A$ is sparse, rejection of small elements in $R$ has the effect of curtailing fill-in in $R$. There is a corresponding reduction in the number of vector orthogonalization operations in the orthogonal decomposition and there is likely to be a reduction in the number of nonzero elements in $Q$. This may be illustrated by considering

$$
A=\left[\begin{array}{ccc}
1 & 0.1 &  \tag{5.4}\\
1 & & \\
& 1 & -1
\end{array}\right], \quad A^{T} A=\left[\begin{array}{lcr}
2 & 0.1 & \\
0.1 & 1.01 & -1 \\
& -1 & 1
\end{array}\right] .
$$

If $\psi>0.07071$, then element $r_{12}$ is rejected, which means that column 2 of $A$ is not orthogonalized with respect to column 1. Hence not only is $r_{12}=0$ but also $q_{22}$ and $q_{23}$ do not fill-in, although fill-in of $q_{13}$ still takes place unless $\psi>0.995$, i.e.,

$$
\begin{align*}
& \bar{Q}=\left[\begin{array}{lll}
0.7071 & 0.0995 & 0.0990 \\
0.7071 & & \\
& 0.9950 & -0.0099
\end{array}\right], \quad \bar{R}=\left[\begin{array}{lll}
1.4142 & & \\
& 1.0050 & -0.9950 \\
& & 0.0995
\end{array}\right],  \tag{5.5}\\
& \bar{R}^{T} \bar{R}=\left[\begin{array}{ccc}
2 & & \\
& 1.01 & -1 \\
& -1 & 1
\end{array}\right] .
\end{align*}
$$

After completion of orthogonal decomposition the iterative phase of the algorithm proceeds as for the incomplete Choleski method.
6. Incomplete Givens rotations. An alternative method of orthogonal decomposition is to apply successive Givens rotations to $A$ in such a way that all the elements below the diagonal in $\boldsymbol{A}$ are eliminated. One such rotation can be written in the form

$$
\begin{equation*}
Q^{(k)} A^{(k)}=A^{(k+1)} \tag{6.1}
\end{equation*}
$$

where $Q^{(k)}$ is an $m \times m$ matrix specifying the rotation. The decomposition is complete when

$$
A^{(l)}=\left[\begin{array}{l}
R  \tag{6.2}\\
0
\end{array}\right]
$$

in which case

$$
Q^{(l-1)} \cdots Q^{(2)} Q^{(1)} A=\left[\begin{array}{l}
R  \tag{6.3}\\
0
\end{array}\right]
$$

Hence

$$
A^{T} A=\left[\begin{array}{ll}
R^{T} & O
\end{array}\right]\left[\begin{array}{l}
R  \tag{6.4}\\
0
\end{array}\right]=R^{T} R
$$

which shows that the computed $R$ matrix is identical (except for rounding effects) to the upper triangular Choleski matrix associated with $A^{T} A$ provided that the angles of rotation have been chosen such that the diagonal elements of $R$ are positive.

Since the decomposition process involves elimination of individual elements in $A$, the most obvious method of converting this into an incomplete method is to avoid performing the rotation to eliminate any particular element if it is small compared
with other elements. The criterion that has been chosen is that elimination is not performed if

$$
\begin{equation*}
a_{i j}^{(k)}<\psi\left\|a_{j}^{(k)}\right\|_{E} \tag{6.5}
\end{equation*}
$$

where $a_{j}^{(k)}$ is the $j$ th column of $A^{(k)}$ and $\psi$ is the rejection parameter. Thus if $\psi=0$, the decomposition will be of complete Givens form and if $\psi \geqq 1$, all the elements will be rejected. It is not satisfactory, however, just to ignore $a_{i j}^{(k)}$ if it is to be rejected, since with $\psi \geqq 1$ this would yield a null matrix for $R$. Instead the element is retained, but shifted onto a new row which is separate from the other nonzero elements in row $i$. By doing this $\left\|a_{j}\right\|_{E}$ is preserved so giving

$$
\begin{equation*}
\left\|r_{j}\right\|_{E}=\left\|a_{j}\right\|_{E} \tag{6.6}
\end{equation*}
$$

The correction matrix, relating the incomplete Choleski matrix $R$ to the original matrix $A$ through

$$
\begin{equation*}
R^{T} R=A^{T} A+C \tag{6.7}
\end{equation*}
$$

must have zero diagonal elements. Hence the sum of its eigenvalues is zero. This is in contrast to the corresponding correction matrix for the Jennings and Malik ICCG method where $C$ has diagonal entries sufficient to ensure that it has no negative eigenvalues.

The matrix $\left(A^{(k)}\right)^{T} A^{(k)}$ can only be singular if a vector $q$ can be found for which $v=A^{(k)} q$ is null. By examining the conditions under which this may occur for the case when a row of $A^{(k-1)}$ has been split to form $A^{(k)}$ it can be shown that the split matrix can only give a null $v$ if $A^{(k-1)}$ can also. Hence by induction the splitting process cannot cause any modified matrix $\left(A^{(k)}\right)^{T} A^{(k)}$ to be singular.

It can also be shown that the eigenvalues of $\left(A^{(h)}\right)^{T} A^{(h)}$ need not be improved by splitting. An example where it may not be beneficial is

$$
A=\left[\begin{array}{cc}
1 &  \tag{6.8}\\
2 & -2 \\
1 & 1 \\
& 1
\end{array}\right], \quad A^{T} A=\left[\begin{array}{cc}
6 & -3 \\
-3 & 6
\end{array}\right]
$$

For if the rejection parameter is chosen so that row 3 is split, the modified matrix is

$$
\hat{A}=\left[\begin{array}{cc}
1 &  \tag{6.9}\\
2 & -2 \\
1 & \\
& 1 \\
& 1
\end{array}\right], \quad \hat{A}^{T} \hat{A}=\left[\begin{array}{cc}
6 & -4 \\
-4 & 6
\end{array}\right]
$$

giving eigenvalues of 2 and 10 as opposed to 3 and 9 for the unsplit matrix. Such a case is likely, however, to be the exception rather than the rule. For the matrix $A$ in (5.4), element $a_{12}$ is rejected if $\psi>0.0995$ thus giving modified matrices

$$
\hat{A}=\left[\begin{array}{ccc}
1 & &  \tag{6.10}\\
1 & & \\
& 1 & -1 \\
& 0.1 &
\end{array}\right], \quad \hat{A}^{T} \hat{A}=\left[\begin{array}{ccc}
2 & & \\
& 1.01 & -1 \\
& -1 & 1
\end{array}\right]
$$

and the $R$ matrix as in (5.5).
7. Comparison of methods. An algorithm is available for the Jennings and Malik ICCG method in sparse code [18]. This consists of two phases, the incomplete factorization and the CG preconditioned iteration. No sparse matrix implementation for the complete orthogonal decomposition has been devised. The purpose of the following tests is to investigate whether the amount of computation in the iterative phase tends to be sensitive to the way in which $R$ is computed and hence whether it might be profitable to execute a sparse matrix implementation of one of these methods taking into account that such an implementation is likely to be more complex than the ICCG method of Jennings and Malik. Therefore both orthogonal decomposition procedures were programmed in full matrix code and the resulting $R$ matrices converted to a sparse store for the $C G$ preconditioned iteration. Because of the storage requirement for the orthogonal decompositions it was not possible to compare results for large order problems. However, since most of the nonzero multiplications occur in the iterative phase of the analysis and the amount of computation in this phase is proportional to the product of the number of iterations multiplied by the total number of nonzero elements in both $A^{T} A$ and $L$ (or $R$ ), and the storage space requirement is also dependent on the latter, it is useful to see if these methods give different convergence rates for similar numbers of nonzero elements in $L$ or $R$.

Analyses of the four structures shown in Fig. 1 were taken as test cases. The number of nonzero elements on each row of $A$ was no more than six for the portal frames (see Fig. 2) or four for the pin-jointed space frame. In each case analyses were carried out with different values of $\psi$ using ICCG, incomplete Gram-Schmidt and incomplete Givens. However, since $\psi$ values for the different methods are not directly comparable, the number of nonzero multiplications for complete solution was compared with the number of nonzero elements in $L$ or $R$ (Fig. 3). The number of multiplications required to form $A^{T} A$ was not included since this was performed for


Fig. 1. Structural frames analysed. (a) A 3 bay 2 storey portal frame ( $n=24$ ). (b) A 5 bay 5 storey portal frame $(n=90)$. (c) A 6 bay 1 storey portal frame with pitched rooves $(n=39)$. (d) A $3 \times 5$ bay double layer pin-jointed space frame roof structure $(n=153)$.


Fig. 2. Positions of nonzero elements in $A(42 \times 24)$ for example (a).
each of the methods. The right-hand points pertain to $\psi=0$ and so indicate the different number of nonzero multiplications in the "complete" methods. Here the ICCG method has a low value because these small examples give a fast solution using complete Choleski factorization. On the left-hand side $\psi$ is large and so, with only a few nonzero elements in $R$ the performance of all three methods tends to be similar. For larger values


Fig. 3. Numbers of nonzero multiplications for each of the four frames. (a) $3 \times 2$ portal. (b) $5 \times 5$ portal. (c) $6 \times 1$ pitched portal. (d) $3 \times 5$ space frame roof.


Fig. 4. Numbers of iterations for each of the four frames. (a) $3 \times 2$ portal. (b) $5 \times 5$ portal. (c) $6 \times 1$ pitched portal. (d) $3 \times 5$ space frame roof.
of $\psi$ the Givens method performs best and is itself most economical at about $\psi=0.1$. Since, when $\psi$ is large, the number of nonzero multiplications required for the decomposition phase is small, the better performance of Givens method is due to generally better convergence rates (Fig. 4).

For larger problems involving more fill-in the advantage of using direct Choleski factorization disappears and the efficiency of ICCG is best at intermediate values of $\psi$ (in the interval 0.02 to 0.2 ). From the above results (albeit limited in scope) it would seem that a form of incomplete Givens orthogonal decomposition might be competitive with ICCG for larger problems provided that suitable software can be developed to perform the decomposition efficiently in some form of packed store. It is worthy of note that the standard Givens orthogonal decomposition method has been implemented in a sparse store by George and Heath [19], so this could form a starting point for consideration of sparse matrix implementations of incomplete Givens orthogonal decomposition.
8. Conclusions. Two incomplete orthogonal decomposition methods have been investigated. As with the Jennings and Malik ICCG method, it can be shown that neither of the methods can fail due to loss of the positive definite property during the determination of the incomplete Choleski factor. In view of the different rejection criteria, some numerical comparisons for simple examples were made by plotting the numbers of iterations and the numbers of nonzero arithmetic operations for each of the methods against the numbers of nonzero elements in the incomplete Choleski matrix. From this limited number of comparisons it can be deduced that the Givens method is worthy of further consideration if an efficient sparse incomplete factorization can be devised. It would be useful to make comparisons with the $L U$ decomposition method of Saunders.
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#### Abstract

The problem of computing the minimum-norm solution to a sparse, underdetermined system of linear equations is considered. An algorithm is developed which is based on orthogonal factorization. The algorithm is generalized to cope with systems which are rank deficient, inconsistent, or require column updating.
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1. Introduction. This paper is concerned with solving systems of linear equations of the form

$$
\begin{equation*}
A x=b \tag{1.1}
\end{equation*}
$$

where $A$ is an $m \times n$ matrix, $b$ is a known vector of dimension $m$, and $x$ is the desired solution vector of dimension $n$. Our particular interest is in problems which are underdetermined ( $m<n$ ), and for which the matrix $A$ is large and sparse. If an underdetermined system is consistent, then it has infinitely many solutions. In this case we seek the solution $x$ having minimum Euclidean norm. If the system is inconsistent, which can happen only if $\operatorname{rank}(A)<m$, we seek the vector $x$ of minimum norm which minimizes the residual norm

$$
\|b-A x\|_{2} .
$$

A survey of methods for solving consistent underdetermined systems is given in [2]. In the present paper we adapt one of those methods, $L Q$ factorization, to solve sparse problems and generalize it to include problems which may not be consistent.

In a series of papers ([4], [6], [1]) a collection of algorithms is developed for solving sparse linear least squares problems by $Q R$ factorization using Givens rotations. The basic algorithm of [4] is intended for overdetermined problems ( $m>n$ ) having full column rank, which is the most commonly occurring case in practice. Subsequent generalizations ([6], [1]) extend this basic technique to solve more complicated problems having rank degeneracy, equality constraints, or updating (modifying a previous solution to incorporate new information). Due to the particular nature of the underlying sparse technique, these generalizations are of more than academic interest, even for problems that at first do not appear to require the extended capabilities. In particular, since the factorization scheme is based on the nonzero structure of $A^{T} A$, it is essential to sparsity preservation that any relatively dense rows of the input matrix be withheld from the sparse orthogonal factorization and their effect be subsequently

[^98]incorporated into the solution by updating. This in turn means that even if a problem has full rank, the sparse and dense portions, when treated separately, may not have.

Because of their ability to solve least squares problems of arbitrary rank, the $Q R$-based algorithms of [6] and [1] can also solve underdetermined linear systems. The two factorizations $L Q$ and $Q R$ lead to significantly different algorithms, however. We will discuss the relative merits of the two approaches after details of the $L Q$-based algorithm have been given. The sparse $L Q$ factorization is obtained, in effect, by applying the $Q R$ factorization algorithm of [4] to $A^{T}$. Thus it is now dense columns of $A$ which must be withheld from the factorization process and subsequently considered as updates. In summary, an underdetermined sparse system having a few dense rows can be solved by $L Q$ without updating or by $Q R$ with row updating. An underdetermined sparse system having a few dense columns can be solved by $Q R$ without updating or by $L Q$ with column updating. If both dense rows and dense columns are present, then either method will require updating.

Although the basic factorization algorithm of [4] produces a sparse triangular factor $L$ or $R$, the orthogonal factor $Q$ is in general not particularly sparse and is therefore not stored. Instead, the Givens rotations which triangularize $A$ are simply discarded as they are used. This presents no problem in solving (1.1) by the $Q R$ approach, since the right-hand side vector $b$ can be processed by the Givens rotations simultaneously with $A$, and $Q$ is not needed subsequently in computing the final solution. In the standard, full rank implementation of $L Q$ (see [2]), where

$$
A=\left[\begin{array}{ll}
L & O
\end{array}\right] Q
$$

with $L$ a nonsingular, lower triangular matrix of order $m$ and

$$
Q=\left[\begin{array}{l}
Q_{1} \\
Q_{2}
\end{array}\right]
$$

an orthogonal matrix of order $n$ partitioned conformally, the minimum-norm solution to (1.1) is given by

$$
x=Q_{1}^{T} L^{-1} b
$$

Gill and Murray [5] and Saunders [9] have observed that this apparent need for $Q$ can be circumvented by computing instead

$$
\begin{equation*}
x=A^{T} L^{-T} L^{-1} b \tag{1.2}
\end{equation*}
$$

in effect re-creating the necessary part of $Q$ by taking

$$
Q_{1}=L^{-1} A
$$

with surprisingly good numerical results. Paige [8] has analyzed and explained this good numerical behavior. The approach represented by (1.2) is a natural one for the problems in which we are interested, since we cannot retain $Q$. Thus, the algorithms developed in the present paper can be regarded as generalizations of (1.2) to solve sparse underdetermined systems of linear equations which may not be consistent and which may require column updating.
2. Algorithms. First we establish some more detailed notation with which to describe our algorithms. Since we wish to segregate the sparse and dense columns, we will take $A$ in (1.1) to be $m \times(n+p)$, partitioned as

$$
A=\left[\begin{array}{ll}
B & C \tag{2.1}
\end{array}\right],
$$

where $B$ is $m \times n$ and sparse, while $C$ is $m \times p$ and $p$ is assumed to be small relative to $m$ and $n$. If $p>0$ and

$$
\left.x=\left[\begin{array}{l}
u \\
v
\end{array}\right]\right\} n
$$

is partitioned conformally with (2.1), then (1.1) becomes

$$
\begin{equation*}
B u+C v=b \tag{2.2}
\end{equation*}
$$

Applying the algorithm of [4] to the sparse matrix $B^{T}$ yields a factorization of the form

$$
B=\left[\begin{array}{ll}
L & O \tag{2.3}
\end{array}\right] Q,
$$

where $L$ is a lower triangular matrix of order $m$ and $Q$ is an orthogonal matrix of order $n$. If $B$ does not have full row rank, say $\operatorname{rank}(B)=m-k$, then the factorization (2.3) takes the form

$$
B=\left[\begin{array}{ll}
L & O  \tag{2.4}\\
M & O
\end{array}\right] Q
$$

where $L$ is now a lower triangular matrix of order $m-k$. (In arriving at (2.4) a numerical rank decision must be made, and row and column permutations may be required, but these permutations can be handled implicitly: see [6].) Again we assume that the rank deficiency $k$ is small relative to $m$ and $n$. Whatever the rank, we partition $Q$ as

$$
\left.Q=\left[\begin{array}{l}
Q_{1} \\
Q_{2}
\end{array}\right]\right\} m-k-m+k
$$

and use the change of variable

$$
\left[\begin{array}{l}
y \\
z
\end{array}\right]=\left[\begin{array}{l}
Q_{1} \\
Q_{2}
\end{array}\right] u
$$

so that

$$
u=Q_{1}^{T} y+Q_{2}^{T} z
$$

If

$$
\left.B=\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right]\right\} m-k
$$

is permuted and partitioned conformally with (2.4), then

$$
Q_{1}=L^{-1} B_{1},
$$

and this fact will be used to avoid storing $Q$. When $k>0$ we will also partition the right-hand side vector as

$$
\left.b=\left[\begin{array}{l}
c \\
d \\
d
\end{array}\right\}\right\} k m-k
$$

The complexity of solving a linear system of the form (2.2) is characterized by
the number $p$ of dense columns, the rank deficiency $k$ of $B$, and whether the system is consistent. A completely general algorithm for solving the most complex case - a rank-deficient, inconsistent problem which requires updating - is rather complicated and somewhat difficult to follow. We will therefore present a sequence of algorithms covering various cases, beginning with the most simple and leading up to the most complex. In this way the justification for each aspect of the final algorithm should become clear.

Case 1. $\boldsymbol{p}=\mathbf{0}, \boldsymbol{k}=\mathbf{0}$, consistent. Under the factorization (2.3), system (2.2) becomes

$$
B u=\left[\begin{array}{ll}
L & O
\end{array}\right] Q u=\left[\begin{array}{ll}
L & O
\end{array}\right]\left[\begin{array}{l}
y \\
z
\end{array}\right]=b
$$

Now $y$ is completely determined by the nonsingular triangular system $L y=b$, and thus, since the orthogonal matrix $Q$ does not change the norm, the minimum-norm solution occurs when $z=0$. Therefore the minimum-norm solution is given by

$$
x=u=Q^{T}\left[\begin{array}{l}
y \\
0
\end{array}\right]=Q_{1}^{T} y=B^{T} L^{-T} L^{-1} b .
$$

Hence we have the following algorithm for case 1 :

## Algorithm 1.

1. Factor $B$ as in (2.3).
2. Solve $L y=b$.
3. Solve $L^{T} t=y$.
4. $x=u=B^{T} t$.

Case 2. $\boldsymbol{p}=\mathbf{0}, \boldsymbol{k}>\mathbf{0}$, consistent. The factorization of $B$ now has the form of (2.4), and the system (2.2) becomes

$$
\left[\begin{array}{ll}
L & O \\
M & O
\end{array}\right]\left[\begin{array}{l}
y \\
z
\end{array}\right]=\left[\begin{array}{l}
c \\
d
\end{array}\right]
$$

Again $z=0$, and consistency implies that if $L y=c$, then $M y=d$. Therefore the minimum-norm solution is given by

$$
x=Q_{1}^{T} y=B_{1}^{T} L^{-T} L^{-1} c .
$$

Hence we have the following algorithm for case 2 :
Algorithm 2.

1. Factor $B$ as in (2.4).
2. Solve $L y=c$.
3. Solve $L^{T} t=y$.
4. $x=u=B_{1}^{T} t$.

Case 3. $\boldsymbol{p}>\mathbf{0}, \boldsymbol{k}=\mathbf{0}$, consistent. Under the factorization (2.3), system (2.2) now becomes

$$
\left[\begin{array}{ll}
L & O
\end{array}\right]\left[\begin{array}{l}
y  \tag{2.5}\\
z
\end{array}\right]+C v=b
$$

Once again minimizing the norm requires that $z=0$, so that we may write (2.5) as

$$
\begin{equation*}
L y+C v=b \tag{2.6}
\end{equation*}
$$

Since $L$ is nonsingular, $y$ is completely determined by (2.6) if $v$ is known. In particular,

$$
\begin{equation*}
y=w-E v, \tag{2.7}
\end{equation*}
$$

where $E$ is an $m \times p$ matrix satisfying $L E=C$, and $w$ is a vector satisfying $L w=b$. Thus, minimizing $\|y\|^{2}+\|v\|^{2}$ subject to (2.7) is equivalent to the least squares problem

$$
\min _{v}\left\|\left[\begin{array}{c}
I  \tag{2.8}\\
E
\end{array}\right] v-\left[\begin{array}{l}
0 \\
w
\end{array}\right]\right\|_{2}
$$

By our assumption that $p$ is relatively small, (2.8) can be solved by methods appropriate for small dense least squares problems (e.g., [3], [7]). In particular, if we use the factorization

$$
\left[\begin{array}{l}
I  \tag{2.9}\\
E
\end{array}\right]=U\left[\begin{array}{l}
R \\
O
\end{array}\right],
$$

with $U$ an orthogonal matrix of order $m+p$ and $R$ an upper triangular matrix of order $p$ and partition $U$ conformally as

$$
U=\left[\begin{array}{ll}
U_{11} & U_{21} \\
U_{12} & U_{22}
\end{array}\right]
$$

with $U_{11} p \times p$, then the solution $v$ is given by the nonsingular triangular linear system $R v=U_{21}^{T} w$ and the part of the residual in which we are interested is given by the projection $y=U_{22} U_{22}^{T} w$. Hence we have the following algorithm for case 3:

## Algorithm 3.

1. Factor $B$ as in (2.3).
2. Solve $L E=C$.
3. Solve $L w=b$.
4. Compute the factorization (2.9).
5. Solve $R v=U_{21}^{T} w$.
6. $y=U_{22} U_{22}^{T} w$.
7. Solve $L^{T} t=y$.
8. $u=B^{T} t$.
9. $x=\left[\begin{array}{l}u \\ v\end{array}\right]$.

Case 4. $\boldsymbol{p}>\boldsymbol{0}, \boldsymbol{k}>\boldsymbol{0}$, consistent. Under the factorization (2.4), system (2.2) now becomes

$$
\left[\begin{array}{ll}
L & O \\
M & O
\end{array}\right]\left[\begin{array}{l}
y \\
z
\end{array}\right]+\left[\begin{array}{l}
C_{1} \\
C_{2}
\end{array}\right] v=\left[\begin{array}{l}
c \\
d
\end{array}\right],
$$

where we have partitioned $C$ conformally with (2.4). Again we have $z=0$, and consistency implies that if $L y+C_{1} v=c$, then $M y+C_{2} v=d$. Thus the algorithm for this case is very similar to Algorithm 3.

## Algorithm 4.

1. Factor $B$ as in (2.4).
2. Solve $L E=C_{1}$.
3. Solve $L w=c$.
4. Compute the factorization (2.9).
5. Solve $R v=U_{21}^{T} w$.
6. $y=U_{22} U_{22}^{T} w$.
7. Solve $L^{T} t=y$.
8. $u=B_{1}^{T} t$.
9. $x=\left[\begin{array}{l}u \\ v\end{array}\right]$.

Case 5. $\boldsymbol{p}=\mathbf{0}, \boldsymbol{k}>\mathbf{0}$, inconsistent. Define the residual vector

$$
r=A x-b
$$

Since we are no longer assuming $r=0$, we now seek the vector $x$ of minimum norm which minimizes $\|r\|$. Under the factorization (2.4), the residual vector becomes

$$
\left[\begin{array}{l}
r_{1}  \tag{2.10}\\
r_{2}
\end{array}\right]=\left[\begin{array}{ll}
L & O \\
M & O
\end{array}\right]\left[\begin{array}{l}
y \\
z
\end{array}\right]-\left[\begin{array}{l}
c \\
d
\end{array}\right],
$$

where we have partitioned $r$ conformally with (2.4). It is clear that $z=0$, and from the top equation of (2.10) we can solve for $y$ in terms of $r$ by using the system

$$
L y=c+r_{1} .
$$

Thus, if we let $H$ be a $k \times(m-k)$ matrix satisfying $L^{T} H^{T}=M^{T}$ and define the vector $e=d-H c$, then we have from the bottom equation of (2.10)

$$
\left[\begin{array}{ll}
H & -I
\end{array}\right]\left[\begin{array}{l}
r_{1}  \tag{2.11}\\
r_{2}
\end{array}\right]=e .
$$

Since we want to minimize $\|r\|$ subject to the constraint (2.11), we have reduced the original large sparse rank deficient problem to the solution of a much smaller ( $k \times m$ ) full-rank minimum-norm problem which can be solved by methods appropriate for small dense underdetermined systems (see, e.g., [2]). One such method is to use the factorization

$$
\left[\begin{array}{ll}
H & -I
\end{array}\right]=\left[\begin{array}{ll}
T & O
\end{array}\right] V=\left[\begin{array}{ll}
T & O
\end{array}\right]\left[\begin{array}{l}
V_{1}  \tag{2.12}\\
V_{2}
\end{array}\right]
$$

where $T$ is a lower triangular matrix of order $k$ and $V$ is an orthogonal matrix of order $m$ partitioned conformally, so that

$$
r=V_{1}^{T} T^{-1} e
$$

(Note that although $V$ is a large matrix, we need only the much smaller $k \times m$ portion $V_{1}$; moreover, we can always avoid retaining $V$ by using the same technique employed in (1.2).) Hence we have the following algorithm for case 5:

## Algorithm 5.

1. Factor $B$ as in (2.4).
2. Solve $L^{T} H^{T}=M^{T}$.
3. $e=d-H c$.
4. Compute the factorization (2.12).
5. Solve $T s=e$.
6. $r=V_{1}^{T} s$.
7. $q=c+r_{1}$.
8. Solve $L y=q$.
9. Solve $L^{T} t=y$.
10. $x=u=B_{1}^{T} t$.

Case 6. $\boldsymbol{p}>\mathbf{0}, \boldsymbol{k}>\mathbf{0}$, inconsistent. The residual vector now has the form

$$
\left[\begin{array}{l}
r_{1}  \tag{2.13}\\
r_{2}
\end{array}\right]=\left[\begin{array}{cc}
L & O \\
M & O
\end{array}\right]\left[\begin{array}{l}
y \\
z
\end{array}\right]+\left[\begin{array}{l}
C_{1} \\
C_{2}
\end{array}\right] v-\left[\begin{array}{l}
c \\
d
\end{array}\right] .
$$

Once again $z=0$ and from the top equation of (2.13) we can solve for $y$ in terms of $r$ and $v$ by using the system

$$
\begin{equation*}
L y=c+r_{1}-C_{1} v . \tag{2.14}
\end{equation*}
$$

If we let $H$ and $e$ be defined as in case 5 and in addition define the matrix $F=C_{2}-H C_{1}$, then the bottom equation of (2.13) becomes

$$
\left[\begin{array}{ll}
H & -I
\end{array}\right]\left[\begin{array}{l}
r_{1}  \tag{2.15}\\
r_{2}
\end{array}\right]=e-F v
$$

Once again we have a small, full-rank, minimum-norm problem for $r$ in (2.15), but we do not yet know $v$. If we apply the orthogonal transformation (2.12), however, (2.15) becomes

$$
\left[\begin{array}{ll}
I & O
\end{array}\right]\left[\begin{array}{l}
s_{1}  \tag{2.16}\\
s_{2}
\end{array}\right]=f-G v,
$$

where $s=V r$, and $f$ and $G$ satisfy $T f=e$ and $T G=F$, respectively. It is now obvious from (2.16) that $\|s\|$, and hence, since the orthogonal transformation $V$ does not change the norm, $\|r\|$ is minimized when $v$ is chosen to minimize the residual

$$
\begin{equation*}
\min _{v}\|f-G v\|_{2} \tag{2.17}
\end{equation*}
$$

Since $G$ is $k \times p$, (2.17) is a very small least squares problem. Although (2.17) determines $s$ (and hence $r$ ) uniquely, it does not determine a unique value for $v$ unless $G$ has full column rank. If the latter is not the case, then we must choose $v$ among all solutions of (2.17) so as to minimize $\|y\|^{2}+\|v\|^{2}$ in (2.14).

Any solution of (2.17) can be expressed in the form $v=\bar{v}+Z \beta$, where $\bar{v}$ is a particular solution to (2.17), $Z$ is a matrix whose columns form a basis for the null space of $G$, and $\beta$ is a vector of appropriate dimension. (Of course, if $G$ has full column rank, then $Z$ is not present, and $v=\bar{v}$.) Suitable $\bar{v}$ and $Z$ can be conveniently computed by means of the singular value decomposition of $G$ (see, e.g., [3] or [7]). To determine $\beta$ we formally substitute $v=\bar{v}+Z \beta$ into (2.14). The resulting least squares problem analogous to (2.8) is

$$
\min _{\beta}\left\|\left[\begin{array}{c}
Z  \tag{2.18}\\
E Z
\end{array}\right] \beta-\left[\begin{array}{c}
-\bar{v} \\
w-E \bar{v}
\end{array}\right]\right\|_{2},
$$

where $E$ and $w$ are given by the linear systems $L E=C_{1}$ and $L w=c+r_{1}$. The fullrank least squares problem (2.18) can be solved by an orthogonal-triangular factorization analogous to (2.9), with the $(m+p) \times(m+p)$ orthogonal matrix $U$ partitioned similarly. The part of the residual in which we are interested is then given by the projection

$$
\left.y=U_{22}\left[\begin{array}{ll}
U_{12}^{T} & \left.U_{22}^{T}\right]
\end{array}\right] \begin{array}{c}
-\bar{v}  \tag{2.19}\\
w-E \bar{v}
\end{array}\right] .
$$

Hence we have the following algorithm for case 6:
Algorithm 6.

1. Factor $B$ as in (2.4).
2. Solve $L^{T} H^{T}=M^{T}$.
3. $e=d-H c$.
4. Compute the factorization (2.12).
5. $F=C_{2}-H C_{1}$.
6. Solve $T G=F$.
7. Solve $T f=e$.
8. Compute a particular solution $\bar{v}$ to (2.17), along with the residual vector $s$ and, if $G$ does not have full column rank, the null-space basis matrix $Z$.
9. $r=V_{1}^{T} s_{1}$.
10. Solve $L E=C_{1}$.
11. Solve $L w=c+r_{1}$.
12. If $G$ has full column rank, set $U=I$, the identity matrix of order $m+p$; otherwise, let $U$ be the orthogonal matrix which triangularizes the matrix of (2.18).
13. Compute $y$ as in (2.19).
14. Solve $L^{T} t=y$.
15. $u=B_{1}^{T} t$.
16. $x=\left[\begin{array}{l}u \\ v\end{array}\right]$.
17. Concluding remarks. We have developed an algorithm based on $L Q$ factorization for computing the minimum-norm solution to a sparse underdetermined system of linear equations. We now compare this approach with another orthogonalization method, that based on $Q R$ factorization. Using the sparse Givens approach of [4], the nonzero structure of the triangular factor resulting from $Q R$ or $L Q$ factorization is determined by the nonzero structure of $A^{T} A$ or $A A^{T}$, respectively. Thus either factorization may suffer more fill than the other, depending on the problem, and hence require more storage or computation. Generally speaking, however, the two factorizations should be about equal in cost for square or nearly square systems, but for more strongly underdetermined systems ( $m \ll n$ ), LQ factorization should require more computation because a larger proportion of the input matrix $A$ is annihilated (Fig. 1).

Unfortunately, in order to compute the minimum-norm solution to an underdetermined problem of rank $m$ by the algorithm of [6], the sparse $Q R$ factorization is fol-


Fig. 1. Triangular forms resulting from orthogonal factorization.
lowed by solving a subsequent (generally dense) least squares problem of size $n \times(n-m)$. Thus, although the basic sparse factorization may be cheaper, the $Q R$ approach is impractical unless $n-m$ is relatively small. (In fairness it should be pointed out that for cases in which any particular solution of (1.1) will suffice, the $Q R$ algorithm does not suffer from this heavy restriction (see [6]).) The possibility of row or column updating further complicates any comparison of methods. Nevertheless, it seems apparent that the $L Q$-based algorithm is the method of choice for a broad range of underdetermined systems.

This conclusion is supported by the numerical results reported in Table 1. Three underdetermined test problems were generated by transposing three overdetermined problems from the Harwell sparse matrix test set and by letting the right hand side vectors have as components $1,2, \ldots, m$. All three problems are of full rank and require no updating. The times reported are in seconds on an IBM 4341 using the VS Fortran compiler and single precision floating point arithmetic. The storage reported is in words and includes storage for all pointers and other overhead required to solve the problem. As expected for problems having many more columns than rows, the time and storage required for computing the minimum-norm solution using the $Q R$ factorization are huge. Therefore, for a more direct comparison of the sparse orthogonal factorizations, we have also reported the time and storage required for computing a basic solution using the $Q R$ factorization. These figures show that for these three problems the $Q R$ factorization is somewhat faster than the $L Q$ factorization, but requires significantly more storage. As for accuracy, the minimum-norm solutions computed by the two algorithms agree very well for the first two problems but differ appreciably for the third problem, which is more ill conditioned.

Table 1
Numerical test results

| Problem | ASH219 |  | ASH331 |  | ABB313 |  |
| :--- | :---: | ---: | ---: | ---: | ---: | ---: |
| rows | 85 |  | 104 |  | 176 |  |
| columns | 219 |  | 331 |  | 313 |  |
| nonzeros | 438 |  | 662 |  | 1557 |  |
|  | store |  | time | store | time | store |
| time |  |  |  |  |  |  |
| $L Q$ (min. sol.) | 1642 | 1.96 | 2261 | 3.57 | 6821 | 4.03 |
| $Q R$ (bas. sol.) | 5944 | 1.26 | 10688 | 1.73 | 15310 | 3.13 |
| $Q R$ (min. sol.) | 34920 | 24.79 | 85705 | 94.79 | 50728 | 40.17 |
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